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Abstract
Decentralised wastewater treatment is increasingly gaining interest as a means of 
responding to sustainability challenges. Cost comparisons are a crucial element of 
any sustainability assessment. While the cost characteristics of centralised waste 
water treatment (WMS) have been studied extensively, the economics of decen-
tralised WMS are less understood. A key motivation for studying the costs of de-
centralised WMS is to compare the cost of centralised and decentralised WMS in 
order to decide on cost-efficient sanitation solutions. This paper outlines a model 
designed to assess those costs which depend on the spatial density of decentral-
ised wastewater treatment plants in a region. Density-related costs are mostly 
linked to operation and maintenance activities which depend on transportation, 
like sludge removal or the visits of professionals to the plants for control, servic-
ing or repairs. We first specify a modelled cost-density relationship for a region in 
a geometric two-dimensional space by means of heuristic routing algorithms that 
consider time and load-capacity restrictions. The generic model is then applied 
to a Swiss case study for which we specify a broad range of modelling parame-
ters. As a result, we identify a ‘hockey-stick’-shaped cost curve that is character-
ised by strong cost reductions at high density values which level out at around 1 
to 1.5 plants per km2. Variations in the cost curves are mostly due to differences 
in management approaches (scheduled or unscheduled emptying). In addition to 
the well-known diseconomies of scale in the case of centralised sanitation, we find 
a similar generic cost behaviour for decentralised sanitation due to economies of 
density. Low densities in sparsely populated regions thus result in higher costs for 
both centralised and decentralised system. Policy implications are that efforts to 
introduce decentralised options in a region should consider the low-density/high-
cost problem when comparing centralised and decentralised options.
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1	 Introduction
1.1	 Comparing central and decentral sanitation costs

C osts are an integral criterion for decisions on suitable wastewater man-
agement systems (WMS) for both centralised and decentralised sce-

narios (inter alia Hamilton et al. 2004, Maurer et al. 2006, Libralato et al. 
2012, Truffer et al. 2013). Decentralised WMS are increasingly considered 
as potential substitutes for centralised WMS with sewer networks (inter 
alia Tchobanoglous et al. 2004, Massoud et al. 2009, Larsen et al. 2013, 
OECD 2015). Typically, decentralised WMS – also called on-site (OST) –  
treat small wastewater flows in individual residences or residential clus-
ters (cf. Tchobanoglous and Leverenz 2013), which can, as a consequence, 
save on extensive sewer networks (Libralato et al. 2012). However, it is a 
complex task to determine the optimal degree of centralisation in water 
and wastewater management (Eggimann et al. 2015, Poustie et al. 2014, 
Adams et al. 1972, Guo and Englehardt 2015, Lee et al. 2013) because the 
overall costs in a region depend not only on the sum of the costs of all in-
dividual technological components but also on how they are spatially dis-
tributed. This implies that besides the usual cost-driving factors like con-
text uncertainties, economies of scope, economies of scale or high network 
infrastructure life-spans (Hansman et al. 2006, Markard 2009, Starkl et al. 
2012), space-dependent cost items such as economies of density and net-
work externalities have to be taken into account.

In the case of centralised WMS, space-dependent cost effects play out 
in the form of major economies of scale at the level of the wastewater 
treatment plant (i.e. per capita costs decrease with the number of people 
in a catchment connected to it), whereas the costs of building up a sewer 
system show diseconomies of scale (i.e. to reach full connection more dis-
tant settlements need to be connected). These cost characteristics have 
been intensively discussed in the literature (cf. Townend 1959, Downing 
1969, Adams et al. 1972, Haug 2004, Friedler and Pisanty 2006, Maurer 
et al. 2006/2010). Nevertheless, the cost characteristics of OST systems 
are much less well known. In general, unit prices of OST plants do not 
depend on the number of units installed in a specific region. However, 
management, maintenance and regulation schemes may turn out to be 
very costly, because travel costs for service teams may become important 
(inter alia Kennedy-Walker et al. 2014, Semiyaga et al. 2015, Hamilton et 
al. 2004, Kaminsky and Javernick-Will 2013). An integrated assessment 
of these different cost components for determining the optimal degree of 
centralisation in a region is however lacking (Hamilton et al. 2004, OECD 
2015, Eggimann et al. 2015). The optimal degree of centralisation is direct-
ly linked to the OST plant density, as this increases in response to grow-
ing population percentages serviced by on-site treatment plants. In this 



paper we examine an essential parts of such an integrated cost assessment, 
which are arguably the least well understood, namely those that are relat-
ed to spatial density of OST plants. We present a model-based approach 
to examining the economies of density1 of OST plants and conduct a sen-
sitivity analysis of different management approaches. A model-based ap-
proach is needed because cost-data collection is challenging and there is 
a lack of available data to carry out a systematic comparison of the costs 
of different WMS in a region. 

1.2	 How space and transportation influence costs

I n the field of spatial economics, the important influence of spatial dis-
persion on service provision has long been postulated (Wegener 2011): 

many different theoretical models based on transportation-cost consid-
erations have been developed, such as von Thünen’s (1875) ring model, 
Christallers’ (1933) model of optimal provision or the optimal city-size 
model of Arnott (1979). Such studies highlight the fact that the transpor-
tation of material or personnel are critical for efficient service provision. 
Much research has consequently evolved around space-dependent cost ef-
ficiencies in many different infrastructure fields2), including the water and 
wastewater sector (cf. Guerrini et al. 2013, Álvarez et al. 2014). The find-
ing that the operation and maintenance (O&M) costs of point-type infra-
structures are particularly dependent on the settlement or population den-
sity is especially interesting with respect to OST systems (inter alia Schiller 
and Siedentop 2005, Wenban-Smith 2009). As a consequence, we expect 
the haulage distance to be crucial for assessing the O&M costs of OST sys-
tems (Semiyaga et al. 2015). Despite this long-known influence, the spa-
tial cost effects concerning the O&M of OST plants have not been system-
atically estimated. Furthermore, the literature often focuses on single cost 
aspects of decentralised wastewater O&M such as monitoring (inter alia 
Hug and Maurer 2012) or sludge transportation (inter alia Steiner et al. 
2002). Nevertheless, there are some notable exceptions explicitly focus-
ing on the road-based transportation needed in the case of OST plants: 
Steiner et al. (2002) propose a simple method for estimating the haulage 
costs on the basis of geometrical and economic criteria, and have used 
it to find decreasing costs with higher population densities. Flotats et al. 

1 	 González-Gómez and García-Rubio (2008) differentiate between economies of product 
density and economies of customer density. The former denotes the marginal cost sav-
ings of a fixed number of consumers due to increased consumption. The latter refers 
to the cost savings achieved by the higher efficiency resulting from a larger number of 
consumers. We focus on economies of customer density, implying that the marginal 
costs of providing services decrease with an increasing number of customers in a spa-
tially defined area. We refer to Holmes (2011) for an overview of the literature focusing 
on economies of density in other thematic fields.

2 	 Typically, examples can be found in solid waste management (inter alia Zamorano et 
al. 2009, Tavares et al. 2009, Ghose et al. 2006). See Section 4.3 for further applications.



(2009) show that minimising transportation costs is vital for manure man-
agement, a factor that is highly relevant to wastewater transportation in 
OST plants. The authors compare on-farm and centralised treatments and 
conclude that transportation costs are crucial for deciding between cen-
tralised and decentralised strategies. Marufuzzaman et al. (2015) present 
a method to compare pipeline and truck-based transportation of wastewater 
sludge and perform a cost analysis based on transported volumes and dis-
tances. Whereas different treatment options might result in different oper-
ating and maintenance requirements, Etnier et al. (2000) note that cost dif-
ferences can be expected to result from the different strategies of collecting 
and maintaining WMS.

We believe the paucity of literature about O&M for OST systems to be 
responsible for rather speculative and vague overall cost claims (Hamilton 
et al. 2004, Dodane et al. 2012, Singh et al. 2015, Hendrickson et al. 2015, 
Truffer et al. 2013, Etnier et al. 2000). As a result, many authors conceive 
O&M of OST systems as costly, which adds to the conventional wisdom 
that decentralised WMS are challenging to operate and manage (inter alia 
Bakir 2001, Parkinson and Tayler 2003, Maurer et al. 2006, Buchanan et 
al. 2014). The methodological framework introduced in this paper ena-
bles the systematic assessment of cost effects relating to OST plant den-
sity by examining the most important space-related costs (residual trans-
portation, service and repair costs), and in doing so prepares the ground 
for an integrated assessment of the optimal degree of centralisation in the 
provision of regional wastewater infrastructure. It is not the aim of this 
paper to perform a comprehensive overall cost analysis.

2	 Materials and methods

We first identify those cost items which depend on the spatial densi-
ty of plants in a region and differentiate between two management 

approaches for sludge emptying at OST plants. We then give a general 
methodological overview and explain the routing algorithms in detail. 
Section 2.5 presents the distance parameter estimation, followed by in-
formation on cost parameters and a sensitivity analysis. Section 2.8 intro-
duces the case study.

2.1	 Tasks sensitive to economies of density

W e do not intend to perform a full cost comparison of OST systems or 
a complete analysis of O&M costs, but only aim to identify space-re-

lated costs. Therefore we do not consider investment or capital costs or all 
fixed costs, and particularly not costs independent of space. By the same 
logic, we also treat variable costs which depend on the chosen OST system 
or specific external conditions being constant, such as sludge treatment, 



energy consumption, chemical acquisition or other expenses such as taxes 
(see i.e. Fletcher et al. 2007, WERF 2015). Such costs can simply be added 
as fixed baselines to the costs calculated in this paper, depending on the 
chosen technological solution. Further items such as regulatory costs may 
also be included in this broad conceptualisation. However, we maintain 
that these items follow the same logic and could therefore be easily added 
to an overall cost assessment.

We consider three typical tasks that exhibit cost characteristics which 
are space-dependent; namely, i.) residual (sludge and scum) emptying, 
ii.) service and iii.) repairs, as detailed below. Specific task execution may 
differ depending on the technical details of the chosen OST plant. As we 
outline below for each specific task, depending on the decentralised WMS, 
less service and repairs may be needed or the amount of sludge and scum 
may differ3 (we exemplarily refer to Singh et al. (2015) and  Crites and 
Tchobanoglous (1998) for various technology options). We assume that 
these tasks are carried out by specialised external contractors (operator 
model) who have to travel to the treatment plants, as proposed for exam-
ple by Massoud et al. (2009). 

•	 i.) Residual emptying: Wastewater treatment produces sludge and 
scum which needs to be disposed of within certain time intervals. 
We assume that this disposal is performed by a specialised contrac-
tor. The accumulated volume per population equivalent (PE) de-
pends on the given technical system and the sludge residence time. 
The haulage of these residuals is context-dependent (Mikhael et al. 
2014) but is commonly road-based and is typically carried out by a 
suction truck with a specific load capacity and an average travelling 
speed for collection. The process of emptying is time-consuming, as 
the treatment plants need to be accessed, the sludge pumped, and 
further tasks such as filling out paperwork completed.

•	 ii.) Service: The long-term reliability of OST systems depends on 
maintenance and reporting (Bradley et al. 2002). In order to per-
form maintenance work (such as membrane regeneration or simi-
lar) or simply to check functionality, OST systems typically need to 
be visited by a competent service contractor. How often this has to 

3 	 The same is true for the amount of time needed for system maintenance, which might 
differ considerably (e.g. the maintenance time of a reed-bed treatment plant system differs 
from that of a sequencing batch reactor). However, these three tasks must be performed in 
some way, irrespectively of the choice of OST system. For this paper, the chosen parame-
ter values apply especially to membrane bio-reactors (MBR) or sequencing batch reactors 
(SBR). However, the previously outlined operationalisation of space-dependent costs can 
be specifically adapted to other systems such as septic tanks or reed-bed based systems.



be done depends on the complexity of the OST system, the sensor 
technology equipment and the required level of monitoring (ibid.). 
Depending on the management model, legal situation and treatment 
system, the number of visits or the type of tasks to be performed 
differ. We make the simplifying assumption that the service task is 
independent of the residual emptying and performed within certain 
time intervals by a mobile technician spending an average amount 
of service time per OST system plus travelling time.

•	 iii.) Repairs: If an OST system fails, a technician needs to visit the 
plant and perform specific repairs. We assume that enough funds are 
available for these repairs and that failing systems require manda-
tory repair. How often the system fails depends on its type and the 
quality of its service and control. In reliability engineering, the fre-
quency of failure is commonly expressed as a failure rate (Finkelstein 
2008). We consider the repair tasks to be similar to service tasks 
by assuming that a technician has to visit the plant in a vehicle and 
needs an average repair time to do the job. Given the scope of this 
paper, we do not relate service frequency with failure rates.

2.2	 Differentiating management approaches

E fficiency and cost-effectiveness are major goals of logistics manage-
ment. Therefore it is important to consider different management ap-

proaches in order to assess their impact. In this section, we present two 
ideal types of management for residual emptying which represent a worst 
(unscheduled) and best-case (scheduled) emptying approach.

•	Scheduled: For scheduled emptying, we assume that the plants are 
evacuated periodically and an optimal routing plan can be set up. 
We make the simplifying assumption that all OST plants are full at 
the time of emptying. This assumption allows each OST plant to 
be visited along an optimal collection tour and the truck’s storage 
capacity to be exploited to the maximum at all times. We consider 
this emptying approach to be the most efficient one from a logistics 
point of view, yielding the best theoretical solution.

•	Unscheduled: For unscheduled emptying, the collection tour is de-
termined on the basis of whether the OST plant emptying is needed 
due to critical tank filling. We assume that the plant owners will 
call the operator (or the plant will send a signal) when the tank ca-
pacity limits are reached. This results in different daily collection 
tours depending on the number of people calling and their geo-
graphical position.



In real world situations, tank filling rates will in general not be con-
stant. As a consequence, some tanks will have to be evacuated earlier 
than expected or would not be full at the time of emptying. Differences 
in filling rates may be due to variations in the number of users per plant, 
particularly over time. Examples with highly varying rates would in-
clude tourist regions with many part-time residences. The two ideal ap-
proaches of scheduled and unscheduled emptying therefore represent 
best and worst-case scenarios. More realistic situations can be consid-
ered as lying somewhere between these two extremes.

2.3	 Modelling setup

T he proposed modelling procedure derives a cost-curve for different 
treatment plant densities. The basic idea is to assess the costs of the 

tasks outlined in Section 2.1 for a specific number of OST plants with a 
given treatment volume. For modelling purposes, we identify density values 
by calculating the space-dependent costs for a sequence of circular catch-
ment areas. Different densities result from an incremental decrease of the 
catchment area diameter (see Figure 1).4 For each catchment, we randomly 

4 	 A more intuitive operationalization of densities would have been to increase the number 
of OST plants in a given region. Instead we chose a fixed number of OST plants in a de-
creasing set of smaller areas. The main reason for this is that we wanted to correct for 
influences of specific geographical clustering, while still being able to run meaningful 

Model Element

Set of OST plants (P)

Low

High

OST plant density

Set of residual deposit (S)

r min

r

r initial

reduce r by
rshrink

radius

Depot (D)

Figure 1: Visualisation of the schematic modelling approach.



distribute a fixed number n of OST plants, and a relative number m of re-
sidual deposits (places where the sludge can be discharged).5 Additionally, 
one depot (the operating basis for the emptying vehicle and its driver) is 
positioned near the most central residual deposit. The following cost cal-
culation steps are executed for each catchment area (cf. Figure 2 for more 

routing procedures. Holding the number of OST plants constant has the advantage 
that different density values remain largely comparable. Geographical variations will 
be taken into consideration by the values of parameter fd.

5 	 We assume that the sludge can be treated at large conventional treatment plants, which 
allows us to easily calculate ρdeposit based on the number of today’s existing plants of 
this kind. Depending on the specific application case, the rationale for defining the de-
posit density may be different (for example whether we assume that additional spe-
cial sludge treatment units are constructed or that all residuals are transported to ex-
isting treatment plants).
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Figure 2: ULM diagram of the methodological approach.



details and Table 1 for an overview 
of all model parameters):

Step I: In each iteration step, 
the catchment area of the system 
is defined as a circle of radius r, 
which we denote in the first iter-
ation as rinitial. We define the in-
itial radius as the maximum dis-
tance a vehicle can reach within 
one working day (Eq.1):

					     (1)

where: vtruck = average vehicle 
speed and tdrive = maximum pos-
sible driving time per day. The ra-
tionale for choosing this maximum 
radius is that even the most dis-
tant OST plants can be reached 
from the depot within one work-
ing day.6 

Step II:	 We generate a set of 
OST plants P = {p1, p2, …, pn} 
consisting of a fixed number (n) of 
individual plants (pi). To each of 
these individual plants we attrib-
ute a load (within a given range) 
given in population equivalents 
Vi

PE. On the basis of this load Vi
PE  

and the sludge accumulation rate 
(racc), we then calculate the total 
sludge and scum accumulation for 
all pi. In the case of scheduled emp-
tying we attribute the maximum 
possible load Vi

PE to each plant. In 
the unscheduled mode, Vi

PE are set 
at a random level.

Additionally, we create a set S = {s1, s2, …, sm} of individual residual 
deposits (sj). The number of deposits m is calculated on the basis of the 

6 	 Because of distance weighting, travelling times might be longer than the daily work-
ing time. Including the time needed to empty the sludge at the disposal point might 
therefore result in daily overtime.

tour day ti

tour day ti+1

tour day ti+n

Optimal route

Scheduled emptying tour

Unscheduled emptying tour
DepotOST plant Residual deposit

Figure 3: Schematic example of different tours 
depending on the chosen empyting approach 
with shown deviations from the optimal tour 
due to time and capacity restrictions.

Figure 3: Schematic example of different 
tours depending on the chosen emptying ap-
proach with shown deviations from the opti-
mal tour due to time and capacity restrictions.
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deposit density factor (ρdeposit) for each radius. This way we assume that 
the total number of deposits in a region is set largely constant despite a 
density increase.

Step III: We randomly distribute all sj within the catchment area and 
assign a single depot to the sj closest to the centre of this area. 

Step IV: We randomly rearrange all pi until we reach a Nearest 
Neighbour Index (Clarke et al. 1964) of fNN = 1 in order to ensure the 
same degree of clustering for all r. This allows a like-for-like compari-
son, independent of the catchment radii, and ensures that the cost dif-
ferences found do not result from different degrees of clustering. An 
alternative to a random distribution of OST plants within the catch-
ments would be a selection of possible OST plant sites with the aid of 
real settlement structures. However, the formulation of detailed (spa-
tial) technological transition models is complex (cf. Zeppini et al. 2014) 
and not appropriate given the generality of the modelling approach.

Step V: We calculate the costs for a contractor travelling to the plant 
by means of a routing algorithm (described in Section 2.4). This pro-
vides us with a point estimate for the respective density measure.

Step VI: We decrease the catchment radius r by Δr, keeping r ≥ rmin 
and loop back to Step II. Δr and rmin are technical parameters for de-
termining the number of iterations in the algorithm. Choosing smaller 
values for Δr simply increases the number of iterations, while rmin de-
notes the maximum density beyond which we no longer observe any 
significant cost reductions.

2.4	 Routing algorithms

In this section, we explain our cost calculations for the logistics of OST 
plant O&M services in detail for the case of residual emptying (cf. Figure 

2, Step V). We apply different routing algorithms depending on the chosen 
management approach (Section 2.3). A schematic example of scheduled 
and unscheduled emptying approaches is visualised in Figure 3.

We generate collection tours for both emptying modes with the aid 
of route optimisation techniques. We use algorithms based on heuris-
tic routing (Cormen et al. 2009) with the aim of finding a minimum path 
between a given set of destinations. This is commonly referred to as the 
Vehicle Routing Problem, which adds capacity constraints to the common 
Travelling Salesman Problem (Lawler et al. 1985). We refer to Gendreau 
et al. (1996) for an overview of the numerous approaches to address-
ing the Vehicle Routing Problem. We use heuristics in order to avoid a 



heavy computational burden and choose the classical Nearest Neighbour 
Algorithm because of its intuitiveness (Johnson and Papadimitriou 1985). 
Heuristically determined solutions rarely constitute an optimum: howev-
er, they give good approximations in many applications with a reasonable 
computational burden (Michaelewicz and Fogel 2004). For validation pur-
poses, we compare the applied Nearest Neighbour algorithm with a compu-
tationally more expensive algorithm developed by Clarke and Wright (1964).

The various tasks such as emptying an OST plant (temptyOST), travelling 
to the depot or to an OST plant and emptying a suction truck (temptyTruck) 
require a time t. We determine the required travel time on the basis of 
the distances travelled and average travelling speed (vtruck) and choose 
reasonable value ranges for the remaining time parameters. We then use 
cost parameters (cp, ctruckrent, ctruckfix) to convert the time taken or distances 
travelled into total costs.

The routing algorithms for the different tasks are based on the follow-
ing logic:

•	 	Scheduled emptying tour: We assume that the collector can set up 
an optimal route for the entire catchment, so all OST plants are 
considered for optimal tour calculations and are always filled to 
a maximum Vi

PE (compare Figure 2). The tour starts at the depot 
and continues along the optimal route until all OST plants are emp-
tied.7 For the case of residual emptying, we consider two restric-
tions which influence the theoretical optimal route, namely the 
maximum vehicle load capacity (cltruck) and the maximum number 
of working hours per day (tpmax).These restrictions primarily influ-
ence the degree to which the suction truck deviates from its opti-
mal route. For every OST plant visit, only as much sludge is emp-
tied as fits the free capacity of the suction truck. If the maximum 
load is reached, the truck visits the closest residual deposit in order 
to dispose of its load. If some daily working time is left to contin-
ue the tour, the truck resumes its emptying work, otherwise it re-
turns to the depot for the night. If the time restriction is reached 
even though the truck is not completely filled, it first visits the clos-
est residual deposit and then returns to the depot in order to start 
a new working day. Cost calculations for scheduled emptying are 
based on a single tour where all OST plants are visited only once 
(see Figure 2).

7 	 We do not differentiate between the directions of the tour and randomly decide be-
tween a clockwise or anticlockwise direction starting from the depot.
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•	We further assume that within a certain probability (pemp) an OST 
plant may be not emptied due to unexpected events (such as the 
absence of the house owner making the property inaccessible). This 
results in distances travelled and time spent without task accom-
plishment and leads to tour deviations, since OST plants need to 
be visited again in a later tour.

•	 	Unscheduled emptying tour: In the case of unscheduled emptying 
we initially assign a random tank filling level to each OST plant. 
Then we increase the level iteratively by a constant daily sludge and 
sum accumulation rate (racc) over a number of years (y). Finally, 
we calculate collection tours for each day based on the OST plants 
filled on each respective day. The procedure of collection and trans-
port for the individual daily tours is analogous to the scheduled tour 
calculation. However, itis repeated for unscheduled emptying over 
several years (y) in order to calculate average costs.8

•	 	Service tour: The algorithm for the service tour is very similar to 
that for scheduled emptying. The sole methodological difference is 
that we only consider the restriction on maximum working hours 
and use different values for the corresponding parameters (vcar, cca-

rrent, ccarfix, nvisits, tservice).

•	 	Repair tour: The repair task tour calculation is similar to that for 
unscheduled emptying. We set up the tours daily only on the basis 
of the failed OST plants. In order to calculate the average repair 
costs per year, we also perform an iteration over a number of years 
(y). As only limited knowledge is available about the failure rates 
of OST plants, we use linear failure rates (pfailure) taken from the lit-
erature (EPRI 2000). The only restriction on the repair task is the 
maximum number of working hours per day for the tour genera-
tion. Corresponding time and cost parameters are also used (trepair).

2.5	 Distance factor estimation

T he model distance calculations are based on straight-line distances. 
In order to derive more realistic distances, we introduce a weighting 

factor (fd). This fd enables the model to be adapted to different geographies 
where distance calculations differ because of topographical characteristics 

8 	 Most management approaches probably lie somewhere between the scheduled and 
unscheduled emptying tours, as we often find intermediate approaches where for ex-
ample certain geographical regions are scheduled to be served within a certain time 
window and OST plant owners need to call if they want to have their OST serviced or 
emptied within this time frame. Furthermore, due to discontinuous OST plant filling 
rates, it may not be feasible to set up a purely scheduled approach.



and the existing road network (e.g. objects like lakes or mountains which 
require detours). We use different weighting factors for scheduled and 
unscheduled emptying and estimate the distance factor for different dis-
tance radii. For the case study (see Section 2.8) we estimate fd for sched-
uled and unscheduled emptying with the aid of the Dijkstra (1959) al-
gorithm by comparing the road-based and straight-line distances for all 
calculations on the basis of the actual road network (Figures 6 and A.1).

2.6	 Cost parameters

T he estimation of transportation costs is central for the proposed mod-
elling approach. Fuel consumption, wear, repairs, insurances, payload, 

truckload, routine maintenance and depreciation are typically considered 
in estimating transportation costs (inter alia Barnes and Langworthy 2003, 
Cambridge Systematics 1995). For this study, we calculate fixed transpor-
tation costs per km by assuming constant fuel consumption independent-
ly of the load (ctruckfix). We further assume that our vehicles are rented in 
order not to incorporate idle capacities in our study. This means that all 
costs relating to maintenance, repair or insurance of the vehicle etc. are 
included in the rental costs (ctruckrent). All costs are given per capita and 
year and we convert local currencies to US$ using purchase power pari-
ties for the year 2013 (World Bank 2014).

Scheduled Emptying Unscheduled Emptying

r

CW 
[$/PE/year]

NN 
[$/PE/year]

 
[%]
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[$/PE/year]
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[$/PE/year]

 
[%]

10
20
30
40
50
60
70
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3.3
3.9
4.4
5

5.9
7

8.37
10.4
14.7
20.5
27

32.9
37.5
43

48.6
52.9
57

62.7

3.3
3.7
4.3
5

5.8
6.9
8.2
10

14.2
19.7
25.7
31.3
37.5
41.9
46.8
50.6
55

60.2

0
4.3
3

0.8
1.4
1.7
2

3.6
3.2
4.2
5

5.2
0

2.6
3.8
4.6
3.6
4.1

4.9
6.9
8.8
11

12.4
14.2
16

18.2
20

22.2
24.2
26.4
28.2
31

34.2
37.1
40.4
44.5

4.8
6.7
8.6

10.4
12.2
14.1
15.8
17.5
19.7
21.7
23.9
26

28.5
30.6
33.4
36

39.8
43.5

1
3.4
1.5
1.4
1.6
0.8
0.7
3.8
1.2
2.2
1.3
1.7
-1.1

1
2.1
3

1.4
2.3

Table 2: Comparison of the Clarke and Wright (CW) algorithm with the Nearest Neighbour 
(NN) algorithm for sludge emptying (n = 10).



2.7	 Sensitivity analysis

We assess the model sensitivity by a fixed sampling-based approach 
(Saltelli et al. 2004). We assess the model sensitivity by determin-

ing all model parameters resulting in possible routing changes and thus 
cost changes in a first step (first selection in Table 1). Parameters influ-
encing only the absolute costs for all modelled catchments are merely of 
secondary interest, as they only increase or decrease costs proportional-
ly over all OST plant densities (for example, by changing the fixed travel 
costs per km).These parameters need to be adapted to the case study. In 
a second step, we select all parameters relating to residual management, 
as this is the most cost-intensive task (compare Figure 5). This leaves us 
with eleven parameters for which we define reasonable value ranges and 
use the extreme and base values to create a set of parameter configura-
tions (see Table 1). From this set, we randomly select and calculate fifty 
parameter configurations for each emptying approach. This results in a 
range of different cost curves (Figure 5) representing the sensitivity of the 
spatial dependence of the costs.

2.8	 Case study Canton of Bern (Switzerland)

W e apply our model to an administrative area in Switzerland (Canton 
of Bern) (Fig A.1). This area is located in western Switzerland and 

covers ~6000 km2, contains 65 large (>1000 PE) wastewater treatment 
plants and roughly 1000 OST systems (AWA and UWE 2010). We there-
fore calculate an overall density of ~0.19 OST plants per km2 with locally 
varying densities (Fig. A.2).9  We chose this case study because this is an 
area where the provision of centralised wastewater services has already 
reached its limits today. This is confirmed by the higher OST plant density 
compared to the whole of Switzerland. In the case study area, each com-
munity is responsible for the operation and maintenance of OST plants 
and the regulatory agency is responsible for ensuring that the laws are ob-
served. For instance, local regulations require that OST plants are emp-
tied at least once a year (AWA 2014).

The calculation steps outlined in Section 2.3 are applied to the case study 
area, with the city of Bern being close to the catchment’s centre (Fig. 

A.1). We calculate truck-based transportation costs for the case study on 
the basis of parameters collected by the Swiss Federal Statistical Office 
(BFS 2009, BFS 2013, BFS 2015). For the suction truck, we assume aver-
age fuel consumption of 33 litres per 100 km at a diesel price of $1.34/
litre for the year 2014 (BFS 2015b). The average speed is set at 50 km per 
hour, which corresponds to the official speed limit within settlement areas 

9 	 Because there are significant areas covered with glaciers or without vegetation on 
the borders of the case study area, we subtract these for the density calculation (see 
Appendix A).



and is similar to average speed assumptions in other logistics studies (inter 
alia Zamorano et al. 2009). The accumulation of sludge per year typical-
ly depends on the residence time in the OST plants, and we refer here to 
the literature for the accumulation rates (inter alia Franceys et al. 1992). 
We did not perform a detailed time analysis assessment (e.g. with meth-
od-time measurements) but chose a time interval for each time parameter 
on the basis of our own expertise. The chosen standard parameter values 
can be used as a starting point for further detailed analysis (cf. Table 1). 
We use typical transportation costs per km and Swiss hourly rental costs 
for a minivan used to perform repair and service tasks (Mobility 2015), 
and calculate hourly rental costs for the suction truck with the aid of cost 
data from a rental company for these trucks (Amphitec 2015).

3	 Results 

W e normalise all costs in order to highlight the cost relationship and 
not the absolute cost level, which depends on cost- and technology 

assumptions specific to the case study.10

3.1	 Costs of space-sensitive tasks

F igure 4 shows that costs decrease exponentially with increasing plant 
density and that emptying costs are the highest for the defined tasks. 

The shape of this density-cost relationship can be described as a ‘hock-
ey-stick’. As expected, scheduled emptying is more efficient than unsched-
uled emptying, especially for low OST plant densities. For lower densities, 
the scheduled and unscheduled curves approximate as more time is spent 
driving to the depot, making less time available for possible route optimi-
sation by visiting multiple OST along the same route.

3.2	 Model sensitivity

F igure 5 shows the average cost curve of the different input parameter 
sets with respective sensitivity bands. We generally find the highest 

model sensitivity in the range where the cost-density relationship starts 
to level out (~0.1 – 0.5 OST/km2). Comparing the current average OST 
density for the whole case study area, we notice that we are close to the 
range where costs start to level out (see blue line in Figure 5), even though 
regional differences exist (cf. Fig. A.2).

3.3	 Routing algorithm comparison

T he calculated cost differences arising from selecting either the Clarke and 
Wright algorithm or the Nearest Neighbour algorithm are very minor. On av-

erage, the differences between these two algorithms are less than 3% (see Table 2).

10 	Results with absolute costs are given in Fig. A.3.



3.4	 Distance factor fd

F igure 6 shows the results of the estimation of the distance factor for the 
case study area (compare Section 2.5). The street network (shown in 

Fig. A.2) needed for this parameter estimation tends to show slight star-
like behaviour with more streets oriented towards the capital city in the 
centre of the catchment. Street density is also higher for central areas and 
those with higher population densities. Two things stand out from this pa-
rameter estimation: first we see a significant difference between the two 
emptying approaches and note that the straight-line distance approxima-
tion is more realistic for the case of unscheduled emptying; second, the 
factors are relatively constant for larger areas and we have more varia-
tion for smaller areas.

We explain the differences between the cost factors by the geography of 
the case study. There is a tendency for the centre of the catchment (where 
the depot is located) to have better straight road connections to reach its 
periphery. Scheduled emptying requires vehicles to travel across more sin-
gle-tour segments in parallel to the catchment centre, resulting in longer 
distances travelled.

4	 Discussion
4.1	 Economies of density and emptying approaches

T here exists a technological variety of different decentralised WMS 
(cf. Tchonablous et al. 2004) such as for example MBR systems, con-

structed wetlands, SBR systems and many more. In this paper, we how-
ever argue that generic space-dependent expenditures arise in form of re-
sidual emptying, service and repair costs which are mainly irrespectively 
of the system choice (see Section 2.1 for an more comprehensive discus-
sion). We see a highly non-linear relationship between space-dependent-
costs and low OST densities, but low spatial cost dependencies at high 
densities. Sewer-based centralised sanitation shows diseconomies of scale 
for scattered settlements and has well been studied (inter alia Townend 
1959, Downing 1969). We also find decreasing economic efficiency for de-
centralised sanitation, although this is due to economies of density. The 
knowledge gained about economies of density becomes indispensable in 
integrated cost comparisons of centralised and decentralised WMS (cf. 
Eggimann et al. 2015).

 The numbers show clearly that the sludge disposal costs dominate 
the spatial cost behaviour. We define a saturation point of the economies 
of density as the point at which costs do not decrease by more than 5% 
of the minimal costs calculated on the basis of the minimum catchment 
radius rmin. This percentage seems plausible given the noise of the modelling 



approach. Considering the average cost calculation of all potential input 
parameters in Fig. 5, we find that the average economies of density dimin-
ish at a plant density of equal to or greater than 1.3 OST/km2 (decreas-
ing returns to density). This saturation point will shift depending on the 
emptying approaches and input parameters: we see that saturation is gen-
erally reached more quickly with scheduled than unscheduled emptying.

The identification of a saturation point and the ‘hockey-stick’ shaped 
cost relationship in the economies of density are the major findings of this 
investigation. They indicate that costs will be exceedingly high in the in-
itial phase of introducing OST systems in a region until the density sur-
passes the saturation point. The saturation point enables the “true” costs of 
OST systems to be estimated if they are implemented in a certain number. 
This could be used as an argument for centrally regulating the introduc-
tion of OST systems (at least in an early introduction phase). Economies 
of density may also be moderated by the number of operators compet-
ing for service contracts in a region. As a result, effective OST plant den-
sities will be reduced by each additional company entering the market. 
The number of competitors will therefore increase the necessary numbers 
of OST plants in a given region before their costs can be considered to be 
constant. This could be used as an argument to limit the number of com-
petitors in a region (or alternatively to put out a call for tenders for ser-
vicing contracts for the entire region) in order to reap economies of den-
sities more quickly. 

A further major result relates to the outlined emptying approaches to 
test our model for worst and best case scenarios. On the basis of Figure 4, 
we conclude that the choice of emptying approach is particularly cost-rele-
vant in low plant densities. Scheduled emptying is greatly preferable to the 
unscheduled alternative for low-density situations, whereas the differenc-
es decrease in high-density situations. However, even though a scheduled 
emptying approach is more cost-efficient, setting up a scheduled emptying 
tour may not be realistic because of factors such as highly fluctuating fill-
ing rates (e.g. in tourist regions). We notice that despite scheduled emp-
tying being generally more efficient, scheduled costs are higher at very 
low densities because of the greater distance weighting factor (cf. Section 
3.4). This preliminary result helps us to identify the optimisation poten-
tial in choosing the appropriate technology and management approach-
es as the specific sludge production of an OST technology seems to be 
more relevant than maximising the robustness of the plant.11  

11 	 We would need to assume very high failure rates or a high number of service visits in 
order for this cost relationship to change.



4.2	 Validation

A systematic validation of our results was not possible because no ex-
tensive cost data with respect to different treatment plant densities 

were available. We would need to know the costs for different point den-
sities to validate the saturation point. It is therefore essential to use real-
istic values for the model parameters specific to the particular case study 
(see Table 1). Information provided by a local service operator allows us 
to estimate the real emptying cost of sludge and scum to be around $50 
to $100 per m3 (Fritzsche and Maurer 2013) and the service cost to be be-
tween $10 and $50 per year (Creabeton 2015). As expected (see the lim-
itations outlined in Section 4.4), our model underestimates both values. 
Whereas values could be derived from the literature for most parameters 
(see Table 1), we had to work with reasonable ranges for the time pa-
rameters. If more detailed time parameter estimates were required, more 
elaborate method-time measurements (cf. Karger and Bayha 1987) could 
be carried out by splitting tasks into subtasks and systematically collecting 
and evaluating the respective required times. In terms of the chosen rout-
ing heuristics, we believe that the Nearest Neighbour algorithm is suita-
ble for use here, as model uncertainties resulting from different routing 
algorithms are minor. The results obtained are very similar to those of 
the computationally much less efficient Clarke and Wright algorithm. We 
conclude from this that it is ineffective in improving the model by heuris-
tic optimisation.

We have shown that we can deduce a robust and distinct relation-
ship between the infrastructure layouts of OST plants and space-depend-
ent costs despite the abstract model design. The cost-space relationship 
remains robust even when our parameter sets are randomly varied (cf. 
Section 2.7). This robustness improves the validity of our assessed ‘hockey 
stick’ shaped cost-density relationship, as this consequentially holds for 
many different case studies where the individual cost parameters vary de-
pending on the context. 

4.3	 Different application contexts

A lthough we do not carry out a comparative analysis across different 
infrastructure domains (Hansman et al. 2006), we are convinced that, 

given the generality of the presented problem, our results are not of inter-
est only for the case of waste water management. The issues highlighted 
in this work are generally encountered in solid-waste handling and man-
agement and many further application contexts involving similar prob-
lems of location-routing modelling (see e.g. Yang and Ogden 2007, Nagy 
and Salhi 2007 or Current et al 2002 for different application areas).The 
analogy to further management applications is evident, as many different 
household devices also depend to some degree on road-based operation 



and maintenance schemes (e.g. heating systems or washing machines). 
The findings concerning optimal logistics and costs relating to the distri-
bution and density of such devices or systems are therefore applicable to 
fields beyond on-site sanitation. 

4.4	 Limitations and future research needs

The absolute resulting cost values are subject to several limitations: first 
and most important the cost structure used reflected Swiss conditions 

and might change in other markets. Other factors that influence costs are: 
first, we do not consider idle capacities of collection trucks and personnel 
but assume a rental system. We make this simplifying assumption as full 
utilisation of personnel or vehicles is often hard to achieve in real world 
applications if trucks are acquired and personnel is hired for sludge col-
lection only. However, idle capacities become less important in the case 
of increasing densities and thus larger service organisations. This means 
that we generally underestimate the costs for lower densities. Second, our 
analysis uses underlying simplifying assumptions which need to be adapt-
ed for case study applications. For example, more sophisticated schedul-
ing schemes could be set up taking into account increasing emptying de-
mands after weekends. Additionally, more complex tank filling rates could 
be implemented or more detailed analysis could be made of the differ-
ences in space-dependency with respect to different on-site technologies. 
Furthermore, we neglect any potential profits made by the operators. In 
summary, we see many possible modifications or extensions of our anal-
ysis, such as increasing the level of realism of the modelling approach or 
improving the cost model. However, the main conclusions about the econ-
omies of density drawn from this model exercise still hold. Many of the 
mentioned limitations have an influence on the level but not on the shape 
of the cost curve (e.g. profits). Others are considered by using best and 
worst case assumptions (e.g. scheduling schemes).

Finally, we want to emphasise that in practice the discussion about on-
site treatment often revolves around technology, performance and public 
acceptability (inter alia Massoud et al. 2009, Larsen et al. 2013). An analy-
sis focusing on cost alone is therefore incomplete. However, costs specif-
ically related to transportation and space are essential for decentralised 
WMS and it is therefore important to assess them (inter alia Kennedy-
Walker et al. 2014).

5	 Conclusion

I n this study, we examine the spatially dependent costs of decentral-
ised WMS. The main goal was to address the lack of knowledge about 

the density-related cost characteristics (i.e. economies of density) of OST 



systems. Economies of density are closely linked to the operation and 
maintenance of OST, and in-depth knowledge concerning this specific cost 
aspect of O&M is needed to obtain improved true cost comparisons of cen-
tralised and decentralised WMS. Our model-based approach allows us to 
calculate economies of density for non-sewer based WMS in a systemat-
ic way for the first time. The input parameters can be adapted to specif-
ic real-world applications, and the distance parameters can be estimated.

 We summarise our main findings as follows:

•	 In sparsely populated regions, we not only find a reduced economic 
efficiency for centralised WMS but also for decentralised ones due 
to economies of density.

•	Economies of density for OST plants are highly non-linear and take 
the form of a ‘hockey stick’.

•	Economies of density depend on the chosen management approach, 
i.e. whether optimisation of road-based transportation is feasible or 
not. This is especially true for residual emptying at low plant den-
sities where high cost savings can be achieved by optimised rout-
ing through scheduled emptying. 

•	We argue that knowledge about economies of density is especial-
ly important in the early introduction phases of OST systems in a 
region. This is because very low densities are reached in the initial 
introduction phase of on-site technology as only a small number 
of systems are implemented by first-movers. At low densities, OST 
costs will therefore be unduly high compared to a centralised WMS. 
Only after a minimum number of plants have been installed will 
be space-dependent costs of OST plants decrease. This cost behav-
iour might provide a rationale for subsidising the first OST plants 
in a region in order to achieve attractive prices for these services.

•	Based on today’s number of OST plants in the Swiss case study 
region, potential cost savings could be realised if more plants were 
installed in order to reach higher densities treatment plants. We 
find that the saturation point for economies of density is between 
1 and 1.5 OST plants per km2. The current relatively high plant 
density in the overall region is close to the saturation point, even 
though differences exist between the various sub-regions, indicat-
ing locally distinctive costs for service, repairs and residual empty-
ing. However, a comprehensive full-cost analysis of centralised and 
decentralised WMS would be needed to decide on the economically 



optimal number of OST plants in a region. The knowledge present-
ed here prepares the ground for such an integrated cost assessment. 

Source Code
The model is implemented in Python 2.7 and the source code is available 
under https://github.com/eggimasv/EcoDen.
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Figure A.1: Land use of the Canton of Bern. For the density calculation we do not consider 
land covered by vegetation or glaciers. Model catchment boundaries of the case study ap-
plication up to 100km are indicated with dotted circles.
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Fig A.1: Land use of the Canton of Bern. For the density calculation we do not consider land 
covered by vegetation or glaciers. Model catchment boundaries of the case study application up 
to 100km are indicated with dotted circles. 
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