A physically based analytical model of flood frequency curves
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Abstract Predicting magnitude and frequency of floods is a key issue in hydrology, with implications in many fields ranging from river science and geomorphology to the insurance industry. In this paper, a novel physically based approach is proposed to estimate the recurrence intervals of seasonal flow maxima. The method links the extremal distribution of streamflows to the stochastic dynamics of daily discharge, providing an analytical expression of the seasonal flood frequency curve. The parameters involved in the formulation embody climate and landscape attributes of the contributing catchment and can be estimated from daily rainfall and streamflow data. Only one parameter, which is linked to the antecedent wetness condition in the watershed, needs to be calibrated on the observed maxima. The performance of the method is discussed through a set of applications in four rivers featuring heterogeneous daily flow regimes. The model provides reliable estimates of seasonal maximum flows in different climatic settings and is able to capture diverse shapes of flood frequency curves emerging in erratic and persistent flow regimes. The proposed method exploits experimental information on the full range of discharges experienced by rivers. As a consequence, model performances do not deteriorate when the magnitude of events with return times longer than the available sample size is estimated. The approach provides a framework for the prediction of floods based on short data series of rainfall and daily streamflows that may be especially valuable in data scarce regions of the world.

1. Introduction

Assessing the magnitude and frequency of high flows in river basins is pivotal for many research and applied disciplines. Urban planning and water resources management, as well as the design of infrastructure, rely on dependable estimates of flood statistics. The assessment of economic viability and environmental sustainability of water facilities, which are experiencing a renaissance as engineering solutions to mitigate climate risk, requires characterizing the natural flooding regime of rivers [Poff et al., 2016]. A reliable assessment of high flow statistics is also central for the insurance industry [Horn and McShane, 2013] and for geomorphological research. Several studies have recently highlighted the relevance of the probability distribution of floods in setting long-term erosion rates of rivers [Rossi et al., 2016].

Flow extremes are traditionally estimated by using observations and probabilistic tools based on asymptotic statistical theories [Gnedenko, 1943; Coles, 2001]. Large data samples, however, are required to constrain statistical methods, especially those relating to the magnitude of rare events. Since long-term flow records are unavailable in most locations, tools have been developed which capitalize on different information sources (e.g., historical records, data from neighboring catchments, and improved process understanding) to characterize flood frequency curves [Merz and Blöschl, 2008]. Approaches that exploit the information content of daily flows [Claps and Laio, 2003] and methodologies that link high flow statistics to the catchment water balance [Sivapalan et al., 2005; Guo et al., 2014; Bartlett et al., 2015] have also been proposed to improve the reliability of model predictions.

In this paper, a physically based stochastic approach to estimate seasonal flood frequency curves is proposed. The method links the features of the extremal distribution of daily flows to a limited number of parameters embodying climate and landscape attributes, which are estimated from information about daily rainfall and discharge. The potential of the proposed method is illustrated through a set of applications in four catchments with heterogeneous hydroclimatic settings and flow regimes. The model performance in estimating the magnitude of events with return times longer than the available sample size is also discussed.
2. Analytic Expression of the Seasonal Flood Frequency Curve

The seasonal flood frequency curve is derived by building on a mechanistic-stochastic model of daily streamflows introduced by Botter et al. [2009]. Daily flow dynamics result from a catchment-scale balance of the soil moisture in the root zone [Laio et al., 2001] driven by stochastic increments due to infiltration from daily Poissonian rainfall (see supporting information) and evapotranspiration losses. When the rainfall pulses fill the deficit created by evapotranspiration and determine the exceedance of a critical soil moisture threshold (i.e., the water holding capacity of the soil), effective (i.e., streamflow producing) rainfall is triggered. This is modeled as a Poisson process with frequency \( \lambda \) \([T^{-1}]\) and exponentially distributed depths with average \( \alpha \) \([L]\). The effective rainfall recharges the excess storage of the catchment (i.e., the fraction of the catchment storage that can be drained) and eventually contributes to streamflow. In this framework, the dynamics of the specific (per unit catchment area) excess storage \( V \) are driven by the following equation:

\[
\frac{dV}{dt} = -q + \xi(t)
\]  

where \( \xi(t) \) is a Poisson sequence of uncorrelated storage increases due to effective rainfall events and \( q \) is a specific discharge. The latter is modeled through a deterministic relation between specific discharge and excess storage \( (q = \rho(V)) \) [see Botter et al., 2009 and supporting information], which quantifies how the excess water is drained from the catchment and becomes streamflow. Here a power law storage-discharge relation is used, which allows the catchment drainage rate to vary as a function of the storage, thus implicitly incorporating the effect of different flow components (e.g., subsurface and surface runoff) [Basso et al., 2015]. Under the above assumptions, the probability density function (pdf) of the excess storage, \( \rho(V) \), was derived analytically as a function of \( \lambda, \alpha \), and the parameters of \( \rho(V) \) (see Botter et al. [2009] and supporting information). The existence of a monotonic storage-discharge relation enables a formal link between the statistical features of \( V \) and \( q \). Excess storage dynamics described by equation (1) (and the corresponding discharge dynamics) are represented in Figure 1. The plot emphasizes that seasonal maxima of daily discharge belong to the subset of flows occurring immediately after effective rainfall events (grey dots in Figure 1), hereafter termed peak flows. Therefore, only the stochastic processes represented by the series of peak flows and peak storages (i.e., the excess storages right after streamflow jumps) are considered in the following derivations.

The probability distribution of peak storages, \( p_j(V) \), is here obtained as a convolution between the pdf of the excess storage immediately before jumps and the pdf of the storage increments, which is an exponential distribution with average \( \alpha \). Provided that the jump process is Markovian, the pdf of the excess storage before
jumps is equal to the pdf of the excess storage itself, \( p(V) \). By solving the convolution, the following expression for the probability distribution of peak storages is obtained:

\[
    p_j(V) = C_1 \exp\left(\frac{-V}{a}\right) \exp\left[\frac{\lambda(2-a)}{(1-a)|K(2-a)|} (V - V_o) \right]^{\frac{1}{2-a}}
\]

(2)

where \( C_1 \) is a normalization constant, \( a \) and \( K \) are exponent and coefficient of the power law that defines the hydrograph recession in between flow-producing events, and \( V_o \) represents a minimum or a maximum storage, depending on the storage-discharge relation chosen (see supporting information).

The probability distribution of peak flows is thus obtained by applying the derived distribution approach to equation (2) (see supporting information):

\[
    p_j(q) = C_2 q^{1-a} \exp\left[\frac{-q^{2-a}}{aK(2-a)} + \frac{\lambda q^{1-a}}{K(1-a)}\right]
\]

(3)

where \( C_2 \) is a suitable normalization constant. The integration of equation (3) provides the nonexceedance cumulative probability of peak flows, \( P_j(q) = \int_0^q p_j(q) dq \).

In order to derive the probability distribution of seasonal maxima, let us assume a constant number \( m \) of independent peak flows (see supporting information) in a given reference period \( \tau \) (e.g., one season). Since peak flows are assumed to be independent, the probability that the maximum \( q \) among the \( m \) peak flows is not exceeded is the product of the probability of each peak flow to have a magnitude lower than \( q \), i.e.,

\[
    P_j[q_1 \leq q \cdot \cdots \cdot P_j[q_m \leq q] = P_j(q)^m.
\]

Provided that the number of peak flows in the considered timespan is distributed according to a Poisson distribution with mean \( \lambda \tau \) (because effective rainfall events are Poisson distributed), and recalling that \( e^z = \sum_{m=0}^{\infty} \frac{z^m}{m!} \) (with \( z \) generic variable, equal to \( \lambda \tau P_j(q) \) in this case), the following expression for the nonexceedance cumulative probability of seasonal maxima is obtained:

\[
    P_m(q) = \sum_{m=0}^{\infty} \frac{(\lambda \tau)^m e^{-\lambda \tau}}{m!} P_j(q)^m = \exp\left\{ -\lambda \tau [1 - P_j(q)] \right\} = \exp\left\{ -\lambda \tau D_j(q) \right\}
\]

(4)

where \( D_j(q) = 1 - P_j(q) \) represents the duration curve of peak flows.

The recurrence interval \( T_\tau \) can be calculated as the inverse of the exceedance cumulative probability of flow maxima. Therefore, the following analytical expression of the seasonal flood frequency curve is obtained:

\[
    T_\tau(q) = \frac{1}{1 - P_m(q)} = \frac{1}{1 - \exp\left\{ -\lambda \tau D_j(q) \right\}}
\]

(5)

where \( \lambda \tau \) represents the (dimensionless) average number of effective rainfall events during the considered season.

### 3. Case Studies and Parameters Estimation

The approach has been applied to four river basins belonging to different climatic regions of the central and eastern U.S. (see Figure 2a). The considered basins are the Sand Run (data from 1947 to 2014), a small (area = 37 km²) steep watershed in West Virginia; the Big Eau Plein River (1949–2014), a larger catchment (area = 580 km²) characterized by lower relief in Wisconsin; the Castor River (1953–1991 and 2001–2012), a medium-sized basin (area = 1096 km²) in the rolling hills of Missouri; and the Redgate Creek (1962–2012), an ephemeral stream with an area of 45 km² located in a semiarid region of Texas. The selected catchments encompass varied climatic and morphological conditions and are characterized by heterogeneous daily flow regimes, ranging from persistent to highly erratic [Botter et al., 2013]. The winter period in the Big Eau Plein River has been neglected, because the seasonal flow regime is affected by snow dynamics. Hence, an overall number of 15 seasonal flood frequency curves is used to illustrate main features and performance of the method.

The characterization of the seasonal flood frequency curve relies on specifying the four parameters \( (a, \lambda, K, \text{and } K) \) of the mechanistic-stochastic model of daily streamflows (Table S1 in the supporting information). The estimation methods for \( a, \lambda, \text{and } K \) only employ daily rainfall and flow data and are detailed in Basso et al. [2015] and in the supporting information. The recession coefficient \( K \), instead, is obtained by calibrating the analytic flood frequency curve on the observed seasonal maxima through maximum likelihood estimate.
Figure 2. (a) Locations of the catchments outlets for the considered case studies. (b) Observed versus modeled seasonal maxima associated to $T_r = 10, 30,$ and $50$ years for each catchment/season. The root-mean-square error (RMSE) of the estimates is reported. (c–f) Select seasonal flood frequency curves for the study catchments. For each case study, the season contributing the highest flow for the longest observed return period is displayed. Figures S1 and S2 show flood frequency curves for all case studies and seasons. Curves obtained from the entire series of observed data through Weibull plotting position are represented with dots, while solid red lines display estimates of the proposed analytical model. Confidence intervals of the model estimates are plotted with dotted red lines.

This is required by the pronounced sensitivity of high flows to antecedent catchment-scale soil moisture conditions (portrayed by the value of $K$) [Sivapalan et al., 2005; Shaw et al., 2013], which is further emphasized by focusing on maxima.

4. Results

Results of model application are displayed in Figure 2. Figure 2b provides an overview of model performance by comparing, for all catchments and seasons, modeled flows with different return periods ($T_r = 10, 30,$ and $50$ years) and the corresponding estimates obtained through Weibull plotting position of observed maxima.
Figure 3. Normalized flood frequency curves (i.e., seasonal maximum divided by the average daily flow, <q>) in four case studies characterized by decreasing persistency index \( \phi \). For the calculation of the persistency index, \( K \) has been estimated as in Basso et al. [2015]. Values of the coefficient of variation of daily flows associated to the four case studies are 1.30 (blue), 2.22 (green), 2.95 (yellow), and 4.13 (red). A decrease of the persistency index associated to the daily flow regime results in lower magnitude of events characterized by short return periods and higher magnitude of rare events in erratic regimes.

The model performs better for short and intermediate return periods, while bias appears for the highest \( T_r \) (see also Figures S1 and S2). The root-mean-square error (RMSE) of the estimates is 0.37, which is comparable with the performance of purely statistical methods (RMSE = 0.34; see Figure S3). Figures 2c–2f compare the analytic flood frequency curves and the corresponding estimates from observations in all study catchments during selected seasons. The plots also show confidence intervals of model predictions (see supporting information). Although the performance varies for different catchments and seasons, estimates of the flood frequency curve obtained through Weibull plotting position of observed maxima (dots) fall in the predicted range of uncertainty. The observed diversity in the extent of the uncertainty across the study catchments may be explained by the dominant state of soil moisture prior to flood events in the analyzed catchments. In fact, higher predictability emerges from high values of the antecedent wetness, while lower soil moisture levels may enhance the uncertainty of the hydrologic response [Zehe and Blöschl, 2004].

The comparison among normalized flood frequency curves of Sand Run and Big Eau Plein River during different seasons (Figure 3) sheds light on the link between the shape of the flood frequency curve and the daily flow regime [see also Guo et al., 2014]. Flow regimes are here classified using the persistency index \( \phi \), which represents the ratio between frequency of flow-producing events and mean recession rate. \( \phi \) is inversely proportional to the variability of streamflows (see Figure 3 and Botter et al. [2013]), and can be expressed as a function of the model parameters as \( \phi = \frac{\lambda}{K \alpha} \) (see supporting information). Figure 3 displays observed and modeled flood frequency curves corresponding to decreasing values of the persistency index, from 1.29 to 0.12. In persistent regimes (blue), the rise of the curve is intense for short return periods and then attenuates, with only a moderate increase of the magnitude of events associated to longer return periods. This produces concave flood frequency curves for a wide range of return periods. On the contrary, for erratic regimes (yellow and red) the flood frequency curve becomes convex for moderate values of \( T_r \), which implies a sharp increase of the seasonal maxima (step change, sensu Rogger et al. [2012]) for long return periods. The increasing erraticity of the flow regime (from blue to red) is associated with a more pronounced change of concavity of the flood frequency curves, with step changes emerging in more erratic regimes. The observed link between the shape of the flood frequency curve and the underlying persistency index provides a formal relation between the behavior of the extremes and a set of climatic features (\( \lambda, \alpha \)) and soil and geomorphic attributes (\( \alpha, K \)) of the catchment [Doulatyari et al., 2015], which are summarized by the value of \( \phi \).

Figure 4 illustrates the reliability of the proposed model with respect to decreased lengths of the available data series. For each season, sliding windows with fixed length of 20, 10, or 5 years are applied to the two longest time series available (for the Sand Run and the Big Eau Plein River) to generate shorter samples. These samples
Figure 4. (a, b) Performance of the proposed analytical model in predicting flood frequency curves with short data series. The longest available time series, which ensure more robust estimates of flood frequency curves from observed data, have been selected for the analysis. Samples of 20, 10, and 5 years drawn from the entire data set through a moving window are used to estimate analytic seasonal flood frequency curves. Model results are then compared with those obtained from the complete data series through Weibull plotting position. Errors are computed for a set of return periods (from 10 to 60 years). The plot shows the fraction of cases displaying an error ($\epsilon$) lower than 25%. The shorter the number of years (seasons) of available data, the lower the fraction of cases displaying $\epsilon < 25\%$. Performances are instead quite constant for increasing return periods. The same behavior is found by setting different thresholds for the acceptable error. (c, d) Comparison between performances of the proposed analytical model and of generalized extreme value (GEV) distributions calibrated through maximum likelihood on the same samples. The ratio between results shown in Figures 4a and 4b and the equivalent metrics computed for GEV distributions is displayed. Performances are comparable for long data series available (e.g., 20 years) and short return periods (e.g., 10 years). The proposed method exhibits better performances for rare events (high return periods), particularly when only short observed data series (e.g., 5 years) are available to constrain the models. In all plots higher plotting levels indicate better performances of the proposed model.
longer than the sample size. These performances stem from the model's capability to exploit experimental information on the full range of discharges experienced by rivers.

The proposed framework may prove particularly useful to estimate the magnitude of events with long recurrence interval (as required, e.g., to evaluate long-term sediment delivery [Kirchner et al., 2001] and erosion rates in bedrock rivers [Lague et al., 2005]), or when only short records are available, for example, due to temporary or newly installed flow gauges. This is the case for the majority of the catchments worldwide [Müller and Thompson, 2015].

5. Conclusions

A novel physically based analytic expression of the seasonal flood frequency curve is presented. The expression is grounded on a mechanistic-stochastic model of daily streamflow dynamics, whose parameters embody hydroclimatic and landscape attributes of the contributing catchment. Only one parameter related to the antecedent wetness state of the catchment needs to be fitted on observed flow maxima. The application of the method in four rivers featuring heterogeneous flow regimes (from persistent to highly erratic) is discussed. The model provides reliable estimates of the flows associated to a set of return periods and captures the diverse shapes of flood frequency curves emerging in erratic and persistent regimes. Thanks to the structure of the proposed method, which uses information on the whole range of flows experienced by rivers, model performances do not deteriorate significantly when flows characterized by return times longer than the available sample size are estimated. The proposed framework is a first step toward the prediction of high flow statistics based on climate and landscape attributes and may be especially worth in data scarce regions of the world.
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