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Abstract A bistatic high-resolution acoustic profiler was used in order to characterize the lowermost
boundary layer of a run of the river reservoir. The profiler allows determining the statistics of the three-
dimensional flow field at a single point (sweet spot) as well as the measurement of the time averaged flow
velocity profiles at 1 mm resolution around the sweet spot. Therefore, in addition to the flow statistics
provided by single point acoustic Doppler profilers, mixing coefficients as well as production of turbulent
kinetic energy can be calculated using a single device. Fitting of semiempirical relations to observed
cospectra allowed eliminating artifacts as they result from coordinate system rotation during calculation of
Reynolds stress profiles at millimeter resolution. While most parameters showed characteristics of a constant
stress layer, length scales indicated anisotropy of the turbulent flow. Under these anisotropic near wall
conditions, we found that the use of the commonly accepted Kolmogorov constants for the determination
of dissipation rates using the inertial dissipation method is not valid any more. Instead, these constants vary
with distance from the sediment water interface. We provide evidence that coefficients determined by
numerical simulations are the appropriate choice also in field applications. In addition we resolved the
viscous boundary layer close to the sediment-water interface in high resolution (1 mm) profiles and identi-
fied a double logarithmic layer above 1.5 cm at one location. The discrepancy of the scales as well as the
double logarithmic layer suggests the existence of roughness elements upstream of the measurement sites.

1. Introduction

Flow in the close vicinity of the sediment-water interface (SWI) is an important abiotic factor shaping
aquatic habitats. It governs the transfer of solutes to and from the sediment [Brand et al., 2008; Bryant et al.,
2010], which in turn feeds back on microbial dynamics and reaction kinetics [Brand et al., 2009; Frindte et al.,
2013]. Resuspension of particles, which can significantly enhance mineralization reactions and nutrient turn-
over in marine [Cloern, 1987; Tengberg et al., 2003] as well as in limnetic systems [Kleeberg et al., 2008], is
also governed by the fluid flow close to the SWI [Brand et al., 2015]. In lakes with a pronounced thermocline,
bottom boundary layer turbulence generated by bottom shear can be the main source of vertical mixing
[Goudsmit et al., 1997] even though this mixing can be highly intermittent [Brand et al., 2008]. In addition,
benthic flow is an important driver for the adaptation and distribution of numerous benthic organisms
[Vogel, 1994].

Until now, the in situ characterization of fluid flow in the zone close to the SWI in natural systems was diffi-
cult to achieve and only a few studies reported flow measurements in the last few centimeters to milli-
meters above the sediment-water interface in oceans using hot wire anemometers [Caldwell and Chriss,
1979; Chriss and Caldwell, 1984a,b] and gas tracer-based sensors in lakes [Brand et al., 2007]. Especially the
last milimeters above the SWI were not accessible for in situ measurements by commercially available sys-
tems. Until recently, acoustic velocimeters designed for field use had measurement volume sizes of only
down to approximately 1 cm and were thus not suitable for measurements in the mm-range above the SWI
[Dombroski and Crimaldi, 2007]. About 5 years ago, Nortek launched the Vectrino profiler which allows the
recording of fluid flow at down to 1 mm resolution and at a frequency of up to 100 Hz. Similar to the single
point acoustic Doppler velocimeters (ADVs), the profiler consists of one central transmitter and four
receivers (for a sketch of the system and the exact dimensions see Figure 1 in Brand et al. [2016]). Until now,
most off-the-shelf acoustic velocity profilers (e.g., the acoustic doppler current profilers ADCP) consist of
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several units which serve simultaneously as transmitters and receivers. These units, which are called mono-
static systems, point in different directions and thus do not provide collocated three dimensional velocity
measurements. This complicates especially the calculation of flow statistics [Stacey et al., 1999]. The advan-
tage of using separate transducers and receivers–so called bistatic systems- is the possibility to sample
closely spaced, collocated volumes [Craig et al., 2011], which allows an increase in spatial resolution. The
fluid velocity is determined from the phase shift between consecutively emitted sound pulses which are
reflected by the particles moving in the water. For details on the velocity calculations based on phase shift
see e.g., Voulgaris and Trowbridge [1998] and Craig et al. [2011] and references therein. In contrast to stan-
dard ADVs which measure at a single point the Vectrino profiler records the backscattered signals at several
consecutive time steps. This finally allows the measurement of a velocity profile [Craig et al., 2011]. By
default, the Vectrino profiler reports velocities along a 3.5 cm long profile ranging from 4 to 7.5 cm below
the emitter. The profiler has already been used in situ to characterize the fluid flow at high resolution in
tidal boundary layers [Pieterse et al., 2015; Wengrove and Foster, 2014]. In a recent study, Brand et al. [2016]
noticed that flow and turbulence statistics are most reliable in a rather narrow range which corresponds the
point of maximum overlap sampled by the different receivers (this so-called sweet spot is located approxi-
mately 5 cm below emitter), while mean velocities are trustworthy over a 2 cm long vertical profile ranging
from 4 to 6 cm below the emitter. Brand et al. [2016] also showed that Reynolds stresses are reliably

Figure 1. (a) Streamwise velocity and (b) Reynolds stresses recorded by the stationary ADV during the recording of consecutive 20 min
time sections. (c) Composite profile recorded by the Vectrino Profiler (red circles) in comparison with the law of the wall fit (black line,
equations (9) and (11)) using a u* of 5.9 3 10–3 ms–1 and a5 11.5. ‘‘1’’ indicates the first recorded time section, ‘‘9’’ the last one.
(d) Signal-to-noise ratios of individual beams and (e) their correlations.
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recorded over the two centimeter long profile as long as no coordinate system rotation is necessary. Still,
most in situ measurements require such a rotation since an instrument tilt is hardly avoidable during
deployment in natural systems. In the present study, we investigate the boundary layer flow of a run-of-
the-river reservoir at several heights in the lowermost 10 cm above the SWI taking advantage of the pro-
filers ability to provide a velocity profile simultaneously with flow statistics. In addition, we present high
resolution measurements of time averaged flow velocities and Reynolds stresses in the lowermost
1.5 cm above the SWI. Based on these measurements we show that spectral fitting is a promising
approach to correct for artifacts in the high resolution Reynolds stress profile induced by coordinate sys-
tem rotation.

2. Unstratified Boundary Layer Flow

The main characteristic of turbulent bottom boundary layer flow is the turbulence production by shear due
to the interaction between the moving fluid and the solid boundary [Schlichting and Gersten, 2000]. The bot-
tom shear is frequently characterized by the shear velocity u�5

ffiffiffiffiffiffiffiffiffiffi
sb=q

p
where sb is the bottom shear stress

and q is the fluid density. As we will show in the manuscript, the observed flow is well described by a uni-
form, two dimensional boundary layer flow with negligible stratification as it is frequently assumed in shal-
low systems like open channels and estuaries. Therefore we will only discuss the equations for this case in
the following section. The theoretical curves of these various quantities for this boundary layer are shown
by the solid lines in Figures 1 and 2. The turbulent Reynolds shear stress 2hu0w0i is given by [e.g., Cardoso
et al., 1989; Stacey and Ralston, 2005]

2hu0w0i5u2� 12
z
h

� �
; (1)

where z is the elevation above the SWI and h is the water depth. u0 and w0 denote the streamwise and verti-
cal velocity fluctuations and hi the temporal arithmetic mean. In deep waters like lakes the term z/h
becomes negligible and the region close to the SWI can be described as a constant shear layer where 2hu0
w0i5u2� [Wuest and Lorke, 2003]. In the constant stress region, Prandtl’s mixing length hypothesis is
expected to hold, which states that the mixing length of the turbulent eddies scales with the distance from
the bed [e.g., Wuest and Lorke, 2003].

lBBL5jz; (2)

where j is the von K�arm�an constant which is typically around 0.41. In the turbulent region of the constant
stress layer, the vertical gradient of streamwise velocity can be calculated as

@hui
@z

5
u�
jz

: (3)

For the well developed bottom boundary layer it is assumed that the production of turbulent kinetic energy

P52hu0w0i @hui
@z

(4)

balances the dissipation e of kinetic energy and thus both quantities can be calculated by

e5P5
u3�
jz

(5)

Since the Reynolds stress describes the vertical transfer of horizontal momentum in the constant stress
layer

2hu0w0i5u2�5Kz
@hui
@z

(6)

the eddy diffuisivity Kz results from combining equations (3) and (6):

Kz5u�jz (7)

Following Dillon [1982], the mixing length scale can be calculated by
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lm5
2hu0w0i
dhui=dzð Þ2

 !0:5

(8)

which is expected to be close to lBBL in the bottom boundary layer. Integration of equation (3) also results in
the logarithmic streamwise flow velocity profile. Close to the SWI the turbulent fluctuations are dampened
by viscous forces and under hydraulically smooth flow conditions the logartihmic layer merges into the vis-
cous sublayer. Under these conditions the logaritmic flow profile is described by [e.g., Chriss and Caldwell,
1984a]

huðzÞi5 u�
j
ln

z
d

� �
1
u�2

m
d (9)

for z> d. d is the thickess of viscous sublayer and m the kinematic viscosity. d is given by

d5a
m
u�

; (10)

where a is an empirical constant, which is typically assumed to be around 11, but may vary significantly
especially in environmental systems [Chriss and Caldwell, 1984a]. The velocity profile in the viscous sublayer
is linear:

Figure 2. Measured turbulence parameters (circles) in comparison with the predictions of the bottom boundary layer theory (lines). Error bars were calculated using equations (A2) and
(A3). (a) Vertical gradient of streamwise velocity, (b) Reynolds stress, (c) eddy viscosity, (d) production of turbulent kinetic energy. (e) standard deviations of streamwise and vertical
velocities, (f) vertical mixing length scale.
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huðzÞi5 u�2

m
z: (11)

The turbulence cospectrum of the atmospheric as well as the oceanic boundary layer can be described by
a semi-empirical function of wavenumber k, where k52p=k and k is the turbulent length scale
[Kaimal et al., 1972; Soulsby, 1980]. The cospectrum for Reynolds stress can be described by [e.g., Gerbi et al.,
2009]

Cou0w0 kð Þ
hu0w0i 5A

1=k0

11 k=k0ð Þ
7
3

(12)

where k0 is the roll-off wavenumber and A is a normalization constant to ensure that the integral of equa-
tion (12) is 1:

A5
7
3p

sin
3p
7

� �
(13)

The spectrum described by equation (12) is approximately constant at wavenumbers smaller than k0 and
rolls off with k27/3 at wavenumbers larger than k0. k0 is also the maximum of the variance preserving
cospectrum [see Kirincich et al., 2010, Figure 4] which is defined as

k
Cou0w0 kð Þ
hu0w0i 5Ak

1=k0

11 k=k0ð Þ
7
3

: (14)

The roll-off wavenumber is related to the length scale k0 of the dominant flux-carrying eddies by k052p=k0.
Based on studies in the atmosphere this length scale was related to the distance from the bottom z as k0=z58:3
[Gerbi et al., 2009;Wyngaard and Cote, 1972] for unstratified flows. Therefore, k0 can be estimated by

k05
2p
8:3z

: (15)

The wavenumber k is calculated by applying the frozen-field hypothesis [Taylor, 1938] as k52pf=U where f
is the frequency and U the drift velocity, which is generally taken as the time-averaged free stream velocity
[Gerbi et al., 2009].

The viscous dissipation rate e can be determined from fitting the power spectral densities of the velocities.
Under unstratified, isotropic turbulent conditions the inertial subrange of the power spectral density of the
streamwise component (Puu) is given by

PuuðkÞ5aue
2
3k2

5
3

PwwðkÞ5awe
2
3k2

5
3

(16)

Under isotropic conditions au is 18/553 1.56 and aw5 4/3au [e.g., Monin and Yaglom, 1975].

Vertical profiles of standard deviations of streamwise and vertical velocities ru and rw for turbulent open
channel flow were determined empirically to [Nezu and Rodi, 1986]:

ru
u�

5
hu02i1=2

u�
5Duexp 2ku

z
h

� �
(17)

rw
u�

5
hw 02i1=2

u�
5Dwexp 2kw

z
h

� �
(18)

where Du, Dw, ku and kw are empirical constants with values of 2.26, 1.23, 0.88 and 0.67 respectively. The
equations are valid in the region of z15zu�=m > 50 and z/h< 0.6.

3. Methods

3.1. Field Setup
Velocity profiles at 1 mm vertical resolution were recorded using a bistatic acoustic Doppler profiler (Nortek
Vectrino profiler, Norway). For the dimensions and the capabilities of this instrument see Brand et al. [2016].
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The profiler was mounted on a lander equipped with a step motor (KC Denmark). This allowed the position-
ing of the profiler at different elevations above the SWI. In addition, an acoustic Doppler velocimeter (ADV,
Nortek Vector, Norway) was installed at 10 cm distance above the SWI. The SWI was determined using the
internal bottom detection of the Vectrino probe which has an accuracy of 0.5 mm [Koca et al., 2017]. Both
instruments recorded data simultaneously at a sampling frequency of 32 Hz and time series of 20 minutes
were recorded at each position of the Vectrino profiler. Care was taken to deploy the lander in such a way
that the u-component of the flow velocimeters was aligned as well as possible with the streamwise current
direction in order to ensure that the flow field was not disturbed by the lander. In order to align the veloci-
ties provided by the Vectrino profiler with the streamwise flow we performed a coordinate system rotation
(see section 3.2 for details). For all deployments the rotation angles of the horizontal plane revealed a mis-
alignment between the Vectrino beam system and the streamwise flow below 168. Hence the flow was not
disturbed by the frame of the lander.

Two field campaigns were conducted in Lake Wohlen, a run of the river hydropower reservoir known for its
high methane emissions [DelSontro et al., 2010]. The substrate of the sediment consists mainly of fine silt
and clay with an organic matter content of about 2% [DelSontro et al., 2010]. Measurements were per-
formed at locations with water depths h between 4 and 6 m in the shallower part of the lake in approxi-
mately 50 m distance from the shoreline. The first campaign was conducted on the 11 June 2014, which
was focusing on measurements with the profiler in the last centimeters above the SWI at two different loca-
tions with different flow velocities. At the first location with a water depth of 4 m, the flow velocity at 10 cm
elevation above the SWI was 18.3 cm s–1, while at the second location with a water depth of 6 m but identi-
cal elevation, the flow velocity was 31.1 cm s–1. The second campaign was conducted on the 20 October
2015. During the second campaign, 9 high resolution profiles at various elevations between 1.0 and 8.5 cm
above the SWI were recorded at one location over the duration of 4 h (Figure 1). The average flow velocity
at this location was 12 cm s–1 at 10 cm elevation and the water level was 4.7 m.

3.2. Data Processing
Since a tilt and a slight misalignment during deployment is unavoidable, each 20 min section of the flow
velocity data was rotated to ensure hvi5hwi50 and hui corresponds to the streamwise velocity [Lee et al.,
2004]. The streamwise velocity profiles very close to the SWI were fitted to the composite profile described
by equations (9) and (11) following Brand et al. [2016]. For the data obtained during the second campaign,
flow statistics and spectra were always calculated at the sweet spot, which corresponds to the intersection
of the transmitted and received beams of the profiler and provides velocities with the lowest noise levels
[Brand et al., 2016]. Vertical gradients of streamwise velocity were determined by linear regression of the
time-averaged streamwise velocities determined by the profiler in 65 mm distance from the sweet spot as
a function of elevation.

Power spectral densities and cospectra were calculated using Welch’s method [Welch, 1967] as imple-
mented in Matlab. The spectra were averaged from 9 individual spectra calculated from data sections
with a window size of 8192 data points with an overlap of 50% resulting in a frequency range between 0
and 16 Hz with a frequency step size of Df51.95 3 10–3Hz. Wave numbers were calculated from frequen-
cies as k5huif where hui was measured by the ADV. For spectral fitting, the observed variance preserving
and integrated cospectra were subdivided into 70 frequency bins over the wavenumber range. All values
in these bins were averaged in order to ensure equidistant data points when the spectra were plotted
against log(k) (for more details, see Brand et al. [2008] and Kaimal and Gaynor [1983]). The effect of this
procedure is illustrated in Figures 3a and 3b for the power spectral densities. The gray line shows the raw
spectra with a constant frequency––and consequently––wavenumber step size, while the black circles
show the binned data with constant step sizes in log(k). In the following we will refer to these averaged
spectra as binned spectra.

In order to determine e, we analyzed equations (16) and (17) following the method described by Bryant
et al. [2010] which makes use of the fact that the inertial subrange can be identified as a horizontal line
when Puu and Pww are multiplied by k5=3 and plotted against k (Figures 3c and 3d). The inertial subrange
can be identified as the horizontal section in the resulting spectrum (thin lines in Figures 3c and 3d). The
average values of this horizontal part (Pinertuu k5=3 and Pinertww k5=3), which are indicated by the solid black line in
Figures 3c and 3d respectively, are used to calculate the dissipation rates as
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eu5
Pinertuu k5=3

au

� �3=2

and ew5
Pinertww k5=3

aw

� �3=2

(19)

where eu and ew denote the dissipation rates estimated from the streamwise velocity spectra and the verti-
cal velocity spectra respectively. k0 and hu0w0i were determined by simultaneous least squares fitting of the
integral of equation (12) and the variance preserving spectrum (equation (14)) to the binned measured
spectra following Gerbi et al. [2009]. In order to avoid an erroneous estimation of hu0w0i due to the contami-
nation of the spectra by high frequency noise (for more details on noise contamination in the Vectrino pro-
filer, see Brand et al. [2016]) only the 50 bins with the lowest wave numbers were considered for the fit.
Uncertainties and errors of the flow parameters were calculated as described in Appendix A.

Integral length scales are defined as the spatial integral of the auto- and, accordingly, the cross-correlation
function of velocity components [Stacey et al., 1999; Tennekes and Lumley, 1972]. Applying Taylor’s hypothe-
sis of frozen turbulence these scales can be defined as [Stacey et al., 1999]:

kuw5U
ð1
0

RuwðsÞds

ku5U
ð1
0

RuuðsÞds

kw5U
ð1
0

RwwðsÞds

(20)

where s is the lag time and Ruiuj ðsÞ is the cross- or autocorrelation function

Figure 3. Power spectral densities recorded at 8.4 cm elevation of (a) streamwise and (b) vertical velocity. (c, d) Corresponding spectra
multiplied by k5/3 in order to identify the inertial subrange as the horizontal part of the spectrum. The solid black line shows the fit to the
inertial subrange, the light gray line the raw data of the spectra and the circles the bin-averaged spectra according to equation (19). Thin
vertical lines in c) and d) indicate the inertial subrange. Wavenumbers are reported in the unit radians per meter (m–1).
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Ruiuj sð Þ5 hui 0ðtÞuj 0ðt1sÞi
hui 0ðtÞuj 0ðtÞi

: (21)

ui and uj stand for the different velocity components as they are used in equation (20). For the calculations
of the function for each time series recorded, autocorrelation functions were calculated every 612 data
points using windows with a length of 5120 data points. The resulting 30 functions were subsequently aver-
aged. Since smaller window sizes resulted in smaller length scales, window sizes were increased until the all
length scales were constant. Increasing the 5120 data point window size by 20% resulted in an average
change of the length scales by 2.5% which is negligibly small.

4. Boundary Layer Characterization by Stepwise Profiling

4.1. Mean Velocity Profile
In order to characterize the lowermost 9 cm above the SWI, we recorded 9 velocity profiles at different
elevations during the second field campaign (Figure 1). We only considered profile sections with a time-
averaged signal to noise ratio above 20 (Figure 1d) in order to ensure reliable velocity measurements
[Brand et al., 2016]. The time averaged correlation between acoustic pings was above 95% for these data
(Figure 1e). During this field campaign, the streamwise velocity <u> measured by the ADV at 10 cm ele-
vation varied between 11.5 and 12.7 cm s–1 with an average value of 12.1 cm s–1 (Figure 1a). The Reyn-
olds stresses at this spot ranged between 2.8 3 10–5 m2 s–2 and 5.2 3 10–5 m2 s–2 with an average of 3.8
3 10–5 m2 s–2, which corresponds to u*5 0.62 cm s–1 (Figure 1b). The temporal variability of the flow is
also reflected in the velocity profile, which was combined from the time sections sequentially recorded
by the Vectrino profiler (Figure 1c). The least squares fit of the observed profile resulted in u*5 0.59 cm
s–1, which is in good agreement with the averaged u*, and a511:5 describes the observed profile well (Fig-
ure 1c).

4.2. Mixing Coefficients, Energy Production and Velocity Fluctuations
The ability of the profiler to provide reliable turbulence statistics at the sweet spot together with a profile of
average flow velocities allows us to characterize the boundary layer flow with respect to mixing and energy
budget (Figure 2). All parameters shown are compared with their theoretically expected values for a con-
stant shear layer (equations (1–8), (17), and (18)). The recorded boundary layer generally shows the typical
properties of a constant stress layer. The observed Reynolds stresses range between 2.8 3 10–5 m2 s–2 and
4.9 3 10–5 m2 s–2 (Figure 2b) and thus show a similar variability as the stresses recorded at a fixed position
by the ADV (Figure 1b). This suggests that the variations are not caused by spatial variability but due to a
slight temporal variability. dhui=dz, Kz, P and rw agree in the range of their uncertainty well with the theo-
retically expected values (Figure 2), while ru is on average 0.4 times larger than the values suggested by
Nezu and Rodi [1986] for developed open channel flow (equations (17) and (18)). The ratio rw /ru is com-
monly assumed to be constant with a value of 0.55 [Nezu and Nakagawa, 1993] for turbulent channel flow,
while we obtained a value of 0.44. Similar to our findings, Nikora and Goring [2000] observed values below
0.55 for z/h <0.1. Close to the SWI (z/h <0.01), values as low as 0.3 were observed in their study. Still, these
very low values were attributed to weakly mobile beds, while values over fixed beds were around 0.4. Our
measurements were conducted at shear velocities of up to 0.65 cm s–1, which is 5–10 times lower than the
ones reported by Nikora and Goring [2000]. Still, typical critical shear velocities of cohesive muddy sedi-
ments range between 0.5 and 1 cm s–1 [Brand et al., 2015; Sanford and Halka, 1993] and are therefore close
to the shear velocity observed in our study. On the other hand, we did not observe the expected reduction
in the von K�arm�an constant due to bed motion reported by Nikora and Goring [2000] which suggests that
there is no occurrence of a moving bed in our study. While we can most likely rule out bed motion, our
measurements for z/h<0.025 were consistent with the observations of Nikora and Goring [2000] for immo-
bile beds and result in similar rw /ru values. Direct numerical simulations performed by Kim et al. [1987]
resulted in a rw /ru ratio of 0.76 at z15zu�=m598 which is higher than the experimentally determined val-
ues mentioned before. In addition, they showed an increase of ru by 25% from z1598 to z1550, while
rw increases by 7%. Still, we do not observe this change (Figure 2e).

4.3. Length Scales
The mixing length lm calculated by equation (8) is also in good agreement with the theoretical value lBBL,
while there is a slight, but systematic deviation which is still in the range of uncertainty (Figure 2f). A
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similarly systematic deviation by an average factor of 1.9 from the theory is observed when the dominant
eddy length scale k0 obtained from spectral fitting is compared to the value reported by Wyngaard and
Cote [1972] (Figure 4a). These deviations in combination with the overestimation of ru suggest that motions
of scales larger than the ones determined by the bottom distance contribute to turbulent momentum trans-
fer. In order to investigate the reasons for these deviations more closely, we analyzed the integral length
scales (equations (20) and (21)). While there is a similar good agreement between lBBL, lm and kw (Figure 4b),
ku is on average 22 times larger than kw, while kuw is about 5 times larger than kw and thus more similar to
kw than ku (Figure 4c). These findings suggest anisotropy between streamwise and vertical length scales
while the scale of vertical momentum transfer is confined by the other two scales. Such observations are
usually explained by density stratification. However, profile recordings of temperature and conductivity dur-
ing the measurements showed that there is no stratification by dissolved compounds and temperature in
the last meter above the bottom. In addition, similar observations as ours have been reported for unstrati-
fied flow before. Stacey et al. [1999] reported anisotropic turbulence in an unstratified tidal flow in a 100 m
wide channel. They also found that lm was in good agreement with the theoretical predictions, while kuw
were larger than kw and estimated that streamwise scales were 5–6 times larger than vertical ones which is
similar to our observations.

4.4. Estimates of Energy Dissipation
If we calculate the dissipation estimates eu and ew using equation (19) and the constants for isotropic flow
(in the following, we will refer to the use of these coefficients as the IDM method) the results differ on aver-
age by a factor of 1.6, while the discrepancy decreases with distance from the SWI (Figures 5a and 5b). This
discrepancy is most likely due to the fact that the calculation of e based on the IDM assumes isotropic turbu-
lence, which might not be the case in our study. Under isotropic conditions aw=au, which can be calculated
from the Vectrino measurements as Pinertww =Pinertuu since e itself is an isotropic quantity, has a constant value of
4/3 throughout the profile. In our case aw=au increases from 0.62 at 1 cm distance from the SWI to 1.13 at
8.5 cm distance from the SWI (Figure 5c). This invalidates the assumptions of the IDM for our measurement.
Jabbari et al. [2015] published a numerical study to evaluate the determination of e using the inertial sub-
range of power spectra. They found that a values are not constant close to the SWI below z1<320. Espe-
cially aw shows a strong decrease below z15150, while a decrease of au was observed only at the very
close distance to the SWI (z1<20).

Figure 4. Comparison of the various length scales. (a) dominant eddy scale k0 determined by spectral fitting with the value given byWyngaard and Cote [1972]; (b) vertical mixing length
scale lm, integral length scale of vertical velocity kw and theoretical prediction by boundary layer theory; (c) integral length scales for Reynolds stress kuw and streamwise velocity ku.
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The profile of aw=au calculated using the Kolmogorov constants determined by Jabbari et al. [2015] are in
excellent agreement with our measurements (Figure 5c). This suggests that the Kolmogorov constants pro-
vided by their modeling study are more appropriate for our near SWI study (in the following we will refer to
the use of the constants to estimate e determined by Jabbari et al. [2015] as the AJM). While there is no
large difference between eu calculated using IDM and AJM, estimates based on the vertical velocities
ew differ increasingly with decreasing distance from the SWI. When the AJM is used, eu and ew are in excel-
lent agreement at z1>80, while values differ at the lowermost measurement but they are still in the range
of their uncertainty. One possible reason why we see a decrease in eu, which becomes smaller than P at the
lowermost data point might be the fact that we reached the zone of net production of turbulent kinetic
energy. Direct numerical simulations of boundary layer flow performed by Kim et al. [1987] show that
P exceeds e in the vicinity of the SWI [Pope, 2000]. They observed this discrepancy at z1 < 50 with a

Figure 5. Analysis of the inertial dissipation method based on the Kolmogorov constants for anisotropic flow (IDM) in comparison with the
numerical simulation study of Jabbari et al. [2015] (AJM). (a) Dissipation calculated using vertical velocity spectra and the constants of IDM
and AJM. (b) Dissipation calculated using streamwise velocity spectra and the constants of IDM and AJM. (c) Ratio between vertical and
along-stream Kolmogorov constants determined in our study in comparison with the values of Jabbari et al. [2015]. The vertical solid line
denotes the value of 4/3 as generally used in the IDM. (d) Dissipation calculated based on AJM in comparison with production of turbulent
kinetic energy. Solid lines in Figures 5a, 5b, and 5d denote the theoretical value based on bottom boundary layer theory.
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maximum of P51.8e at z1511.8, while we observed the discrepancy at z1550, which corresponds to the
commonly given elevation of the transition zone [Nezu and Nakagawa, 1993]. While the decrease of eu sug-
gests this change, ew still increases. Though, estimates of eu are supposedly more robust in such a close
vicinity to the SWI, since au used in the AJM is relatively constant at z1>40, while aw changes significantly
in this zone [see Table 1 in Jabbari et al., 2015].

4.5. Cospectra of Vertical and Streamwise Velocities
Figure 6 and Table 1 show that the observed spectra of Reynolds stresses are described reasonably well by
equations (12–14). Especially the R values close to 1 and the skill scores above 0.97 for the reproduction of
the integrated spectra (Figures 6b and 6d; Table 1) indicate the high quality of the fits. The model perfor-
mance parameters of the variance preserving spectra are lower with R2 >0.75 and SS>0.41 (Figures 6a and
6c; Table 1). This may be mainly explained by the fact that the measured variance preserving spectra con-
tain a higher scatter than the integrated spectra. While the energy preserving spectra are in good agree-
ment for k=k0 > 2, the observed spectra are slightly below the theoretically expected spectrum at
0:2 < k=k0 < 2. The scaled spectra are similar for the profiler and the ADV measurements (Figures 6a and
6c) confirming the validity of the profiler measurements. The negative values observed in the cospectra cal-
culated from the ADV data above k=k0510 (Figure 6c) are most likely an artifact due to the introduction of

Table 1. Model Performance Parameters for Spectral Fitting of the Integrated Equation (12) and Equation (14)a

Measurement Spectra R2 RMSEFit RMSEAvg SS

Vectrino variance preserving 0.74 8.6 3 10–2 1.13 10–1 0.41
integrated 0.99 5.6 3 10–2 3.13 10–1 0.97

ADV variance preserving 0.76 8.9 3 10–2 1.33 10–1 0.53
integrated 0.99 5.1 3 10–2 2.93 10–1 0.97

Vectrino (SWI) variance preserving 0.77 8.1 3 10–2 1.23 10–1 0.59
integrated 0.99 3.6 3 10–2 3.53 10–1 0.99

a‘‘Vectrino’’ denotes the stepwise profiling measurement, while ‘‘Vectrino (SWI)’’ corresponds to the high resolution measurements
close to the SWI. ‘‘ADV’’ measurements were conducted during the stepwise profiling measurements.

Figure 6. Normalized variance preserving (a, c) and integrated cospectra (b, d) of all time sections recorded shown in Figures 1 and 2. Red
circles denote the median, and crosses the 25th and 75th percentile. Red lines show the theoretical spectra. (a, b) Spectra obtained from
Vectrino data measured at the sweet spot at different elevations shown in Figures 2c and 2d: Spectra obtained from corresponding time
sections recorded by the ADV recorded in 10 cm elevation (see Figure 1).
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correlated Doppler noise by coordinate system rotation. Brand et al. [2016] observed that noise in the Vec-
trino profiler mainly occurs in the high frequency range. While noise levels in 2hu0w0i before coordinate
system rotation are fairly low, noise in the variances of horizontal velocities hu02i and hv02i are much higher.
A coordinate system rotation is necessary for most field measurements and causes a transfer of the noise of
the horizontal variances into 2hu0w0i. Depending on the direction of the rotation this noise may lead to an
over- or underestimation of 2hu0w0i as it is in our case (Figure 6d). As Brand et al. [2016] have shown and
we will illustrate in the next section, this effect becomes increasingly important with distance of the mea-
surement cell from the sweet spot (Figures 7d and 8c). It is interesting to note that this effect is much less
pronounced for the Vectrino profiler when data are determined at the sweet spot in a cell with a bin size of
1 mm (Figures 6a and 6b) compared to the ADV measurements which were conducted at a cell size of
14.9 mm (Figures 6c and 6d) suggesting that the noise contamination increases with increasing sampling
volume size.

5. Measurements Next to the SWI

The measurements in the very close vicinity of the SWI were conducted at two different locations with dif-
ferent flow velocities. At the location shown in Figure 7a, hui measured by the ADV in 10 cm elevation was
31.1 cm s–1, and 18.3 cm s–1 at the locations shown in Figure 7b. The flow profiles recorded at both sites

Figure 7. High-resolution profiles measured at the sediment-water interface. (a, b) Time averaged streamwise flow velocities observed
during the first field campaign in comparison with the profiles obtained using equations (9) and (11). (c) Semi-logarithmic plot of the
dimensionless streamwise velocity as a function of the dimensionless distance from the sediment for the profiles shown in Figures 7a and
7b in comparison with the theoretical profile (equations (9) and (11)). (d) Square-root of the Reynolds-stress corresponding to the
measurement shown in subplot a. ‘‘cov’’ indicates that 2hu0w0i was calculated as the covariance, ‘‘SF’’ denotes that 2hu0w0i was calculated
using spectral fitting. The black arrows indicate bins 3 and 11 whose spectral analysis is shown in Figure 8, the right arrow indicates an
outlier most probably due to bottom interference.
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show a pronounced viscous boundary layer with an adjacent logarithmic flow profile. Up to z5 1.5 cm both
profiles can be well described by equations (9) and (11) using u* values of 1.03 and 0.53 cm s–1 for the fast
and slow flow respectively and an a value of 20 for both profiles. Both profiles collapse to a single one
when nondimensionalized (Figure 7c). Even though the value of a is different from the frequently used
value of 11.5, it is still well in the range reported by Chriss and Caldwell [1984a]. Both u* values are slightly
lower than those measured at 10 cm elevation by the ADV (1.35 and 0.9 cm s–1 for high and low flow
respectively). The u* determined for the fast flow by the ADV (1.35 cm s–1) is almost identical with the value
determined by the Vectrino profiler at z5 1.7 cm (1.30 cm s–1). The streamwise flow profile at the low veloc-
ity site shows higher values than the theoretical predictions (Figures 7b and 7c). A possible explanation for
this can be the existence of a double logarithmic layer as it has been described for larger scales e.g., by Per-
lin et al. [2005] and Sanford and Lien [1999]. This explanation is also supported by the difference in shear
stress of 44% between the fitted value and the value determined in 10 cm elevation. Double logarithmic
layers typically occur when the roughness elevations change e.g., by the existence of surface roughness ele-
ments upstream from the location of profile recording. As we will discuss in the next section, it is very likely
that such a phenomenon occurred during our measurements.

When profiles of Reynolds stress are recorded over several bins with the Vectrino profiler at the fast velocity
site, the signal can be contaminated with noise when the coordinate system is rotated (see Brand et al.
[2016] and section 4.5 for more details). This especially applies to the bins in far distance of the sweet spot.
The spectral fit method we applied in this manuscript following Gerbi et al. [2009] is a promising tool to
solve this problem. Figures 8a and 8b show the cospectra (variance preserving and integrated) observed at
bin 11, i.e., at the sweet spot (lower arrow in Figure 7d), which show negligible noise contamination, while
the cospectra in bin 3 show noise contamination at wavenumbers above 100 m–1 (Figures 8c and 8d). A
simultaneous spectral fit to the data which do not include the contaminated wavenumbers allows to com-
pensate the underestimation of the Reynolds stresses (Figure 7d, 8c, and 8d) and might be the more prom-
ising approach than lowpass filtering, which can lead to an additional underestimation of the Reynolds
stress [Brand et al., 2016].

Figure 8. Cospectra for the Reynolds stresses shown in Figure (7)d. (a) Integrated cospectrum and (b) variance preserving cospectrum for
bin 11 (sweet spot). (c) Integrated cospectrum and (d) variance preserving cospectrum for bin 3. The solid red line denotes the fit of the
spectra. Black lines and crosses denote all data of the spectra, while only the data indicated by red circles were used for fitting.
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6. Potential Drivers of the Observed Near Bed Structure of the Bottom Boundary
Layer

In our investigation we focused on the local boundary layer structure in the last 10 cm above the SWI. Right
above the SWI we observed a viscous sublayer suggesting that the flow was hydraulically smooth or weakly
transitional. In order to confirm the flow regime close to the SWI we calculated the roughness Reynolds
number Re �5u�ks=m. Shear velocities measured during our campaigns ranged from 0.53 cm s–1 to 1.03 cm
s–1. Even though we have no direct information on the bed roughness, we can estimate the equivalent bed
roughness as ks53D90 following the average value determined by VanRijn [1982] for a plane bed. Since the
sediments in Lake Wohlen mainly consist of clay and silt [DelSontro et al., 2010], we used a D90 grain size of
62.5 lm, which corresponds to the upper limit of the grain size of silt and is therefore a conservative esti-
mate. This results in a range of Re � between 0.76 and 1.4, which is well below the critical threshold of 5 for
the transition between hydraulically smooth and transitional flow [e.g., VanRijn, 1982]. Thus, the estimated
roughness Reynolds number as well as the observed viscous sublayer indicate hydraulically smooth flow in
the lowermost millimeters above the SWI. However, we observed deviations from the theoretically expected
profile (equations (9) and (11)) at one of the locations during the first field campaign above 1 cm elevation
(Figure 7b). In addition, the integral length scales and ru observed during the second field campaign also
indicate anisotropic flow.

A possible reason for the occurrence of a double logarithmic layer and anisotropic flow might be the exis-
tence of single roughness elements like branches and stones upstream of the measurement sites. The exis-
tence of these elements is quite likely since the measurements were conducted relatively close to the
shoreline where branches and reed might have fallen in the channel. While we did not have the means to
observe such elements directly, discrepancies between P and e can be indicative of such transitions [Walter
et al., 2011]. Indeed, ew as well as eu exceed P by average factors of 2.4 and 2.3 respectively (Figure 2d). Still,
these differences are small compared to values reported by Walter et al. [2011] for a tidal system, which
showed discrepancies of up to an order of magnitude downstream of eelgrass patches.

Our measurements suggest that different drivers influence the flow regime depending on the distance
from the bottom. While hydraulically smooth flow indicated by the existence of a viscous boundary layer
determines the flow regime at the very close vicinity of the SWI, sporadic roughness elements like branches,
rocks and macrophytes located upstream from the measurement site might have influenced the fluid flow
further above the SWI. With increasing distance from the SWI, the footprint of the region upstream of the
measurement site which influences the measured signal increases [Berg et al., 2007]. Therefore, the flow
observed at various distances from the bottom may reflect the different influences the observed water par-
cels encountered.

While this study is a first step toward the characterization of boundary layer flow close to the SWI in natural
systems, further studies are necessary to investigate the exact mechanisms which govern the flow of these
layers. The Vectrino Profiler prove to be a useful tool to measure fluid flow parameters at high spatial resolu-
tion close to the SWI in the field and future studies should combine such profiler measurements with a thor-
ough characterization of the bed properties upstream from and at the location of the flow profile recording
e.g., by side scanning sonar or laser based topography measurements [Roy et al., 2005].

7. Conclusions

In conclusion, the Vectrino profiler allowed the characterization of the lowermost region at the SWI in more
detail than classical ADVs due to its ability to resolve turbulent quantities in combination with velocity pro-
files in the sub-cm scale. We were able to calculate mixing coefficients and production rates of TKE based
on the data provided by one device at high spatial resolution. In general, the profiles were in reasonable
agreement with the theoretically predicted values, while integrative length scales of streamwise velocity
and vertical momentum transfer indicated anisotropy of the flow. This anisotropy is partly caused by the
close vicinity of the SWI, while large-scale roughness elements upstream of the measurement site might
have added to this effect as well. We found that the use of the inertial dissipation method using the gener-
ally accepted Kolmogorov constants for the determination of e under these conditions is not valid any
more. Our study provides evidence that the constants determined by numerical modeling [Jabbari et al.,
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2015] are more appropriate in the close vicinity of the SWI in natural systems. In addition, we were able to
observe the viscous boundary layer and to find indications of a double logarithmic layer in the very close
vicinity of the SWI- an achievement which would not have been possible with standard ADVs with a spatial
resolution of about 1.5 cm.

Appendix A: Uncertainty Estimation

The uncertainty of the vertical gradient of the streamwise velocity was calculated using the mean square
error

MSEFit5
1
N

XN
n51

yn2f xnð Þð Þ2; (A1)

where yn is the measured value, N the total number of values and f xnð Þ is the value calculated by the func-
tion evaluated for the independent variable xn. In the case of the velocity gradient yn corresponds to the
streamwise velocity, xn to the elevation z and f xnð Þ to the function determined by linear regression. For lin-
ear regression, the uncertainty of the slope is then calculated by
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where x is the average of the independent variable [see e.g., Hartung, 1989]. In the present manuscript we
calculate the uncertainty of the streamwise velocity gradient using this equation.

The uncertainties of each quantitiy calculated based on the vertical gradient of the streamwise velocity (P,
see equation (4), Kz, see equation (6) and lm, see equation (8)) were calculated based on the Gaussian law of
error propagation [Hartung, 1989]
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where Q is the quantity under consideration and S the parameters used for the calculation of Q. In the case
of most parameters we consider only one S which is the vertical gradient of the streamwise velocity for the
uncertainty analysis. The uncertainty of 2hu0w0i and its derived quantities is mainly due to temporal varia-
tion during the campaign (Figures 1a and 1b). Since this uncertainty is explicitly considered in our analyses
and figures, we are not performing an additional formal error analysis for 2hu0w0i, u� , and the standard
deviations of streamwise and vertical velocity fluctuations ru and rw .

The error of the dissipation rates eu and ew were calculated based on the standard deviation of the quanti-
ties Pinertuu k5=3 and Pinertww k5=3 determined from the power spectral densities multiplied by k5=3 using equation
(19). The standard deviations were calculated from the squared differences between the spectrum in the
inertial subrange (gray line in Figures 3c and 3d) and the average value (solid black line in Figures 3c and
3d). The uncertainty in euu and eww was then calculated applying the Gaussian error propagation law (equa-
tion (A3)) to equation (19).

The quality of the spectral fits used to determine 2hu0w0i and k0 was investigated by several model perfor-
mance parameters. The root mean square error of the model fit was calculated as RMSEFit5MSE1=2Fit . The skill
score [Murphy and Epstein, 1989] was calculated as

SS512
MSEFit
MSEAvg

(A4)

where MSEAVG5 1
N

PN
n51

yn2yð Þ2 is the mean square error when the average value is used as the predictive

function. A SS value larger than 0 indicates that the fitted model is a better predictor than a simple average.

In addition we also calculated the Pearson correlation coefficient R25cov y; f xð Þð Þ= ryrf xð Þ
� �

where ry and
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rf(x) are the standard deviations of the measured and predicted variable respectively as well as the

RMSEAvg5MSE1=2Avg .
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