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2 

Abstract 23 

Metabolic interactions between populations can influence patterns of spatial 24 

organization and diversity within microbial communities. Cross-feeding is one type of 25 

metabolic interaction that is pervasive within microbial communities, where one 26 

genotype consumes a resource into a metabolite while another genotype then 27 

consumes the metabolite. A typical feature of cross-feeding is that the metabolite 28 

may impose toxicity if it accumulates to sufficient concentrations. However, little is 29 

known about the effect of metabolite toxicity on spatial organization and local 30 

diversity within microbial communities. We addressed this knowledge gap by 31 

experimentally varying the toxicity of a single cross-fed metabolite and measuring the 32 

consequences on a synthetic microbial cross-feeding community. Our results 33 

demonstrate that metabolite toxicity slows demixing and thus slows local diversity 34 

loss of the metabolite-producing population. Using mathematical modeling, we show 35 

that this is because toxicity slows growth, which enables more cells to emigrate from 36 

the founding region and contribute towards population expansion. Our results show 37 

that metabolite toxicity is an important factor affecting local diversity within 38 

microbial communities and that spatial organization can be affected by non-intuitive 39 

mechanisms.  40 
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Introduction 41 

The spatial organization of different microbial populations within communities not 42 

only affects the survival and functionality of populations, but also the diversity of 43 

microbial communities (Kim et al., 2008). An important factor that determines spatial 44 

organization is metabolic interactions between different microbial populations 45 

(Davey and O’Toole, 2000; Battin et al., 2007). For example, in a process called 46 

sequential cross-feeding (hereafter referred to as cross-feeding), one genotype 47 

consumes a resource into a metabolite while another genotype then consumes the 48 

metabolite (Schink, 2002; Pfeiffer and Bonhoeffer, 2004; Bull and Harcombe, 2009). 49 

Cross-feeding of metabolites is pervasive in nature and is a key component of 50 

important global biogeochemical processes. It affects carbon cycling (e.g. interspecies 51 

hydrogen transfer) (Schink, 1997; McInerney et al., 2009), nitrogen-cycling 52 

(Martienssen and Schöps, 1999) and pollutant degradation (de Souza et al., 1998) 53 

(see also Morris et al. (2013) for a recent review).  54 

 55 

Cross-feeding is thought to be an important driver of microbial diversity in nature 56 

because it permits several populations to co-exist by niche specialization, where each 57 

population specializes at consuming only part of the primary resource (Rainey et al., 58 

2000). These cross-feeding populations can exhibit a range of interaction types. For 59 

example, if the consumption of the metabolite by the metabolite-consuming 60 

population provides a benefit to the metabolite-producing population, the cross-61 

feeding interaction is mutualistic (i.e., each population benefits from the presence of 62 

the other). Such an interaction is sometimes referred to as reciprocal or cooperative 63 

cross-feeding (West et al., 2007; Estrela and Gudelj, 2010; Estrela et al., 2012). Such a 64 
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mutualistic interaction may emerge if the cross-fed metabolite is toxic, where the 65 

metabolite-consuming population promotes the growth of the metabolite-producing 66 

population by consuming the toxic metabolite and preventing or reducing its 67 

negative effects (Pfeiffer and Bonhoeffer, 2004; Dolinšek et al., 2016).  68 

 69 

While cross-feeding of toxic metabolites is pervasive, it is not clear how metabolite 70 

toxicity affects spatial organization and local diversity within cross-feeding microbial 71 

communities. In general, during colony growth, initially mixed populations of 72 

metabolically identical genotypes tend to demix into sectors, where only one 73 

population prevails within each sector. This results in a loss of local population 74 

diversity. Experimental and theoretical considerations suggest that this demixing is a 75 

consequence of genetic drift at the expansion front (Hallatschek et al., 2007; 76 

Excoffier et al., 2009). Random sampling at the expansion front, where population 77 

sizes are small, causes a repeated founder effect which reduces local population 78 

diversity (Excoffier et al., 2009). The strength of this demixing effect, however, 79 

depends on the size of the active population, which is influenced by the growth 80 

dynamics of the population (Müller et al., 2014). It was proposed theoretically and 81 

demonstrated experimentally that nutrient supply and expansion velocity can impact 82 

the size of the active population, and thus the strength of drift during expansion 83 

(Nadell et al., 2010; Mitri et al., 2015). Faster growing colonies with high nutrient 84 

supply tend to loose local diversity slower than colonies with low nutrient supply. In a 85 

cross-feeding ecosystem, resource availability and growth rates are coupled to the 86 

partner populations. The growth dynamics are therefore an emergent property of the 87 

entire system and are difficult to predict a priori. In general, toxicity is dose 88 
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dependent and inhibits growth (Hodgson, 2004), which should slow the expansion 89 

velocity of the colonies. At first glance, this may suggest a stronger effect of drift, 90 

causing a faster loss of local diversity when cross-fed metabolites are toxic.  91 

 92 

In this study we investigated how a conditionally toxic cross-fed metabolite affects 93 

local diversity. The main question was whether reduced growth rates caused by 94 

metabolite toxicity lead to faster demixing of neutral alleles within each population. 95 

Another question was whether a reduction of toxicity by the cross-feeding 96 

interaction itself could mitigate this effect. We previously constructed an 97 

experimental microbial cross-feeding system that allows us to control the toxicity of 98 

the cross-fed metabolite to test these hypotheses. The system consists of two strains 99 

of Pseudomonas stutzeri that differ in their ability to use nitrogen oxides. One strain 100 

consumes nitrate (NO3) to nitrite (NO2) while the other consumes the excreted nitrite 101 

(NO2) (Lilja and Johnson, 2016). We henceforth refer to these two cross-feeding 102 

strains as the producer and consumer, respectively, and to the ancestral strain that 103 

completely consumes nitrate (NO3) to nitrogen gas (N2) as the complete degrader.  104 

 105 

Nitrite toxicity is pH dependent and can act via several mechanisms. As the pH is 106 

reduced, nitrite increasingly protonates to nitrous acid (HNO2) (Sijbesma et al., 1996). 107 

Nitrous acid can act as a protonophore, i.e. it increases proton permeability which 108 

inhibits ATP synthesis (Sijbesma et al., 1996; Zhou et al., 2011). In addition, as the pH 109 

is reduced, nitrite increasingly forms nitric oxide radicals (NO) that can cause enzyme 110 

damage (Zumft, 1993). The pH dependence of nitrite toxicity allowed us to 111 

experimentally manipulate the magnitude of nitrite toxicity, where toxicity is weak at 112 
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pH 7.5 but strong at pH 6.5 (Lilja and Johnson, 2016). Importantly, in the absence of 113 

nitrite, pH itself has no statistically detectable effects on growth within this pH range, 114 

thus avoiding confounding effects that may be caused by differences in pH itself (Lilja 115 

and Johnson, 2016). We finally used an individual based model (Nadell et al., 2010; 116 

Mitri et al., 2015) to simulate microbial growth dynamics under toxic conditions to 117 

assess the mechanism by which metabolite toxicity influences local diversity in 118 

expanding populations. 119 

 120 

Methods 121 

 122 

Bacterial strains and growth conditions. We used the same strains and growth 123 

conditions as described elsewhere (Lilja and Johnson, 2016; Goldschmidt et al., 124 

2017). In short, the nirS or narG and the comA genes were deleted from P. stutzeri 125 

A1501. The nirS gene, which encodes for the reduction of nitrite to nitrous oxide 126 

(Zumft, 1997), was deleted from the producer, and the producer can therefore only 127 

convert nitrate to nitrite. The narG gene, which encodes for the degradation of 128 

nitrate to nitrite (Zumft, 1997), was deleted from the consumer, and the consumer 129 

can therefore only convert nitrite to nitrogen gas. To prevent recombination during 130 

experimentation, the comA gene, which is a transporter required for competence, 131 

was deleted from all strains. To enable fluorescence microscopy, different 132 

fluorescent protein-encoding genes (gfp, cfp, or mcherry (Minoia et al., 2008)) were 133 

introduced to each strain (Lilja and Johnson, 2017). To adjust the pH of the medium, 134 

we added 1M HCl or 0.5M NaOH to liquid lysogeny broth (LB) to achieve a final pH of 135 

6.5 or 7.5. The LB medium was supplemented with sodium nitrate (NaNO3) to a final 136 
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concentration of 1mM and agar to a final concentration of 1.5% (weight/volume). A 137 

previous study demonstrated that, under these substrate supply conditions, nitrate is 138 

the growth limiting substrate (Lilja and Johnson, 2016).  We then prepared LB plates 139 

in an anaerobic glove box (Coy Laboratory Products, Grass Lake, USA) as described 140 

elsewhere (Goldschmidt et al., 2017).  141 

 142 

For the colony expansion experiments, we first inoculated liquid LB cultures from 143 

single colonies and grew the cultures aerobically at 30°C overnight. We then adjusted 144 

the cell densities by measuring the optical density at 600nm (OD600) and diluting the 145 

cultures in sterile 0.9% (w/v) NaCl solution accordingly. We mixed the different 146 

strains at a ratio of 2:1:1 (OD600: OD600: OD600) of consumer (carrying gfp):producer ( 147 

carrying cfp):producer (carrying mcherry) and inoculated 2 ul of the mixture onto the 148 

middle of each anaerobic plate in an anaerobic glove box as described previously 149 

(Goldschmidt et al., 2017). We then stored the plates in closed plastic bags in order 150 

to minimize evaporation and incubated them for up to four weeks at approximately 151 

21°C. 152 

 153 

Confocal microscopy. We imaged colonies using a Leica TCS SP5 II confocal 154 

microscope (Wetzlar, Germany) as described elsewhere (Goldschmidt et al., 2017). 155 

We exposed the colonies to ambient air for one hour prior to imaging to allow 156 

maturation of the fluorescent proteins.  157 

 158 

Sectors and dendrites. We measured the number of sectors and dendrites at the 159 

leading edge of the consumer expansion. To measure the sectors, we imported the 160 
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images into ImageJ (Schneider et al., 2012) and drew a line at the leading edge of the 161 

consumer expansion. We then measured the profile of the blue and red channels 162 

along these lines with a line-width of 100 pixels. We next imported this data into R (R 163 

Core Team, 2015) to calculate the number of sectors. The profiles typically showed 164 

areas of high or low signal intensities with sharp transitions between them. We 165 

therefore defined a sector as an area where one channel had a stronger signal than 166 

the other and we calculated the number of these areas.  167 

 168 

To calculate the decrease in sector number over expansion distance, we determined 169 

the number of transitions between two producers on concentric circles using the 170 

Sholl plugin (Ferreira et al., 2014) to ImageJ. We then imported this data into R (R 171 

Core Team, 2015) and fitted an exponential decrease model of the form ! + # ∗ %&',  172 

where r is the radial distance from the inoculum, a corresponds to the final sector 173 

numbers, b to the initial sector numbers, and c to the steepness of the decrease. 174 

 175 

We measured the number of dendrites manually. The dendrites typically had a single 176 

stem at the edge of the inoculum and then divided into many branches during the 177 

expansion. We only counted a dendrite when it spanned the entire secondary 178 

consumer expansion, extending from the inoculation zone to the line that was drawn 179 

to measure the sectors. To reduce manual counting bias, we assigned all the images 180 

for both pH conditions a random identifier and two different people counted the 181 

dendrites in the first experiment. Because the results were similar between the two 182 

people, one person analyzed the remaining experiments manually. To account for the 183 

potential manual counting bias, we did not compare the total number of dendrites to 184 
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e.g. producer sector numbers. Instead we used a rank-sum test to quantify 185 

differences between the toxicity levels.  186 

 187 

Modeling. We simulated colony growth of the cross-feeding communities using a 188 

previously developed individual-based model. A detailed description of the model 189 

can be found in Nadell et al. (2010) and further adaptations of this model to simulate 190 

expanding colonies can be found in Mitri et al. (2015). The model simulates cells as 191 

round particles with a certain radius on a grid where nutrients can diffuse. If the 192 

radius of a cell becomes larger than a threshold, it divides into two and the cells are 193 

rearranged with a shoving algorithm. Initially the cells were inoculated randomly in a 194 

circle in the center of the grid containing only NO3. Then they were allowed to grow 195 

and expand. Producer cells were inoculated in red and blue but were otherwise 196 

identical while consumer cells were inoculated in green. The ratio of the cell numbers 197 

was 1:1:2 (producer:producer:consumer), which is identical to that used for 198 

experimentation. The producer used nitrate as a substrate and released nitrite, while 199 

the consumer used nitrite as a substrate. The growth rates of both populations were 200 

inhibited by local nitrite concentrations. A more detailed description of the model 201 

can be found in the supplementary information.  202 

 203 

Results 204 

Nitrite is toxic at low pH and reduces colony expansion velocity. To test the effect of 205 

pH on nitrite toxicity in spatially structured systems, which may differ from 206 

completely mixed systems studied previously (Lilja and Johnson, 2016), we grew co-207 

cultures of nitrite cross-feeding P. stutzeri strains on agar plates. We previously 208 
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demonstrated that at pH 7.5 nitrite is relatively non-toxic to P. stutzeri while at pH 209 

6.5 it is severely toxic and reduces growth rates in liquid batch cultures (Lilja and 210 

Johnson, 2016). To quantify the effect of nitrite toxicity in spatially structured 211 

systems, we used expansion velocity as a measure of growth dynamics (Harcombe et 212 

al., 2014). We inoculated 30 replicated plates at the same time with a 1:1 213 

(OD600:OD600) mixture of producer and consumer and then sacrificed three replicates 214 

per pH condition at different time-points. This allowed us to measure the extent of 215 

expansion as a function of time and nitrite toxicity. 216 

 217 

In general, the expansion velocity qualitatively slowed over time regardless of the pH, 218 

and thus regardless of the magnitude of nitrite toxicity (Figure 1). The decrease in 219 

expansion velocity could be caused by a combination of the depletion of nutrients 220 

and the hardening of the agar surface due to drying (although we did incubate the 221 

plates in sealed plastic bags). We thus estimated the initial expansion velocities by a 222 

linear regression of the velocity profiles over the first week. The estimated expansion 223 

velocities and the corresponding calculated apparent diffusion coefficients of the 224 

cells are given in Table 1. The initial expansion velocity was pH dependent, and thus 225 

coincided with the magnitude of nitrite toxicity. The cross-feeding colonies expanded 226 

slower at pH 6.5 (strong nitrite toxicity) than at pH 7.5 (weak nitrite toxicity) (Table 1; 227 

F-test, P = 8 x 10-14). The pH-dependence of nitrite toxicity is therefore qualitatively 228 

consistent with previous observations in liquid batch cultures (Lilja and Johnson, 229 

2016).  230 

 231 
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Nitrite toxicity slows local diversity loss of the nitrite producers. To assess the effect 232 

of nitrite toxicity on spatial organization and local diversity, we imaged the colonies 233 

after three weeks of growth. To measure local diversity of the producers, we 234 

inoculated a producer that expresses cyan fluorescent protein with a producer that 235 

expresses red fluorescent protein and a consumer that expresses green fluorescent 236 

protein. Figure 2 shows that the two sub-populations of the producer demixed into 237 

sectors when expanding from the inoculation zone, similar to previous reports for 238 

other organisms (Hallatschek et al., 2007; Mitri et al., 2015; Goldschmidt et al., 2017). 239 

The consumers succeeded the primary expansion of the producers and formed 240 

dendrites as described previously (Goldschmidt et al., 2017) under both conditions. 241 

 242 

We used image analysis to measure the number of sectors for producers and the 243 

number of dendrites for consumers to investigate the effect of nitrite toxicity on 244 

intra-population diversity of the producers or consumers. While not being exactly the 245 

same, the number of dendrites, which typically also stem from a single point from the 246 

founding zone, behaves qualitatively similar to the number of producer sectors. 247 

However, the two cannot be directly compared.  The number of dendrites of 248 

consumers was not affected by the pH (Mann-Whitney test, P = 0.425), likely because 249 

the consumer reduced nitrite concentrations and thus reduced local nitrite toxicity 250 

when growing. In contrast, the number of producer sectors at pH 6.5 (strong nitrite 251 

toxicity) was greater than the number of producer sectors at pH 7.5 (weak nitrite 252 

toxicity) (Mann-Whitney test, P = 0.000215) (Figure 3). Local nitrite toxicity thus 253 

reduced the demixing effect of drift and slowed the loss of local diversity during 254 

expansion, but only for the producers.  255 
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 256 

Recent experimental findings (Mitri et al., 2015) suggest that while the speed of local 257 

diversity loss due to drift might be affected by external factors (such as nutrient 258 

supply), the final sector numbers should remain the same. We thus measured the 259 

loss of sector numbers over expansion distance for the producer sectors. As can be 260 

seen in the left panel of Figure 4, sector numbers decreased exponentially and 261 

stabilized at values larger than 0. We fitted an exponential decay model to this data 262 

and found that, when nitrite toxicity was strong, the decrease in sector numbers was 263 

slower (-0.00250 at pH 6.5 / -0.00442 at pH 7.5, F-test, P =  < 2.2e-16). The final 264 

sector numbers, however, were not significantly affected by nitrite toxicity (final 265 

sector number = 20, F-test, p-value = 0.0709). In addition, there was a difference in 266 

initial sector numbers (115 at pH 6.5 / 107 at pH 7.5, F-test, P = 0.00218). This 267 

indicates that nitrite toxicity slows the loss of sectors, but given enough time the final 268 

sector numbers will likely converge to similar values.  269 

 270 

To further assess whether the presence of the consumers influenced sector numbers 271 

of the producers, we performed control experiments where we grew the producers 272 

with and without the consumers and measured the number of sectors. Overall, we 273 

found that the presence of the consumers did not significantly affect the sector 274 

numbers of the producers (F-test, P = 0.232). This result shows that the consumers 275 

did not significantly change the growth dynamics of the producers.  276 

 277 

Negative correlation between expansion velocity and local diversity. The above 278 

results revealed two important effects of nitrite toxicity on the producers: first, nitrite 279 
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toxicity slowed the expansion speed, and second, nitrite toxicity slowed the loss of 280 

sector numbers (and thus slowed the loss of local diversity of the producer). 281 

Combining these two results, we found a negative correlation (Spearman rank 282 

correlation: rho= -0.745, P = 1.25 x 10-5) between sector numbers and the expansion 283 

velocity. At first glance, this may seem to contradict recent findings that showed a 284 

positive correlation between sector numbers and expansion velocity (Mitri et al., 285 

2015). In that work, the authors found that colonies growing on high nutrient agar 286 

expanded faster and maintained more sectors over longer times than colonies on low 287 

nutrient agar. However, a more detailed analysis attributed this effect to the size of 288 

the actively growing population at the expansion edge, which corresponds to the 289 

effective population size in a growing colony (Korolev et al., 2011; Mitri et al., 2015). 290 

The smaller active population size, which occurs at lower nutrient supply, is more 291 

affected by drift, which results in fewer sectors in the expansion zone.  292 

 293 

In our system, we did not manipulate the expansion speed by changing substrate 294 

supply, but we instead manipulated the expansion speed by changing the strength of 295 

nitrite toxicity. Because of spatial structure, the produced nitrite was locally inhibiting 296 

expansion. This could have non-intuitive effects on the size of the active population. 297 

We hypothesized that nitrite inhibition could slow the growth rate of the active 298 

population, which would enable the primary substrate nitrate to diffuse further into 299 

the colony before being consumed, and thus enable more cells to grow 300 

simultaneously and increase the active population size (see Figure 5 for a schematic 301 

representation). This implies that the active population size is, in our case, not just 302 

determined by nutrient availability, but also by nitrite toxicity, and that it should be 303 
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larger for a slowly growing colony. The larger active population should be less 304 

affected by drift, which could explain the slower decrease of sectors numbers in the 305 

slower growing colonies when nitrite toxicity is strong. 306 

 307 

Nitrite toxicity increases the active population size, which in turn increases local 308 

diversity. To test the hypothesis described above (Fig. 5), it is ideal to measure the 309 

size of the active population in the expanding colonies. While direct experimental 310 

measurements of the active population would provide further support for this 311 

conclusion, such measurements are not currently possible for our system. This is due 312 

to the anaerobic nature of our interaction, where we cannot track the fate of oxygen-313 

dependent fluorescent proteins over time without creating potential confounding 314 

factors due to exposure to oxygen. We thus used a previously developed 315 

mathematical model (Nadell et al., 2010; Mitri et al., 2015) and incorporated toxicity 316 

of an intermediate metabolite to simulate expanding cross-feeding communities and 317 

predict the size of the active population. This allowed us to study the mechanism by 318 

which toxicity may influence sector numbers.  319 

 320 

The model is an individual based model and has successfully simulated sector 321 

dynamics in expanding colonies (Mitri et al., 2015). We extended this model by 322 

adding a toxicity term, which slows growth depending on the local concentration of 323 

nitrite. As can be seen in the simulations (Figure 6), the patterns with weak and 324 

strong nitrite toxicity were qualitatively similar. Under both conditions, the two sub-325 

populations of the producers demixed into sectors and were succeeded by the 326 

consumers that formed structures that resemble dendrites. The dendrites were much 327 
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less pronounced than in the experimental data, which is likely because of the much 328 

lower cell numbers and/or by the spherical shape of the cells used for simulations 329 

(instead of the natural rod-shape of P. stutzeri) (Goldschmidt et al., 2017). The model 330 

thus qualitatively reproduced the pattern and dynamics that we found in the 331 

experiments. 332 

 333 

To assess the effect of nitrite toxicity on the active population size, we quantified the 334 

decrease in producer sector numbers during the simulated expansions. As can be 335 

seen in the right panel of Figure 4, the model qualitatively reproduced the 336 

experimentally observed dynamics of sector decrease. However, note that due to the 337 

much smaller population sizes, we did not expect the simulations to quantitatively 338 

represent the experiments. We fitted an exponential decrease model to the 339 

simulated data and found that, as in the experimental data, the steepness of the 340 

sector decrease was lower when nitrite toxicity was strong (-0.0232 strong nitrite 341 

toxicity / - 0.0373 weak nitrite toxicity, F-test, P = 2.132 x 10-8). The relative difference 342 

between the steepness was similar to that observed for the experiments (strong 343 

nitrite toxicity / weak nitrite toxicity = 0.621 for model, 0.566 for experiments). As for 344 

the experimental data, the final sector numbers were the same (final sector number 345 

= 17, F-test, P = 0.862). However, in contrast to the experimental data, the initial 346 

sector numbers were not significantly affected by nitrite toxicity (initial sector 347 

number, 51 strong nitrite toxicity / 52 weak nitrite toxicity, F-test, P = 0.786). We thus 348 

concluded that the model simulated the experimentally observed dynamics with 349 

sufficient accuracy to infer the likely mechanism by which toxicity affects the loss of 350 

diversity in the producer. 351 
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 352 

In the next step, we quantified the size of the active population in the model. As 353 

stated above, the actively growing edge of an expanding colony corresponds to the 354 

effective population size (Korolev et al., 2011). We found that the number of active 355 

producer cells was larger in simulations when nitrite toxicity was strong  (Mann-356 

Whitney test, P = 0.00794, see also Supplementary Figure 2). This result showed that, 357 

indeed, nitrite toxicity reduced growth rates and also increased active population 358 

sizes, which in turn reduced the effect of drift on the producer. This resulted in a 359 

slower loss of sectors and slower loss of local population diversity. The results 360 

therefore support our hypothesis that the purifying effects of drift may be countered 361 

not only by growth enhancing factors (e.g. high substrate supply), but also by growth 362 

reducing factors (e.g. strong metabolite toxicity) (see Figure 5 for a schematic 363 

representation of the mechanism), where both mechanisms operate by affecting the 364 

active population size. 365 

 366 

Discussion 367 

 368 

We found that the toxicity of a single cross-fed metabolite led to a reduction in 369 

expansion velocity and slowed the loss of local diversity of a primary expansion. This 370 

resulted in a negative correlation between expansion velocity and local diversity. 371 

Mathematical modeling allowed us to investigate the mechanism that likely causes 372 

the loss of local diversity during expansion, which is genetic drift. Mitri et al. (2015) 373 

varied substrate supply to change the active population size. More nutrients enable 374 

the growth of more individuals at the expanding front. This is because the cells at the 375 
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edge could not metabolize all the substrate sufficiently rapidly, such that substrate 376 

could diffuse further into the colony. This resulted in larger active population sizes 377 

and less drift.  378 

 379 

The population dynamics in our system that contained metabolite toxicity caused less 380 

intuitive dynamics. By decreasing the pH, we made the cross-fed metabolite nitrite 381 

more toxic, which caused slower growth and expansion. The mathematical model 382 

showed that because the cells were growing slower, the cells at the front of the 383 

expansion could not consume all of the primary substrate nitrate sufficiently rapidly. 384 

This caused nitrate to diffuse further into the colony and increase the active 385 

population size. The larger active population size then slowed the demixing effect of 386 

drift, which slowed the loss of local population diversity (Figure 5). The speed at 387 

which local diversity was lost was therefore caused by the strength of genetic drift.   388 

 389 

This mechanism is potentially not only limited to toxic metabolites, but might be a 390 

general ecological mechanism. We think that many growth-reducing factors could act 391 

via the same mechanism. Examples of important environmental factors that could 392 

have the same effect are temperature or salinity. Both can vary strongly over short 393 

distances and time scales, e.g. daily temperature changes due to sunlight or rainfall 394 

events, and both may reduce growth rates when they are not in the optimal range 395 

(Nichols et al., 2000). In fact, a recent study by Gralka et al (2016) found larger sector 396 

numbers in colonies of Escherichia coli that were growing at lower than optimal 397 

temperatures. However, if these factors tend to extreme values, secondary effects 398 

(such as changes in cell morphology) might change the growth dynamics and spatial 399 
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organization of the colonies. Nevertheless, the mechanism that we found here might 400 

broadly influence microbial colony growth and local diversity. 401 

 402 

The presence of the consumer, which reduces toxicity by metabolizing nitrite, did not 403 

have a significant effect on local diversity of the producer. Likely, this is because the 404 

distance between the two expansions was too great to significantly reduce local 405 

nitrite concentrations within the primary producer expansion. Thus, in our case, the 406 

spatial separation of the two cross-feeding populations reduced the extent of 407 

interaction between them. There are many cases where spatial structure facilitates 408 

or stabilizes interactions (Dolinšek et al., 2016). A typical example being the spatial 409 

exclusion of cheaters from public good producers (Momeni et al., 2013; Mitri et al., 410 

2011). However, it is important to keep in mind that spatial structure does not per se 411 

favor interactions, but can also hinder them by spatially segregating the interacting 412 

partners. 413 

 414 

In conclusion, we investigated the effect of sequential cross-feeding of a conditionally 415 

toxic metabolite on spatial organization and local diversity in growing microbial 416 

colonies. We found that metabolite toxicity reduces expansion velocities and 417 

increases active population sizes, which slows the loss of local diversity. In addition, 418 

the spatial separation due to successive expansions reduced the strength of 419 

interaction between the two cross-feeding populations. These findings show that 420 

community dynamics can lead to non-trivial emergent properties of seemingly simple 421 

model microbial systems. The sum and balance of the substrates that enhance or 422 

reduce growth in such systems are often difficult to determine without deeper 423 
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knowledge of the biogeochemistry at work. It is thus difficult to predict the emergent 424 

properties of complex microbial communities found in nature. A deeper knowledge 425 

of the fundamental ecological processes that govern simpler model microbial 426 

ecosystems could help us to understand and ultimately control microbial 427 

communities (Johnson et al., 2012; Dolinšek et al., 2016; Lindemann et al., 2016). 428 
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 524 

Figure Legends 525 

 526 

Figure 1. Expansion distances at different strengths of nitrite toxicity. Shown are the 527 

expansion distances over the first 15 days of growth at different pH values. pH 7.5 528 

imposes weak nitrite toxicity while pH 6.5 imposes strong nitrite toxicity (n=3 per 529 

time point and condition, vertical bars are 95% confidence intervals). The black lines 530 

represent the linear regressions that were used to calculate the initial expansion 531 

velocities given in Table 1.  532 

 533 

Figure 2. Confocal microscopy images of the cross-feeding populations. A) Co-534 

cultures grown at pH 7.5 (weak nitrite toxicity). B) Consortia grown at pH 6.5 (strong 535 

nitrite toxicity). The images show details of the edges of colonies. The inoculation 536 

zone is in the lower left and the colonies expand towards the upper right. Both 537 

expansions are shown at the same magnification. The producers expressed cyan 538 

fluorescent protein (cfp, blue) or mcherry fluorescent protein (mcherry, red) while 539 

the consumer expressed green fluorescent protein (gfp, green). The strains were 540 

inoculated at a ratio of 1:1:2 (cfp:mcherry:gfp) such that the total of the producers 541 

and the consumers had the same initial concentration.  542 

 543 
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Figure 3. Mean numbers of sectors or dendrites. Consumer dendrites and producer 544 

sectors were measured radially at the position of the consumer front. The consumers 545 

and producers were measured on the same plates. N = 13, error bars = standard error 546 

of the mean (SEM), *** = P of the Mann-Whitney test below 0.01. 547 

 548 

Figure 4. Decrease of sector numbers with distance from inoculum (in pixels). Left) 549 

Experimental data. Right) Simulated data. Strong nitrite toxicity slows the loss of sector 550 

numbers during expansion, resulting in higher local diversity. Nitrite toxicity in the 551 

experimental data is manipulated via pH (7.5 for weak toxicity and 6.5 for strong toxicity), 552 

while in the model it represents the strength of the inhibition term (see Supplementary 553 

Information). Note that here we normalized the sector numbers to the initial number of 554 

sectors in order to facilitate comparison between the experimental and modeled data. 555 

 556 

Figure 5. Schematic representation of the effect of substrate supply and metabolite 557 

toxicity on sector numbers and local diversity. The graphs show cross-sections of 558 

expanding colonies. The blue shading represents the activity of the cells at the 559 

expansion front. The size of the blue shaded area is thus equal to the effective 560 

population. Under low nutrient (A1) or weak toxicity (B1) conditions, the substrate is 561 

only available at a small edge of the colony. The effective population size is therefore 562 

small and drift is strong, which results in low local diversity (i.e. sector numbers, C1). 563 

At high nutrient supply (B2), more substrate is available which increases the effective 564 

population size. This reduces the effect of drift and increases local diversity (Mitri et 565 

al., 2015) (C2). Strong metabolite toxicity, in contrast, slows growth, which allows the 566 

substrate to diffuse deeper into the colony because it is consumed at a slower rate. 567 
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The result is a larger effective population size that has a lower activity (B2) (indicated 568 

by a lighter shading). Nevertheless, the larger effective population size reduces drift, 569 

which leads to higher local diversity (C2). Note that in this study we only manipulated 570 

the strength of metabolite toxicity while Mitri et al. (2015) manipulated nutrient 571 

supply. 572 

 573 

Figure 6. Simulated colonies. A) Weak nitrite toxicity. B) Strong nitrite toxicity. The producer 574 

is shown in red and blue while the consumer is shown in green. The mixed area in the center 575 

is the inoculation zone. The two producer populations segregate into sectors and the 576 

consumer population forms dendrites during the expansion.  577 

 578 

 579 

  580 



26 

 581 



200

400

600

5 10 15
Days

Ex
pa

ns
io

n 
[u

m
]

pH
7.5

6.5





0

25

50

75

100

125

Consumer Producer

# 
D

en
dr

ite
s 

or
 s

ec
to

rs

pH
7.5
6.5

***N.S.



Experiment Model

0 500 1000 0 20 40 60

0.25

0.50

0.75

1.00

Distance from inoculum [um]

N
or

m
al

ize
d 

se
ct

or
s

Toxicity
High

Low

High

Low





A B


