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Abstract

Time-lapse electrical resistivity tomography (ERT) is a geophysical method

widely used to remotely monitor the migration of electrically-conductive trac-

ers and contaminant plumes in the subsurface. Interpretations of time-lapse

ERT inversion results are generally based on the assumption of a homogeneous

solute concentration below the resolution limits of the tomogram depicting in-

ferred electrical conductivity variations. We suggest that ignoring small-scale

solute concentration variability (i.e., at the sub-resolution scale) is a major rea-

son for the often-observed apparent loss of solute mass in ERT tracer studies. To

demonstrate this, we developed a geoelectrical milli-fluidic setup where the bulk
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electric conductivity of a 2D analogous porous medium, consisting of cylindrical

grains positioned randomly inside a Hele-Shaw cell, is monitored continuously in

time while saline tracer tests are performed through the medium under fully and

partially saturated conditions. High resolution images of the porous medium

are recorded with a camera at regular time intervals, and provide both the spa-

tial distribution of the fluid phases (aqueous solution and air), and the saline

solute concentration field (where the solute consists of a mixture of salt and

fluorescein, the latter being used as a proxy for the salt concentration). Ef-

fective bulk electrical conductivities computed numerically from the measured

solute concentration field and the spatial distributions of fluid phases agree well

with the measured bulk conductivities. We find that the effective bulk elec-

trical conductivity is highly influenced by the connectivity of high electrical

conductivity regions. The spatial distribution of air, saline tracer fingering,

and mixing phenomena drive temporal changes in the effective bulk electrical

conductivity by creating preferential paths or barriers for electrical current at

the pore-scale. The resulting heterogeneities in the solute concentrations lead

to strong anisotropy of the effective bulk electrical conductivity, especially for

partially saturated conditions. We highlight how these phenomena contribute

to the typically large apparent mass loss observed when conducting field-scale

time-lapse ERT.

Keywords: Hydrogeophysics, Petrophysics, Millifluidics, Electrical

Conductivity, Unsaturated Flow, Tracer test, Transport in Porous Media,

Anisotropy

1. Introduction1

Geophysical methods are increasingly used in subsurface hydrology. Their2

main advantages lie in their largely non-invasive nature, their sensitivity to3

properties of interest, and in that they provide images of the subsurface at a4

comparatively high spatial resolution [e.g. 1, 2, 3, 4, 5]. A particular empha-5

sis has been given to geophysical methods with responses that depend on the6
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electrical resistivity (or the electrical conductivity, its inverse) because electrical7

resistivity is sensitive to sub-surface properties such as: the lithology (porosity,8

tortuosity, specific surface area), the presence of fluids in the pore space (water9

saturation and its spatial distribution), and the pore fluid chemistry (ionic con-10

centrations). The links between physical properties (electrical resistivity) and11

hydrological properties and state variables of interest are described by petro-12

physical relationships (for literature reviews, see [4, 6] among others).13

Resistivity methods can be applied to a wide range of scales, from the labo-14

ratory (on centimetric samples) to the field (up to several kilometers). Measure-15

ments are achieved by driving a known electrical current between an electrode16

pair while measuring the resulting voltage between another electrode pair. The17

electrical resistivity structure of the subsurface can be inferred by electrical re-18

sistivity tomography (ERT), which is an inversion process that uses measured19

electrical resistances from multiple current injection and voltage pairs (e.g.,20

Binley and Kemna [7]). If the measurement process is repeated in time, it is21

possible to perform time-lapse inversion and, thus, to track temporally-varying22

processes in the subsurface (e.g. [8]). Time-lapse ERT has been widely applied23

under both saturated (e.g., [9, 10, 11]) and partially saturated conditions (e.g.,24

[12, 13, 14, 15]) using electrodes placed on the ground or in boreholes.25

Geophysical data have a limited resolving power, which implies that geo-26

physical tomograms are best understood as spatially-filtered representations of27

subsurface properties (e.g., Menke [16], Friedel [17]). The “filter width” is often28

referred to as the resolution and it varies in space and time as a function of exper-29

imental design, noise, the actual electrical conductivity distribution and choices30

made when developing or running an inversion algorithm. In ERT studies, the31

resolution decreases (the filter width increases) when the distance between the32

electrodes and the target of interest increase. Day-Lewis et al. [18] highlight33

the inherent resolution limitations of cross-borehole ERT through a careful nu-34

merical and theoretical study. The limited resolution of ERT tomograms can (if35

ignored) lead to important errors when translating inferred resistivity to prop-36

erties of interest through petrophysical relationships (e.g., [19, 14, 20, 15]). For37
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instance, a common problem is the apparent loss of mass occurring in field-based38

experiments when comparing ERT-inferred mass to the actual injected water39

volume or mass of salt. For example, Binley et al. [13] noticed an apparent wa-40

ter mass loss of 50 % when monitoring a fluid tracer in the vadose zone. Using41

a saline tracer in the fully saturated part of an aquifer, Singha and Gorelick [10]42

only “recovered” 25% of the mass using ERT data. They demonstrate that this43

apparent tracer mass loss is more important when the target volume is small44

and the electrical conductivity contrast is high. In a synthetic 3-D time-lapse45

study mimicking an actual field experiment, Doetsch et al. [21] obtained a mass46

recovery close to 80 %, while the corresponding field experiment provided an47

ERT-inferred mass recovery between 10 % and 25 %. The authors attribute this48

discrepancy to the fact that classical smoothness-constrained inversions (often49

referred to as Occam’s inversion [22]) will, by construction, seek the smoothest50

model that fits the data. Due to the upscaling (averaging) process inherent to51

electrical current flow, less tracer mass is needed to explain ERT data when a52

heterogeneous plume is represented by a larger plume of near-uniform concentra-53

tion. Doetsch et al. [21] suggest that this apparent mass loss could potentially54

be used as an indicator of the tracer plume heterogeneity at scales below the55

resolution of the tomograms. Effects of such small-scale solute concentrations56

are commonly ignored and it is implicitly assumed that the solution is perfectly57

mixed below this scale. A few studies have considered anomalous transport58

and the effect of small-scale heterogeneities on petrophysical relationships (e.g.59

[23] [24], [25]). For example, Singha et al. [23], Briggs et al. [26, 27], and60

Day-Lewis et al. [28] have proposed dual-domain approaches to account for this61

phenomenon.62

The question of how field-scale studies are impacted by sub-resolution flow63

and transport processes is deeply tied to the physics of these processes. For ex-64

ample, unsaturated flows give rise to gravitational [29] and viscous [30, 31, 32]65

interface instabilities leading to sub-Darcy-scale fingering. It is now well under-66

stood that this fingering is the main reason why Darcy-scale modelling of flows67

in the unsaturated zone should consider a dependence of the capillary pressure68
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on the local Darcy velocity [33] (the so-called dynamic capillary pressure [34]).69

This strong pore-scale heterogeneity of the flow, in particular for unsaturated70

flows, is associated with preferential paths for solute transport and incomplete71

solute mixing at the pore-scale [35, 36]. Incomplete mixing (e.g. [37, 38]) and72

strong heterogeneties of the advection paths for solutes (as observed also at73

larger scales (e.g. [39, 40]), result in anomalous transport that makes Fick-74

ian models unsuitable at the Darcy scale and at the block scale corresponding75

to the grid size used for numerical simulations [36]. Geophysical monitoring76

data of solute transport and mixing processes are also likely impacted by such77

mechanisms acting at sub-resolution scales.78

Recent advances in milli- and micro-fluidic laboratory experiments provide79

means to better understand and predict pore-scale transport properties and80

mixing in saturated (e.g., [41], [42]) and partially saturated porous media (e.g.81

[35, 36]). In a pioneering work, Kozlov et al. [43] investigate the validity and82

limitations of a classical petrophysical relationship involving electrical conduc-83

tivity in a porous micro-model filled by water and oil, but without considering84

solute transport. The present work builds on the experimental developments85

of Jiménez-Mart́ınez et al. [35, 36] and aims to study the effect of the spa-86

tial distribution of phases and solute concentration field on the bulk electrical87

resistivity below the ERT resolution. This is the first time a laboratory pore-88

scale fluorimetric flow and transport experiment is equipped with geoelectrical89

monitoring capabilities.90

The manuscript is organized as follows: in section 2 we present our geoelec-91

trical milli-fluidic experimental setup; we then explain the image treatment and92

the numerical modeling of the electrical problem (section 3); finally, we present93

and discuss in section 4 the results that we have obtained from tracer tests under94

fully-saturated and partially-saturated conditions, and how these results can be95

used to gain insights into how upscaled bulk electrical resistivity is affected by96

sub-resolution heterogeneity and processes.97
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2. Experimental method98

2.1. Milli-fluidic setup for spatially-resolved pore-scale fluorimetry99

We build on the recent experimental developments by de Anna et al. [42] and100

Jiménez-Mart́ınez et al. [35, 36] and consider a 2D analogous porous medium101

which we refer to as the flow cell (Fig. 1). Using such a setup, it is possible to102

measure the spatial distribution of the fluids in the cell and the ionic concen-103

tration field in the liquid (wetting) phase using a fluorimetry technique. A light104

source is placed below the cell (Fig. 1a) and the cell is monitored using a high-105

resolution camera (27 pixels per mm, 12 bit images), positioned 32 cm above106

the flow cell with its axis normal to the horizontal mean plane of the cell. The107

light source excites the fluorescent tracer present in the wetting solution; the108

tracer consequently emits light around a given wavelength, which is recorded by109

the camera. A filter placed on the light source prevents light with wavelengths110

belonging to the emission range of fluorescein to go through the flow cell, while111

a band-pass filter located in front of the camera allows the light intensity cor-112

responding only to the fluorescein excitation to be recorded. We can thus track113

the spatial distribution of the fluids (air and water) phases. Furthermore, as the114

intensity of the light recorded on a given pixel of the camera sensor depends on115

the mean fluorescein concentration probed along the direction between the light116

source and the sensor, the spatial distribution of the intensity recorded on an117

image provides a measure of the 2D spatial distribution of the fluorescein (or flu-118

orescein concentration field) within the liquid phase. By fixing a concentration119

ratio between the fluorescein and another ionic species having a similar diffusion120

coefficients (NaCl in this study), it is possible to infer the concentration field121

of the salt from that of the fluorescein. For this study, the camera monitoring122

system (MegaPlus EP11000, Princeton Instruments) was set to take 1 picture123

every 2 s to capture the fluid phases and solute dynamics in the flow cell.124

The flow cell consists of a single layer of 4500 cylindrical solid grains posi-125

tioned between two parallel transparent plates separated by a distance equal to126

the cylinders’ height. It is built by soft lithography as follow. Two glass plates127
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are separated by the desired distance using spacers. The space between them is128

filled with a UV-sensitive polymer (NOA-81). The photomask (resulting from129

a numerical model of the 2D compaction of circular grains with diameters dis-130

tributed according to a Gaussian law of prescribed standard deviation) is then131

placed on top of the top plate. The mask is transparent where solid grains are132

to be found, opaque everywhere else. The light coming from the collimated 365133

nm UV source passes through the transparent disks in the mask, polymerizing134

the NOA-81 and giving rise to solid cylindrical grains spanning the vertical gap135

between the two glass plates. The remnant uncured, still liquid, polymer mate-136

rial is cleaned by flowing through ethanol. The resulting 2-D porous medium is137

water-wet.138

The geometry used herein corresponds to the so-called homogeneous geom-139

etry used by Ferrari et al. [44]. The flow cell is closed on two of its lateral sides140

(facing each other), while the two other lateral sides remain open and constitute141

the inlet and outlet of the cell. Its length, defined between the inlet and outlet,142

is 140 mm, its width is 92 mm, and its thickness (equal to the cylinder height)143

is 0.5 mm (see [35] for details). The cell is positioned with the glass plates lying144

horizontal. The vertically-oriented cylindrical grains act as obstacles for the145

flow of fluids in the cell (Fig. 1a). This 2D geometry has a cross-sectional area146

of 43.64 mm2 in the direction normal to the average flow direction and typical147

pore throat and pore sizes of 1.07 mm and 1.75 mm, respectively. It yields a148

permeability of 4.32 × 10−9 m2.149

The cell is connected to three reservoirs upstream that contain wetting and150

non-wetting fluids, and to an outlet reservoir downstream. The fluids are in-151

jected in the flow cell with syringe pumps at a controlled flow rate. The non-152

wetting phase is air (Fig. 1a) and the wetting (i.e., liquid) phase is a 60-40 %153

by weight distilled water/glycerol solution (see [35]). The glycerol increases154

the viscosity of the solution (µw = 3.78 × 10−2 Pa s), thereby increasing the155

viscosity ratio between the wetting and non-wetting phases, and slowing down156

molecular diffusion. The wetting phase solutions 1 and 2 have different mass157

concentrations of NaCl salt (CNaCl) and fluorescein (Cfluo). These solutions are158

7



ACCEPTED MANUSCRIPT

ACCEPTED M
ANUSCRIP

TW
et

. P
ha

se
-s

ol
u

on
 1

W
et

. P
ha

se
-s

ol
u

on
 2

N
on

-w
e

ng
 p

ha
se

(m
ul

-s
yr

in
ge

)

syringe pumps

, band pass 
lter

, homogeneous light source

Reservoir

, computer

porous medium

, camera

, lter

resis vity meter

a. b.b.

C1 C2P1 P2

Figure 1: (a) Overall scheme of the setup for the fluorimetric study in the 2D porous medium,

featuring the injection systems for air (non-wetting fluid phase), the tracer solution (wetting

phase 1), and the background solution (wetting phase 2), as well as the camera and the elec-

trical resistivity monitoring system (modified from [35]). (b) Photography of the geoelectrical

milli-fluidic setup.

labeled “tracer” (tr) and “background” (bkg) concentrations, respectively. The159

mass concentration of fluorescein is ten times smaller than that of the NaCl salt160

(i.e., CNaCl = 10 Cfluo).161

In order to relate the measured light intensity to the electrical conductiv-162

ity of the solution, we first synthesized a set of ten solutions with different163

fluorescein/NaCl salt concentrations by successive dilutions, with Cfluo rang-164

ing between 701.5 and 0.0856 mg L−1. The ratio of NaCl to fluorescein mass165

concentration is identical for all ten solutions and set to 10. The electrical166

conductivity of each solution was measured with a handheld electrical conduc-167

tivity meter (WTW Cond 340i). Correspondingly, the light intensity of each168

solution was measured in a cell similar to the one used for the tracer experi-169

ments (i.e., same glass and aperture thickness) but without cylindrical pillars.170

For the tracer experiments, we chose the background concentration solution171

(Ctr
fluo =5.48 mg L−1) by measuring the light intensity for all the solutions and172
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selecting the lowest concentration for which the corresponding light intensity was173

above the detection threshold. Then, we chose the tracer concentration to be174

Ctr
fluo =350.8 mg L−1 in to avoid light saturation for the camera. It yields a back-175

ground and tracer electrical conductivity of σbkg
w =0.0055 and σtr

w =0.213 S m−1,176

respectively. We only kept the six solutions with fluorescein mass concentrations177

in between these two values to establish the calibration curve. Combining these178

two sets of measurements and using a Piecewise Cubic Hermite Interpolating179

Polynomial interpolation in between the data, we obtain an empirical curve re-180

lating the measured light intensity and the electrical conductivity of the solution181

σw (in S m−1) (Fig. 2).182

However, when using this calibration curve to infer local solution conduc-183

tivities inside the flow cell during subsequent tracer tests (which we present184

in section 4 below), we noticed that the largest conductivity values measured185

inside the cell were larger than the conductivity of the injected tracer solution.186

This unphysical result showed that the calibration curve obtained in the flow187

cell without solid grains (a standard Hele-Shaw cell), was not fully adequate for188

the tracer experiment cell. We have therefore assumed that a slight difference189

in the cell thickness, or perhaps the impact of the presence of the translucid190

solid grains, was responsible for the discrepancy. In particular, given the large191

fluorescein concentration in the injected tracer, it is not unreasonable to con-192

sider that some multiple scattering of the light emitted by the fluorescein may193

occur in the cell, with a fraction of the emitted light being absorbed by other194

fluorescein molecules on its way out from the cell, which is possible due to195

the overlapping emission and absorption spectra of fluorescein (see [45]). Ac-196

counting for this multiple scattering yields a prediction of the light intensity197

transmitted to the camera that is offset from the intensity measured in the ab-198

sence of multiple scattering by a factor which is a function of the flow cell’s199

thickness. Hence a discrepancy in the cell thicknesses would lead to exactly this200

type of effect. Therefore, we have corrected the recorded calibration curve by201

assuming that the light intensity value calibrated in the pure Hele-Shaw cell for202

a given tracer concentration was offset by a given factor (independent of the203
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given tracer concentration) with respect to the correct value for the experimen-204

tal cell. The correction factor of 0.805 has been inferred from the (reasonable)205

constraint that the maximum conductivity value measured in the cell during the206

experiment should exactly correspond to the conductivity of the injected tracer207

solution. The corrected calibration curve is used systematically when inferring208

local conductivities from light intensities in our experimental cell (Fig. 2).209
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Figure 2: Initial and corrected calibration curves: pore water electrical conductivity σw as a

function of the light intensity Iw.

2.2. Geoelectrical monitoring210

The geoelectric monitoring is performed using a four electrode setup (see211

Schlumberger [46] for the historical paper, and more recently Binley and Kemna212

[7] for a more hydrology-oriented introductory text). We inject a current in the213

two outer electrodes (C1 and C2) and measure the resulting electrical voltage214

between the two inner electrodes (P1 and P2) (Fig. 1a). Given that the zone215

of investigation is localized between P1 and P2, we chose not to have equally216

spaced electrodes along the cell. The spacing between potential electrodes P1217

and P2 is 97 mm in order to study the largest possible zone of the flow cell,218

while the C1-P1 and P2-C2 spacings are 8 mm (Fig. 1).219

The electrodes consist of a thin layer of copper (90 µm). They were inserted220

at the bottom of the cylinder layer while manufacturing the cell; this ensured221

good contact with the fluids in the cell without perturbing the flow. We chose222
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relatively wide electrodes, 2.5 mm for the current injection and 2 mm for the223

potential measurement, to ensure a low contact resistance even at low water224

saturation. The disadvantage of these large copper electrodes is that they block225

the light between the light source and the camera, which results in a loss of226

information about the fluid phases and concentration field located above them.227

We measured the effective bulk electrical resistivity of the medium at a tem-228

poral resolution of 2 s. We used a Campbell datalogger program for a half bridge229

with four wires configuration (Fig. 1b). The datalogger imposes a 1 V electrical230

potential difference between C1 and C2 that drives an electrical current in the231

cell. The resulting electrical current and voltage between P1 and P2 is converted232

into a bulk electrical resistance Rmeas (in Ω). In order to obtain the effective233

bulk electrical resistivity ρmeas (in Ω m), it is then necessary to determine the234

geometrical factor of the cell, KG (in m) such that ρmeas = KGR
meas. This235

parameter was first estimated numerically in 3D using COMSOL Multiphysics236

following the procedure described by Jougnot et al. [47] using the actual cell237

geometry. The resulting estimate was KG = 4.753 × 10−4 m. For this setup,238

the analytical solution for the 1D case (cell aperture area divided by the spacing239

between the potential electrodes, see [7]) provides a close approximation to the240

numerical model: KG ≈ 4.766× 10−4 m.241

2.3. Electrical characterization of the porous medium and fluid phases geometry242

Prior to the tracer tests, we first characterized the porous medium and the243

geometry of the fluid phases from an electrical point of view, using a series of244

electrical measurements with different homogeneous solute concentrations. To245

do so, we first saturated the medium with one of the solutions obtained by di-246

lution (i.e., with a given electrical conductivity σw). Then, we jointly inject the247

chosen solution (i.e., the wetting fluid) and the air (i.e., the non-wetting fluid)248

to partly fill the medium with air while keeping the liquid phase connected249

(thereby imposing partially saturated conditions). By varying the injection250

rates of the fluids, we reached three or more steady state flows with different251

saturations (i.e., proportion of wetting fluid in the porous space). By steady252
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state flows we refer to flows for which the spatial distributions of the fluid phases253

change continuously, but their statistical properties (saturation, distribution of254

cluster sizes, see [48]) are stationary. The steady state is considered to have255

been reached when the saturation fluctuates around a plateau value, and the256

longitudinal and transverse saturation profiles fluctuate around a uniform sta-257

tionary profile. This can only be measured a posteriori, from the images. After258

performing measurements with the largest saturation range (Sw) possible with259

the setup and experimental protocol (i.e., Sw ∈ [0.46 ; 1]), the procedure was260

repeated with another concentration of the solution (i.e., another σw). Note261

that the lower saturation limit is linked to the connectivity of the liquid phase262

and its stability overtime; liquid phase connectivity is necessary to allow mea-263

surement of the bulk electrical conductivity. During these steps, both the bulk264

electrical conductivity of the cell and the spatial distribution of the fluid phases265

were recorded. These first series of measurements provided a set of images and266

electrical conductivity measurements for different tracer solutions (i.e., different267

σw) at different saturation degrees.268

2.4. Tracer test procedures269

After these initial experiments, we conducted a tracer test under saturated270

conditions and three tracer tests under partially saturated conditions.271

For the fully saturated test, the medium was first saturated with the back-272

ground solution (Cbkg
fluo and σbkg

w ) to obtain a homogeneous initial state. Then,273

the tracer (Ctr
fluo and σtr

w ) was injected at a constant rate (1.375 mm3 s−1). The274

injection rate was chosen to be low enough to follow the dynamics with the sam-275

pling frequency of our acquisition setup. It yields the dimensionless Reynolds276

and Péclet numbers, Re = 1.64 × 10−4 and Pe = 241, respectively. The test277

was stopped when the measured electrical conductivity reached a constant value278

(after ∼12500 s), that is, when an apparent steady-state was reached for the279

salt concentration field.280

For the tracer tests performed under partially-saturated conditions, an un-281

saturated flow was first imposed by jointly injecting air and the background282
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solution at constant flow rates to reach a steady-state flow as explained in sec-283

tion 2.3, with a given liquid saturation of the medium and a given size distribu-284

tion of air clusters. After stopping the injection of air and background solution,285

the tracer solution was injected continuously and at a volumetric flow rate that286

was sufficiently low so that the impact on the previously-established air cluster287

was minimal (0.277 mm3 s−1, yielding Re = 3.79 × 10−4 and Pe = 68). The288

experiments were terminated when the measured bulk electrical conductivity of289

the flow cell reached a constant value (after ∼15200 s for the test presented in290

the results section).291

3. Modelling approach292

3.1. From images to effective bulk electrical conductivity293

The experiments described in the previous section provide two kinds of data:294

images with a light intensity value per pixel, I(x, y), on the one hand, and295

an effective bulk electrical conductivity of the entire cell, σmeas, on the other296

hand. In this section, we describe how we simulate the effective bulk electrical297

conductivity from the images in order to compare the computed conductivity,298

σsim, to the measured one, σmeas.299

The raw images are first corrected for spatial heterogeneities in the incident300

light intensity (which is largest at the center of the flow cell). All subsequent301

data processing is performed on these corrected images. Figure 3 shows the flow302

chart used to process such a corrected image, and the subsequent electrical field303

simulations. The flow cell geometry, with the exact geometry of the borders304

and exact position of each cylinder, is obtained from an image of the medium305

saturated with a solution at Cbkg
fluo and is stored as a binary image denoted “pore306

space mask”, which defines the pore space: Imask = 0 for pixels positioned307

inside borders and cylindrical grains, and 1 for pixels positioned within the308

pore space. The electrodes are clearly visible in the images; their positions and309

geometries are extracted and stored into another mask, the “electrode mask”.310

The porosity of the medium is readily computed from the pore space mask:311
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φ = 0.73. Subsequent images (2966 × 2308 pixels) acquired during the course312

of the experiments are used to extract (1) the phase distribution and (2) the map313

of local conductivities at different times. Image pixels belonging to the air phase314

are identified as those for which the mask value is 1 (Imask = 1) and the recorded315

light intensity is null (I = 0). The liquid (wetting fluid) phase is identified as316

consisting of pixels for which Imask = 1 and I > 0; we define a light intensity317

map in the wetting phase, Iw(x, y), equal to 0 outside the water phase, and318

to I(x, y) inside the water phase. From this image processing, we can monitor319

the water saturation during the tests by considering the ratio of the number of320

pixels belonging to the water phase to the number of pixels belonging to the321

entire pore space. Using the corrected calibration curve discussed in section 2.1322

above, we then convert the Iw(x, y) map in to a map of local conductivities.323

Using the spatial distributions of the phases and local tracer conductivities,324

it is possible to simulate the cell’s effective electrical bulk conductivity, σsim.325

This numerical upscaling is based on the pixel distribution of electrical conduc-326

tivity and is, therefore, limited by the image resolution. Using to the calibration327

relationship between σw and the light intensity obtained from the different di-328

lutions as described in paragraph 2.1, each pixel in the image is attributed a329

given electrical conductivity σw(x, y) from Iw(x, y). The electrical conductivity330

of the wetting fluid ranges between σw = 0.0041 and 0.2130 S m−1. In the331

simulations, the electrodes were given an electrical conductivity of σelec = 104
332

S m−1, which is sufficiently high to obtain practically-constant isopotential val-333

ues along the electrodes but also small enough to avoid numerical problems. The334

polymer NOA81 (cylinders and borders) is, similarly to the air phase, a non-335

conducting material and an arbitrary low electrical conductivity is assigned to336

both: σNOA81 = σair = 10−6 S m−1, which is a value sufficiently low to avoid337

significant electrical current flow in these materials while allowing convergence338

of the numerical code. These electrical simulations will help understand ex-339

actly where the electrical current is flowing and its links with solute transport340

processes.341

The numerical upscaling of the electrical conductivity consists in solving342
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the Poisson equation in 2D. We use a modified version of the code MaFlot343

(www.maflot.com) initially designed to address density-driven Darcy flows [49].344

In the simulations, we generate the current flow by imposing an electrical voltage345

of 1 V between the current electrode (C1 and C2) (see Fig. 1). The top and bot-346

tom boundary conditions are set to electrical insulation. The electrical problem347

is therefore a boundary problem that can be seen as an analog to determining348

the effective hydraulic conductivity of a porous medium of heterogeneous perme-349

ability field between two reservoirs with a given pressure difference under steady350

state conditions. Note that imposing a potential difference in the modelling in-351

stead of injecting a fixed electrical current presents two main advantages: (1) it352

corresponds to what is done experimentally and (2) it avoids problems related353

to air clusters on the electrodes. Indeed, injecting a fixed current would require354

a perfect knowledge of the wetting phase and solute concentration above the355

electrode, which is impossible with the present experimental setup.356

3.2. Petrophysical characterization357

Many petrophysical relationships have been proposed to relate electrical con-358

ductivity to porosity, water saturation, and electrolyte concentration (e.g., [6]).359

The experiments described in section 2.3 provided various data sets of measured360

electrical conductivities σmeas for different water saturations Sw at three differ-361

ent saline tracer conductivities σw. Figures 4a and b show σmeas for different362

σw under saturated and partially saturated conditions, respectively.363

Among the existing petrophysical relationships, let us consider the model364

that is the most used in the ERT literature: the classical model that is obtained365

by combining the so-called Archie’s first and second law [50]. It is applica-366

ble when the mineral surface conductivity can be neglected (i.e., typically for367

materials with low specific surface area such as sands or sandstones):368

σ =
Sn

w

F
σw, (1)

where σ and σw are the electrical conductivities (S m−1) of the porous medium369

and pore-water, respectively, Sw is the water saturation (-), F is the electri-370
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Figure 3: Schematic representation of the processing of the light-corrected images and the

corresponding numerical simulation.

cal formation factor (-), and n is the saturation exponent (-). The electrical371

formation factor is related to porosity by a power law: F = φ−m where m is372

the so-called cementation exponent. The parameters m and n depend on the373

pore-space and water phase geometry, respectively [e.g., Friedman 51]. The374

petrophysical parameters obtained by optimization, using the Simplex algo-375

rithm (Caceci and Cacheris [52]) and considering the entire dataset, are F =376

1.85 and n = 4.377

Equation (1) relating σ and σw allows us to reproduce very well the exper-378

imental data in saturated conditions (Fig. 4a), but the data fit is not as good379

for partially-saturated conditions (Fig. 4b). One likely reason for this is that380

the sample size is too small to produce a representative elementary volume for381

the experiments with the lowest water saturations.382
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a. b.

Measured data
Archie (1942)

Figure 4: Bulk electrical conductivity as a function of (a) water conductivity in saturated

conditions and (b) water saturation for different pore-water electrical conductivities. The

dots (circles, squares, and triangles) correspond to the measurements (for different solutions)

and the plain lines corresponds to the model of Archie [50]. The best fit to the entire data set

was achieved with F = 1.85 and n = 4 in Eq. 1.

Eq. (1) is based on the assumption that the pore water salinity is homo-383

geneously distributed in the wetting phase. In the literature, ERT monitoring384

results of saline tracer tests are often interpreted by reformulating Eq. 1 and385

assuming that the water saturation is known. This results in an ERT-inferred386

electrical conductivity of the solute at the resolution scale:387

σapp
w =

F

Sn
w

σmeas. (2)

This apparent solute electrical conductivity can then be used to estimate an av-388

erage solute concentration in the considered volume. For a spatially-constant F ,389

Sw and n, σapp
w is theoretically limited by the Wiener bounds ([53]), sometimes390

called Voigt and Reuss bounds.391

The Wiener bounds are the arithmetic, σ̄a
w, and harmonic, σ̄h

w, means of the

electrical conductivities σi constituting the wetting phase:

σ̄a
w =

1

N

N∑

i=1

σi
w, (3)
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σ̄h
w =

N
N∑
i=1

1

σi
w

, (4)

where i denotes a single pixel belonging to the wetting phase and N is the total

number of pixels identified as the wetting phase. The arithmetic and harmonic

means are equivalent to the global conductivity of an electrical circuit where

conductances would be placed either in parallel or in series, respectively. The

Wiener bounds theory predicts that:

σ̄a
w ≥ σapp

w ≥ σ̄h
w. (5)

4. Results392

This section describes and analyzes the data obtained from the laboratory393

tracer experiments (section 2) after data-processing following the workflow de-394

picted in section 3.1. We first present the results from the tracer test in saturated395

conditions and then those obtained under partially-saturated conditions.396

4.1. Tracer test under saturated conditions397

Figure 5a shows the evolution of the measured bulk electrical conductivity398

during the tracer test performed in the water-saturated flow cell; t = 0 s corre-399

sponds to the beginning of the tracer injection in the cell. Figures 5b to e are400

snapshot images of the normalized tracer concentration at t = 4000 s, 6000 s,401

8000 s, and 12000 s, respectively.402

As expected, the measured bulk electrical conductivity increases as the tracer403

invades the medium. This increase is relatively smooth as a consequence of404

the tracer being transported according to an advection-diffusion process in a405

medium that is homogeneous at the Darcy scale. The tracer front is not per-406

fectly straight nor transverse to the mean flow direction, due to some transverse407

heterogeneity in the conditions of tracer injection at the inlet of the medium,408

and possibly to a slight transverse permeability gradient in the medium. But no409

solute fingers are visible at scales smaller than a third of the flow cell width, and410
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when the most advanced solute finger reaches the medium outlet, the most re-411

tarded region of the front has already reached half of the mediums length. Note412

that the rate of increase in the bulk electrical conductivity accelerates between413

t = 4000 and 8000 s (Fig. 5a), which corresponds to the time interval over which414

increasing tracer concentration is in contact with both potential electrodes (P1415

and P2). The rate of increase decreases after t = 8000 s when a continuous strip416

of highly concentrated tracer joins the two electrodes. This enables electrical417

current to flow through the cell with a lesser resistance.418

After post-processing the images and solving the electrical problem at each419

time step (see section 3.1), it is possible to compare the measured bulk con-420

ductivity (i.e., flow cell scale, or macroscopic scale) to the simulated ones. Fig-421

ure 6a shows that the simulated conductivity (σsim) is in relatively good agree-422

ment with the data (σmeas) measured at the cell scale (root mean square error:423

RMSE = 0.0021 S m−1).424

Figure 6b shows the evolution of the apparent electrical conductivity of the425

wetting phase σapp
w at the macroscopic scale (i.e., the scale of the flow cell)426

using Eq. 2. This value is compared to the arithmetic mean (“conductance427

in parallel” model) σ̄a
w and to the harmonic mean (“conductance in series”428

model) σ̄h
w, showing that Eq. 5 is respected. Initially, σapp

w tends to follow the429

conductance in series model (σ̄h
w) until fluid carrying a significant concentration430

of the tracer reaches the second potential electrode P2 (between t = 3000 s431

and t = 9000 s). Then, σapp
w starts to follow the conductance in parallel model432

(σ̄a
w) as the tracer tends to be distributed more homogeneously in the pore433

space. Note that at the end of the tracer test, the pore space is not filled434

homogeneously by the tracer (σ̄a
w 6= σ̄h

w). Even with this homogeneous grain435

distribution, some parts of the medium are left with comparatively low tracer436

concentrations (Fig. 5e).437

4.2. Tracer test under partially-saturated conditions438

The same procedure was applied to the data obtained from the two-phase439

flow tracer test. Figure 7a shows the evolution of the measured electrical con-440
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ductivity during the tracer test, while Figs. 7b, c, and d are snapshot images441

of the normalized tracer concentration at times t = 2000 s, 4000 s, 8000 s, and442

14000 s after the beginning of the tracer injection in the cell, respectively. The443

non-wetting phase (air) appears in white, while the grains, boundaries, and elec-444

trodes appear in black. The air phase is arranged in clusters with a geometry445

that changed during the course of the experiment (i.e., a saturation increase446

from Sw= 0.69 to 0.87). Note that the strategy described in Section 3.1 allows447

us to account for these saturation changes in the simulations.448

As for the saturated case, Figure 7a shows a strong increase in the bulk449

electrical conductivity as the tracer invades the medium. However, this increase450

is sharper and it appears earlier than for the saturated case. In partially satu-451

rated conditions, the tracer has a much reduced freedom to choose its pathway452

through the medium as not only grains act as obstacles to flow (as in the sat-453

urated case), but also large air clusters (e.g., [35]). The path for the tracer454

includes more obstacles (grains + air clusters), having a higher mean intersti-455

tial velocity. This results in a larger heterogeneity of the tracer concentration456

in the flow cell.457

In agreement with the experiment under saturated conditions (see Sec-458

tion 4.1), a sharp increase in the effective bulk electrical conductivity occurs459

when the tracer connects the P1 and P2 electrodes, creating a preferential path-460

way of least resistance for the electrical current (around t = 4000 s). One can461

also identify a second smaller increase around t = 9000 s when other fingers of462

tracer reach the P2 electrodes, thereby, creating new preferential pathways for463

the electrical current. The initial small fingering feature occurring at the top464

of the cell (Fig. 7c) generates a larger relative increase in σmeas (from 10−3 to465

10−2 S m−1 between t = 2000 s and t = 6000 s) than the larger fingers of tracer466

that can be seen in Fig. 7d (from 10−2 to 2×10−2 S m−1). Fingering thus leads467

to strong increases in the electrical conductivity.468

Figure 8a shows the comparison between the measured and the simulated469

electrical conductivities at the scale of the flow cell. The match between the470

simulation and the measurements, obtained with the same calibration curve471
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as for the saturated experiment, is relatively good except at the beginning472

(RMSE = 0.0017 S m−1). The small discrepancy could be explained by the473

fact that the optical contrast between the background solution and the air is474

somewhat too low in comparison to the intensity range corresponding to the475

heterogeneity of the lighting setup, so that even after correcting the images for476

lightning heterogeneity a small number of the air clusters are not detected as477

such, but are attributed to the background solution. The apparent electrical478

conductivity of the wetting phase at the macroscopic scale (i.e., the medium’s479

scale or flow cell scale), σapp
w , was calculated using Eq. 2 and considering the480

water saturation obtained from the image processing (Fig. 8a) and the best fit481

parameters from the petrophysical characterization (F = 1.85 and n = 4, see482

Fig. 4). Note that the data respect Eq. 5 during most of the tracer test dura-483

tion, except at for some points at the beginning of the test. σapp
w > σ̄a

w (before484

t = 1500 s) and σapp
w < σ̄h

w (for t = 2500 and 3000 s) can be explained by the485

poor fit between the measured and simulated electrical conductivities at the486

corresponding times. Similarly to the saturated case, σapp
w first tends to follow487

the “conductance in series” model before the first tracer finger connects P1 and488

P2 (Fig. 7c). Then, σapp
w tends towards the “conductance in parallel” model489

but never reaches its values. Indeed, throughout the tracer test, the medium490

never reaches a homogenized distribution of tracer concentration over the time491

of the experiment. Figure 7e clearly shows the very heterogeneous nature of the492

tracer distribution after t = 14000 s, which explains why σ̄h
w does not converge493

to σ̄a
w. The homogeneization might occur after a much longer time through494

diffusion processes along the concentration gradients. Ionic diffusion processes495

have very slow kinetics (of order D = 10−10 m2 s−1) compared to the advec-496

tion processes studied here: taking the linear size of the largest air clusters,497

lair ' L/4 = 40 mm as a typical length scale, the time necessary for the con-498

centration to fully homogenize by ionic diffusion would be l2air/D = 1.6× 107 s499

= 185 days.500
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5. Discussion501

5.1. Petrophysical characterization of the 2D medium502

The petrophysical characterization of the analogous 2D porous medium is503

an important step for the interpretation of the present experiments. F = 1.85504

and n = 4 can seem surprising for petrophysicists used to natural rocks. The505

low value of the formation factor is a consequence of the large porosity, and the506

high value of the exponent n is the consequence of the 2D nature of the media507

under investigation (see the 2D pore network study of Maineult et al. [54]).508

Based on Archie [50], the electrical tortuosity of the wetting phase, αw, can be509

defined as (Revil and Jougnot [55]):510

αw = φFS(1−n)
w , (6)

which yields αw = 1.35 and αw = 4.04 at the beginning of the saturated and511

partially saturated tracer tests, respectively. These small tortuosities can be512

visualized by considering the phase distributions (e.g., only 2D obstacles, long513

continuous path of wetting phase, see Figs. 5 and 7). Note that the electrical tor-514

tuosity of the water phase determined by electrical conductivity measurements515

can be used to predict different transport properties of interest in hydrology,516

such as the ionic and gas diffusion coefficients (e.g., [55, 56, 57]) or thermal517

conductivity (e.g., [58, 59]).518

Figure 4 shows that the fit of Archie’s model for data obtained at full sat-519

uration is better than the fit obtained under partially saturated conditions.520

This can be explained by considering the concept of Representative Elementary521

Volume (REV): the smallest volume over which a measurement can be made522

to obtain a value representative of the whole ([60]). For saturated conditions523

with a homogeneous solution concentration (Fig. 4a), we conducted numerical524

tests by calculating the bulk conductivity σcalc of only parts of the cell (not525

shown here). These tests showed that the difference between the bulk electrical526

conductivity calculated over a quarter of the cell and over the entire domain527

was smaller than 1.26 %. Thus demonstrating that the REV of the saturated528
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medium REV sat is smaller than the flow cell. However, substantial differences529

between sub-domains occurred when we conducted a similar numerical study530

on the partially saturated medium. Therefore, the size of REV for the partially531

saturated medium, REV unsat is likely larger than the size of the cell itself. This532

is expected as the linear size of the largest air clusters in the medium is of533

about half of the medium size. Consequently, we illustrate here the following534

inequality:535

REV sat � REV unsat. (7)

This is well-known in the literature (e.g., [61]), but it is not always accounted536

for in hydrogeophysical studies. The limitations of Archie’s law in the presence537

of percolation phenomena are discussed, for instance, by Kozlov et al. [43].538

5.2. Relationship between the concentration field and the measured conductivity539

As shown in section 4, the heterogeneity of the tracer concentration field540

strongly depends on the saturation of the medium. Indeed, the concentration541

field is much more heterogeneous under partially saturated conditions than in542

the saturated case. As seen in Fig. 7d, at the end of the experiment (t = 14000 s),543

large parts of the cell are still at the background solution concentration and the544

tracer is far from being homogeneously distributed. Note that molecular/ionic545

diffusion effects will eventually homogenize the tracer concentration but with546

very slow kinetics (see discussion in [35]).547

Figure 9 compares the normalized tracer concentration distribution at a late548

stage of saturated and partially-saturated tracer tests and the corresponding549

simulated electrical current densities. The impact of the saturation distribution550

has a strong effect on the tracer distribution (Figs. 9a and b) that clearly man-551

ifest itself in simulated electrical current densities in saturated (Fig. 9c) and552

partially-saturated (Fig. 9d) conditions. In the fully saturated media, we find a553

current density that is homogeneously-distributed in the pore space, while in the554

partially-saturated case it is highly channelized. We find that the current paths555

are straighter and less tortuous than the saline tracer distribution (Figs. 9c and556
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d). As expected, while the saturated porous media shows a homogeneous dis-557

tribution of current densities, the unsaturated porous media is characterized by558

a highly channelized current density field.559

In our experimental results, we show that the effective bulk electrical conduc-560

tivity at the scale of the flow cell carries information about transport processes561

occurring at smaller scales. Electrical conductivity is sensitive to the saline562

tracer distribution in the medium. Indeed, for both saturated and partially-563

saturated conditions, a very strong increase of the effective bulk electrical con-564

ductivity can be seen when the saline tracer connects electrodes P1 and P2565

(Figs. 5 and 7). The connectivity of the tracer in the medium is illustrated by566

the Wiener bounds; the apparent water conductivity is initially analogous to a567

model of conductance in series before it starts to follow a model of conductances568

in parallel. This analysis is even more instructive in partially saturated condi-569

tions as the breakthrough of only one solute finger through the medium acts as570

a preferential path for the electrical current, yielding a very strong change in571

bulk electrical conductivity.572

Tracer fingers in the unsaturated case act as preferential paths for the electri-573

cal current (Fig. 9d) in comparison to the more homogeneous case in saturated574

conditions (Fig. 9b). One can identify “bottle-necks” as the places where the575

flow lines are focused between air clusters or grains (e.g., [35]). This effect on the576

tracer transport affect the distribution of the electrical current flow (Fig. 9d).577

This channeling of the electrical current density is not only controlled by the578

tracer concentration alone, but also by how a region containing high tracer579

concentrations connects the different electrodes of the measurement setup. For580

example, the large tracer concentration area in the middle of Fig. 9d does not581

contribute significantly to the electrical flow.582

The dynamics and evolution of the effective tracer percolation through the583

medium are also well captured by the bulk electrical conductivity. In saturated584

conditions, the smooth increase of σ during the entire tracer test corresponds585

to the progressive invasion of the flow cell by the saline tracer (Fig. 5). On586

the contrary, the more abrupt increase of σ around t = 4000 s and the smaller587
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one around t = 9000 s (Fig. 7) denote the percolation of the first and second588

fingers of tracer through the porous medium. This clear link between tracer589

percolation and bulk electrical conductivity should be studied in more details to590

couple transport models at the pore-scale and hydrogeophysical measurements,591

for example following the idea proposed by Kemna et al. [9] at the field-scale.592

5.3. Electrical conductivity anisotropy593

From the previous subsection, it appears that the bulk electrical conductivity594

is strongly related to the liquid phase connectivity and to the spatial distribution595

of the tracer concentration. It is therefore highly sensitive to the orientation of596

the electrical conductivity measurement setup with respect to the tracer trans-597

port. In order to study this effect, numerical tests have been performed: for598

each time step, the simulated bulk electrical conductivity presented in sections599

4.1 and 4.2 (the longitudinal bulk electrical conductivity) has been compared to600

the value obtained from a numerical simulation where the current flows in the601

medium from top to bottom, so that we compute the transverse bulk electrical602

conductivity. That is, we extracted the section of the images between electrode603

P1 and P2 (i.e., the investigation zone) and solved the electrical problem after604

imposing a 90◦ rotation to the porous medium around its center, without mod-605

ifying the position of the electrodes. Figures 10a and b illustrate the simulation606

set-up of this anisotropy study, while Fig. 10c and d show the anisotropy factor607

λ of the electrical conductivity during the saturated and the partially saturated608

tracer tests, respectively. The dimensionless anisotropy factor, λ, is calculated609

as follows [e.g. 62]:610

λ =

√
σsim

σsim
90

, (8)

where σsim and σsim
90 are the longitudinal and the transverse electrical conduc-611

tivities with respect to the fluid flow direction, respectively. Finally, Figures 10e612

and f are conceptual illustrations of ERT measurements for a lateral or vertical613

tracer test in the near surface, respectively.614
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The behaviour of the electrical anisotropy factor is completely different under615

saturated and partially saturated conditions (Fig. 10). Under saturated condi-616

tions (Fig. 10b), the bulk electrical conductivity of the medium is isotropic (i.e.,617

λ ' 1) at the beginning and at the end of the tracer test. During the tracer618

test, the transverse electrical conductivity is higher than the longitudinal one619

as the zone that is invaded by the tracer create a high conductivity path for the620

electrical current from top to bottom (Fig. 5). On the contrary, under partially621

saturated, the medium is already anisotropic due to the presence of air clusters,622

the largest of which have a linear size close to half the medium size. Given the623

flow direction in the cell, air clusters tend to be more elongated in the longitu-624

dinal direction (Fig. 7), which yield σsim > σsim
90 (λ = 1.15 for t = 0 s). Then, as625

the tracer propagates in the pore space, the complex patterns of tracer fingering626

tend to increase the anisotropy factor (up to λ = 2.41). Note that, at the end627

of the tracer test, the anisotropy factor diminishes but does not return to its628

initial value (e.g. λ = 1.59 at t = 14000 s). This is caused by the remaining629

strong heterogeneity in the tracer concentration distribution (Fig. 9).630

5.4. Impact on ERT interpretations631

This study presents a new geoelectrical milli-fluidic setup that helps un-632

derstanding better the link between state variables of hydrogeological interest633

(water saturation, flow velocity field, ionic concentration field, solute concen-634

tration field) and measurable upscaled geophysical properties under dynamic635

conditions. Considering that the scale of the flow cell in our experiment could636

be seen as an analogue to the resolution scale in a field ERT experiment, the637

present work has clearly shown that the apparent water electrical conductiv-638

ity at the resolution scale is largely determined by the heterogeneity of ionic639

concentrations below this resolution scale, especially under partially saturated640

conditions (see Figs. 5 to 9).641

Electrical conductivities resulting from ERT inversion are subjected to two642

kinds of processes masking the medium heterogeneity: (1) a smoothing above643

the cell size used to discretize the subsurface that is due to the inversion reg-644
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ularization imposed to make the inverse problem unique and (2) the conduc-645

tivity homogenization at the REV (or discretized cell size) scale that we study646

herein. The inversion smoothing is the most scrutinized one as it is due to a647

regularization process needed to perform the inversion [e.g. Constable et al.648

22]. Various works have described and studied the impact of model regular-649

ization, showing that information about sharp contrasts between model cells is650

lost (see, among other works: Day-Lewis et al. [18], Singha and Gorelick [19]).651

This phenomenon induces an apparent tracer loss when conducting in situ ERT652

monitoring of tracer tests. The second process masking the heterogeneity of the653

processes at play is a consequence of unaccounted saline tracer heterogeneity654

below the cell size used in the inversion. This cell size is often implicitly as-655

sumed to correspond to the REV scale and petrophysical models are used (see656

Eq. 1) that assumes that saline tracer heterogeneity is constant. Only a few657

works have considered tracer heterogeneity at the REV scale (e.g., [23], [28]),658

but only for two classes of porosities. Future work is needed to ensure proper659

upscaling to the cell size used in geophysical inversion and forward modeling.660

This work has clearly demonstrated that such effects can be very strong. In661

practice, we suggest that both of these effects are interconnected and we refer662

to them collectively as sub-resolution effects.663

In our experiments we find that the heterogeneous fluid phase distributions664

and ionic concentration field in the aqueous phase at the sub-resolution scale665

have shown a strong impact on the effective bulk electrical conductivity. When666

conducting ERT monitoring, researchers often try to retrieve the ionic con-667

centration at the resolution scale from the bulk electrical conductivity using668

a petrophysical relationship (often Archie [50], Eqs. 1 and 2) which assume a669

homogeneous distribution of σw below the resolution scale. Thus, they ignore670

the two effects described above (regularization and homogenization). However,671

in section 4, we have shown that the bulk electrical conductivity measured at672

the scale of our porous medium depends strongly on the connectivity of the673

tracer between the two potential electrodes at the pore-scale. Figures 6b and674

8b show that as long as the medium is not homogeneous, the apparent water675
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conductivity can be much smaller than the arithmetic mean of its constituents:676

σapp
w � σ̄a

w. Indeed, the electrical current is only sensitive to a fraction of the677

tracer in the medium, the part connecting both sides of the voxel in the direc-678

tion of the electrical current, as shown by Fig. 9. And, as discussed previously,679

the time of homogeneization can be much longer than the duration of an ex-680

periment (be it a lab or a field experiment). This inequality between effective681

bulk conductivity and arithmetic average conductivity results in an apparent682

mass loss when inferring solute concentrations from ERT inversion results using683

Eq. (2). Indeed, in our medium, the arithmetic mean of the local conductivities684

(the upper Wiener bound), σ̄a
w, is proportional to the arithmetic mean of local685

concentrations, which is the solute concentration defined at the medium scale.686

If one considers that our medium scale represents the resolution scale of an687

ERT field experiment (Figs. 10e and f), the solute concentration measured by688

ERT would be inferred from an apparent water conductivity measured at that689

scale, and hence its ratio to the true solute concentration would equal the ratio690

σapp
w /σ̄a

w. In other words the apparent mass loss is a necessary consequence of691

the upper Wiener bound at sub-resolution scale and is to be expected as soon as692

the solute is not well-mixed in the pore space and at the ERT resolution scale693

(i.e., always). This mechanism could account for an important proportion of the694

very important mass loss in ERT studies (e.g., 75 % of apparent mass loss in695

Singha and Gorelick [10]). Furthermore, these results indicate that monitoring696

an horizontal tracer flow (Fig. 10e) or a vertical one (Fig. 10f) from the surface697

could result in very different apparent mass losses, depending also on the type698

of ERT measurements performed (surface measurements or borehole measure-699

ments). The use of electrode arrays at both the surface and in boreholes [e.g.700

14], when available, could help better constraining the tracer flow direction by701

taking advantage of this anisotropy.702

Finally, to the best of our knowledge, the electrical conductivity has never703

been considered a tensor in time-lapse ERT inversions [see 63, 64, for static in-704

version]. Therefore, the effect of tracer percolation on the electrical conductivity705

anisotropy factor is largely ignored and will inevitably produce artifacts. Given706
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the large value obtained in the anisotropy test (up to λ = 2.76 in Fig. 10d),707

it seems that describing electrical conductivity as a tensorial property during708

tracer tests should be investigated in more details.709

5.5. Technical improvements for further experiments710

We have developed a geoelectrical milli-fluidic setup to study sub-resolution711

effects associated with electrical conductivity monitoring of tracer tests. Even712

if this initial study is already rich in results, significant improvements could be713

made to the experimental setup and measurement protocol.714

The opacity of the currently used electrodes has the disadvantage of de-715

grading the information available about what is happening above them (Figs.716

5, 7, and 9), making for example the determination of air cluster boundaries717

above an electrode difficult. Different possibilities can be explored to solve this718

issue, among which the use of transparent electrodes, or locating the electrodes719

outside of the porous medium.720

An appropriate choice of fluorescein concentration in the injected solutions721

is crucial to obtain high-quality images with a suitable optical contrast. For722

future works, we recommend that the background solution should be more con-723

centrated in fluorescein, in order to improve the contrast between the liquid724

phase at low fluorescein concentration and the air phase. Furthermore, the725

mass concentration ratio between fluorescein and NaCl salt should be revisited726

to take advantage of the largest range of light intensity possible. We anticipate727

that performing the calibration of the transfer function between light intensity728

and local conductivity in the same flow cell as that used for the tracer exper-729

iments will remove the need for an a posteriori correction of the calibration730

curve. Besides, the use of many more calibration points will help improving the731

reliability of that curve.732

6. Conclusion733

We propose a new geoelectrical milli-fluidic setup to study the impact of the734

pore-scale distribution of fluid phases and tracer concentrations on the effective735
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bulk electrical conductivity. The setup is based on a two-dimensional porous736

medium consisting of a single layer of cylindrical grains positioned randomly be-737

tween two parallel glass plates. The macroscopic scale in our laboratory study738

can be seen as an analogue to the resolution scale of ERT at the field-scale.739

After performing a petrophysical characterization of the porous medium, we740

monitored variations in the bulk electrical conductivity of the porous medium741

during saline tracer tests under full and partial saturation. We find that the742

air distribution and the resulting heterogeneity in solute concentrations lead to743

electrical current channeling with strong effects on effective bulk conductivities.744

This suggests a strong impact of pore-scale and sub-resolution effects on up-745

scaled bulk electrical conductivity in terms of magnitude and anisotropy. Such746

effects are expected to systematically occur at the field-scale due to incomplete747

solute mixing below the resolution scale. We suggest that they could contribute748

significantly to an important inconsistency in conventional time-lapse ERT im-749

age processing, namely the apparent loss of tracer mass. In fact, the use of750

the upper Wiener bound of the effective bulk electrical conductivity implies751

that the inferred solute concentration at the ERT resolution scale will always752

be smaller than the true average solute concentration at that scale. The pre-753

sented geoelectrical milli-fluidic setup (and variations thereof) opens up a range754

of opportunities to investigate the link between electrical signals and a variety755

of pore-scale processes, such as mixing, reactive transport, and biogeochemical756

reactions.757
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Y. Méheust, Pore-scale mechanisms for the enhancement of mixing in un-873

saturated porous media and implications for chemical reactions, Geophys-874

ical Research Letters 42 (13) (2015) 5316–5324.875

34



ACCEPTED MANUSCRIPT

ACCEPTED M
ANUSCRIP

T
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Figure 5: (a) Measured effective bulk electrical conductivity as a function of the time since the

initiation of a tracer test in saturated conditions and corresponding images of the normalized

tracer concentration in the flow cell at (b) t = 4000 s, (c) t = 6000 s, (d) t = 8000 s, and (b)

t = 12000 s. The grains, the top and bottom boundaries, and the four electrodes appear as

either black lines or circles on the image.
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Figure 6: (a) Comparison between measured and simulated electrical conductivities at the

scale of the flow cell under saturated conditions (RMSE = 0.0021 S m−1). (b) Apparent

water electrical conductivity from Eq. 2 (with F = 1.85) and Wiener bound values of the

wetting phase at the flow cell scale.
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Figure 7: (a) Measured effective bulk electrical conductivity as a function of the time during

a tracer test in partially saturated conditions and corresponding images of the normalized

tracer concentration in the test cell at (b) t = 2000 s, (c) t = 4000 s, (d) t = 8000 s, and (e)

t = 14000 s. The grains, the top and bottom boundaries, and the four electrodes appear as

either black lines or circles on the image. The air appears in white clusters since there is no

fluorescein in this phase. During the course of the experiment, the water saturation increased

from Sw = 0.69 to 0.87.
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Figure 8: (a) Comparison between measured and simulated electrical conductivities at the

scale of the flow cell under partially saturated conditions (RMSE = 0.0017 S m−1). (b)

Apparent water electrical conductivity from Eq. 2 (with F = 1.85 and n = 4) and Wiener

bound values of the wetting phase at the flow cell’s scale. Note that the water saturation

increased from Sw = 0.69 to 0.87 during the test.
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a. b.

c. d.

Figure 9: (a and c) Normalized tracer concentration and (b and d) current density spatial

distribution at a late stage of the tracer test experiments under saturated (a and b correspond

to t = 12000 s) and partially saturated (c and d correspond to t = 14000 s) conditions. Note

that we only display the current density as red streamline density between P1 and P2, masking

the effect of the high conductivity of the copper electrode to improve the readability of Figs.

9b and d.
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Figure 10: Numerical study of anisotropy in the effective bulk electrical conductivity during

tracer experiments for (a) the experimental configuration with longitudinal electrical transport

and (b) a rotation of the set of electrodes with respect to the medium by 90◦ (i.e., imposing

transverse electrical transport with respect to the main flow direction). (c) The electrical

anisotropy factor as a function of time during the saturated tracer test. (d) Same as (c) for

partially saturated conditions. Note that the anistropy study is only conducted on the part

of the cell between P1 and P2 (i.e., the investigation zone). The dashed line corresponds to

the value λ =1. Conceptual view of surface-based ERT measurements for (e) lateral and (f)

vertical tracer flow in the near surface.
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