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Abstract	1 

For many polar organic micropollutants, biotransformation by activated sludge microorganisms is a 2 

major removal process during wastewater treatment. However, our current understanding of how 3 

wastewater treatment operations influence microbial communities and their micropollutant 4 

biotransformation potential is limited, leaving major parts of observed variability in biotransformation 5 

rates across treatment facilities unexplained. Here, we present biotransformation rate constants for 42 6 

micropollutants belonging to different chemical classes along a gradient of solids retention time 7 

(SRT). The geometric mean of biomass-normalized first-order rate constants shows a clear increase 8 

between 3 d and 15 d SRT by 160% and 87%, respectively, in two experiments. However, individual 9 

micropollutants show a variety of trends. Rate constants of oxidative biotransformation reactions 10 

mostly increased with SRT. Yet, nitrifying activity could be excluded as primary driver. For 11 

substances undergoing other than oxidative reactions, i.e. mostly substitution-type reactions, more 12 

diverse dependencies on SRT were observed. Most remarkably, characteristic trends were observed 13 

for groups of substances undergoing similar types of initial transformation reaction, suggesting that 14 

shared enzymes or enzyme systems that are conjointly regulated catalyze biotransformation reactions 15 

within such groups. These findings open up opportunities for correlating rate constants with measures 16 

of enzyme abundance, which in turn should help to identify genes or gene products associated with the 17 

respective biotransformation reactions. 18 

19 
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Introduction	20 

To assess and minimize the risks imposed by the release of anthropogenic chemicals into the 21 

environment, understanding which factors determine transport and degradation processes of chemicals 22 

at the end of their product life-cycle is important. Pharmaceuticals and other domestic and industrial 23 

chemicals are frequently detected in wastewater.1 Although activated sludge-based treatments are 24 

primarily optimized to reduce biological oxygen demand (BOD) and nutrients such as ammonium and 25 

phosphorous, they also remove micropollutants (MPs) to varying degrees. In fact, for many polar, 26 

organic micropollutants, biotransformation by activated sludge microorganisms is an important 27 

removal process.1 Numerous attempts have been made to understand the influence of the molecular 28 

structure, process-related parameters, properties of the wastewater or characteristics of the microbial 29 

communities on MP biotransformation.2-8 Although previous work shed light on the importance of 30 

various factors, a significant part of the observed variability in MP removal under different wastewater 31 

treatment conditions remains unexplained.9, 10 Yet, a more thorough understanding of how observed 32 

variabilities in MP biotransformation rates and pathways, including formation of potentially hazardous 33 

transformation products (TP), depend on different influencing factors is of significant interest: It 34 

would enable more accurate predictions of biotransformation, which in turn would support chemical 35 

risk assessment, and it would open up opportunities to optimize treatment processes towards improved 36 

micropollutant removal. 37 

Solids retention time (SRT), or sludge age, which defines the average time microbial biomass resides 38 

in a given treatment unit, has repeatedly been discussed as having a major influence on micropollutant 39 

biotransformation. In several studies, positive relationships between SRT and micropollutant removal 40 

have been reported1, 11-26 and a beneficial effect of SRT on MP removal is widely accepted.27 Clara et 41 

al.12 first reported a strong correlation between effluent concentrations and SRT for bisphenol A, 42 

bezafibrate, ibuprofen and natural estrogens. Ternes and Joss observed that nitrifying wastewater 43 

treatment plants (WWTPs) operated at SRTs above 10 d removed MPs more efficiently than WWTPs 44 

operated at less than 4 d SRT.1 However, in other studies, contrasting results were reported of no 45 
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connection between MP removal and SRT10, 19, 28-33, or even higher removal at lower SRTs for certain 46 

MPs.28  47 

To further understand these contradictory findings, there is a need to distinguish between overall 48 

removal of MPs and biomass-normalized (or biomass activity-normalized) biotransformation rate 49 

constants. As elaborated in Schwarzenbach et al.,34 pseudo-first-order kinetics have frequently been 50 

observed for MP biotransformation in microbial communities, allowing to calculate biomass-51 

normalized rate constants (often denoted kbio).1, 35-37 At fixed reactor volumes and hydraulic retention 52 

times (HRTs), an increase in SRT leads to a higher concentration of active biomass.15 Even if 53 

biomass-normalized biotransformation rate constants were not affected by SRT, those higher biomass 54 

concentrations would most likely instigate a higher percentage of biological removal.22, 38, 39 A number 55 

of more recent studies describe attempts to better understand the influence of SRT on 56 

biotransformation rate constants. Petrie et al. have shown that estrogen biotransformation per bacterial 57 

cell was higher at 10 d than at 3 d SRT.38 Falås et al. found higher VSS-normalized biotransformation 58 

rate constants for ketoprofen and naproxen in activated sludge from WWTPs operated at an SRT of at 59 

least 7 d compared to low SRTs of 1-3 d.23 In contrast, others reported that a decrease in SRT from 20 60 

d to 5 d led to higher kbio values for diclofenac, ibuprofen, naproxen and caffeine.32 Similarly, in a 61 

comparison of three activated sludge systems operated at SRTs of 3, 10 and 20 d, the endocrine 62 

disrupting substances bisphenol A, triclosan and 4-n-nonylphenol showed highest kbio values at 3 d of 63 

SRT.19 Finally, no systematic influence of SRT on kbio for different MPs was observed for activated 64 

sludge reactors operated in parallel at high SRTs of 25, 40 and 80 d.33 65 

Taken together, previous observations remain restricted to a limited number of substances and do not 66 

allow for any general conclusions on the influence of SRT on MP biotransformation rates. It remains 67 

unclear which substance classes and types of biotransformation reactions are positively associated 68 

with SRT and through which mechanisms SRT affects biotransformation rates and pathways. 69 

Therefore, in this study, we aimed to address the question how MP biotransformation depends on SRT 70 

using MPs from different substance classes undergoing various types of biotransformation reactions. 71 

Specifically, we wanted to explore whether consistent trends would be found for classes of substances 72 
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undergoing similar biotransformation reactions, and whether these trends could serve to generate 73 

hypotheses about underlying mechanisms. For this purpose, we established six bioreactors operated at 74 

a gradient of SRTs and designed a strategy to consistently profile the biotransformation potential of 75 

the cultivated activated sludge communities. The strategy included the selection of a diverse and 76 

sufficiently large set of MPs that were expected to undergo a range of oxidation and substitution 77 

reactions, and the establishment of an efficient workflow to study the biotransformation rate constants 78 

and reactions of the selected MPs. 79 

Methods	80 

Reactor	setup	and	operation	81 

For cultivation of activated sludge at different SRTs, six 12 L reactors were operated in parallel. The 82 

reactors were connected to a programmable logical controller (Wago 750-881) and a SCADA system 83 

(Citect V7.2, Schneider Electric), enabling automated operation as previously described.33 Online 84 

sensors allowed to control fill levels (Cerebar PMC131, Endress+Hauser) and dissolved oxygen (DO) 85 

concentrations (Oxymax COS61D, Endress+Hauser) and to monitor temperature (ISEmax CAS40D, 86 

Endress+Hauser). The reactors were equipped with feed pumps, discharge valves, flow-controlled 87 

fine-bubble aerators and stirrers. For inoculation of the reactors, activated sludge was collected from 88 

the nitrification tank of a full-scale WWTP receiving mostly municipal wastewater (WWTP 89 

Niederglatt, 40,000 population equivalents, details in the Supporting Information (SI), section S1). DO 90 

levels in the reactors were controlled within the range of 1.5−3 mg/L via intermittent aeration. The six 91 

reactors were operated as sequencing batch reactors (SBRs) at a fixed HRT (12 h) and different SRTs 92 

(1, 3, 5, 7, 10 and 15 d). The reactors were operated in fully-automated 4 h cycles comprising a 93 

settling phase, a discharge phase, a feed phase and a reaction phase as detailed in the SI (section S1). 94 

For reactor feeding, municipal wastewater was collected after primary treatment (screening, grit 95 

removal, and sedimentation) from an urban catchment of 30,000 population equivalents.  To adjust the 96 

SRTs, different portions of activated sludge were withdrawn from the six reactors according to Table 97 

S1. All total suspended solids (TSS) measurements performed prior to and during the 98 
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biotransformation experiments showed gradually increasing values from the first to the sixth reactor, 99 

confirming a gradual increase in actual SRTs (SI section S2). The reactor temperatures varied slightly 100 

according to the temperature in the sewer (18 ± 2 °C). 101 

Biotransformation	profiling	strategy	and	workflow	102 

Our strategy to profile the biotransformation potential of the activated sludge communities is 103 

summarized in the following. More details are given in the SI, Sections S2-S7. 104 

Selection of chemicals 105 

Multiple substances covering the same chemical class and for which we expected similar initial 106 

biotransformation reactions according to molecular structure-based in silico pathway prediction using 107 

the EAWAG pathway prediction system (EAWAG-PPS, http://eawag-bbd.ethz.ch/predict/) and 108 

reported pathways from literature were included. For instance, for primary amides, nitriles or 109 

carboxylic esters, hydrolysis reactions were expected, whereas oxidative demethylation reactions were 110 

expected for phenylureas or generally for tertiary amides. Chemicals of known environmental 111 

relevance were additionally included, resulting in a total of 93 analyzed chemicals (for further details 112 

on chemicals and expected transformation reactions, see section S3).  113 

Biotransformation experiments 114 

Biotransformation batch experiments were started after 48 days (Exp1) and 187 days (Exp2) of reactor 115 

operation with a total of 77 (Exp1) and 93 (Exp2) chemicals, respectively. In Exp1, the experiment 116 

was conducted in the 12 L SBRs directly where, for the duration of the batch experiment, the cycling 117 

was paused after a feed phase. In Exp2, the activated sludge was transferred to smaller glass bottles 118 

(100 mL, triplicates for each SRT) that were equipped with caps with two holes to maintain aerobic 119 

conditions and placed on a shaker table. MPs were spiked to final concentrations of 6 µg/L each in 120 

each reactor. Samples were collected at multiple time points over 3−4 days. The samples were 121 

centrifuged, and the supernatant was transferred to HPLC vials. A mix of isotope-labeled internal 122 

standard substances was added to account for losses and interferences during liquid chromatography 123 

coupled to high-resolution mass spectrometry (LC-HRMS) measurements, and the samples were 124 

stored at 4 °C for a maximum of 7 days until analysis. In the first 4 hours of each experiment, samples 125 
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were collected for measuring concentrations of NH4
+, NO2

- and NO3
-. pH was measured using a 126 

HQ30d Flexi Meter (Hach Lange). In parallel to each biotransformation experiment, sorption and 127 

abiotic control experiments were performed in triplicate in 100-mL reactors according to Gulde et 128 

al.,37 i.e., autoclaved filtrate (cellulose nitrate filter, 0.45 µm, Sartorius Stedim Biotech) and 129 

autoclaved activated sludge were used to estimate the fractions that were abiotically degraded and 130 

sorbed to activated sludge solids, respectively. 131 

Additional experiments to investigate biotransformation under oxygen limited conditions (ExpOx) and 132 

to support transformation product analysis (ExpTP) were started after 356 days and after 243 days of 133 

reactor operation, respectively, both with activated sludge sampled from the reactor operated at 7 d of 134 

SRT. In ExpOx, biotransformation under aerobic conditions (as in Exp1 and Exp2) was compared to 135 

biotransformation in sealed bottles run under DO limitation. In these, the initially present electron-136 

accepting nitrogen species (nitrite and nitrate) were consumed in the first five hours, and anaerobic 137 

conditions then prevailed until the end of the experiment. For further details on biotransformation 138 

experiments see section S4. 139 

Chemical analysis and evaluation of rate constants 140 

Mass spectra were recorded on a QExactive Plus (Thermo Scientific) mass spectrometer. Full-scan 141 

MS spectra were acquired in both positive and negative ionization modes and the acquisition of MS2 142 

fragmentation spectra was triggered at m/z values corresponding to masses of suspected transformation 143 

products (see below). Details on chromatographic separation and mass spectrometric analysis are 144 

provided in the SI (section S5). Calibration standards were prepared in nanopure water (Barnstead 145 

Nanopure, Thermo Scientific) covering a concentration range between 0.05 and 10 µg/L.  146 

Target chemical concentrations were quantified with Tracefinder 3.1 (Thermo Scientific). From the 147 

resulting concentration-time series, first-order biotransformation rate constants were derived in line 148 

with the pseudo-first order assumption, which has proven useful to describe biotransformation of low 149 

concentrated chemicals in cases where the enzymatic turnover of the substrate is rate-limiting (for 150 

further discussion see Section S6).1, 34 First-order rate constants were calculated by a censored linear 151 

regression applied to the logarithmic concentrations against time, using the software R (Version: 3.3.0) 152 
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and the command “censReg” from the package “censReg”. Concentrations below 5% of the initially 153 

spiked concentration (for which for some MPs no reasonable chromatographic peak (less the three 154 

full-scans) and deviation from first-order kinetics was observed) were treated as censored values. 155 

Chemicals selected for further analysis included those that (1) did not strongly adsorb (<30% in the 156 

sorption experiments), (2) did not show abiotic degradation (<20% at end of the abiotic control 157 

experiments) and (3) exhibited first-order kinetics (see Section S6 and Table S6, also for criteria for 158 

first-order kinetics). To study the effect of differences in microbial community composition across 159 

reactors containing different total biomass concentrations, first-order rate constants for these chemicals 160 

were converted into second-order rate constants by normalization with TSS. In doing so, uncertainties 161 

of the observed rate constants and TSS measurements were propagated using a Monte Carlo approach 162 

(R package “propagate”). Biases involved with using TSS as an approximation for active biomass are 163 

discussed in the SI (section S2). Because adsorption to activated sludge and abiotic losses were minor 164 

for the selected chemicals, their normalized rate constants are further denoted as second-order 165 

biotransformation rate constants, kbio. Finally, to enable comparisons of rate constants across all 166 

reactors, only chemicals were further considered for which kbio for at least one SRT was higher than a 167 

predefined threshold value (Exp1: 0.162 LgTSS
-1d-1, Exp2: 0.121 LgTSS

-1d-1) corresponding to 168 

approximately 30% removal over 2 days in the reactor with the lowest measured biomass 169 

concentration. 170 

Trends of biotransformation rate constants with SRT were analyzed as follows: We calculated 171 

Spearman rank correlation coefficients (ρ) between kbio and SRT by repeated (n = 10,000) sampling of 172 

kbio values for each SRT from their distributions obtained from error propagation. We further 173 

compared trends with SRT across MPs by substance-wise auto-scaling and centering of kbio values 174 

(Details on scaling in section S6).40 Heatmaps were produced using the R package “pheatmap” and 175 

ordering of chemicals followed hierarchical clustering (using Euclidean distance and complete 176 

linkages). For ExpOx, kbio values were obtained similarly as for Exp1 and Exp2 (see Table S10), and a 177 

ratio between rate constants under anaerobic and aerobic conditions, further denoted kanaer/kaer, was 178 

calculated for each chemical. 179 
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Analysis of transformation products and assignment of reaction types 180 

A suspect transformation product screening was performed using the software Compound Discoverer 181 

2.0 (Thermo Scientific). After peak picking and pre-filtering (details in section S7), a subset of 182 

features was selected based on a comparison with a predefined suspect list. In addition to the TPs 183 

predicted by the Eawag-PPS or described in the literature, further potential TP masses were calculated 184 

considering mass shifts of common biotransformation reactions (hydroxylation, dihydroxylation, 185 

demethylation, dehydrogenation, hydrogenation and decarboxylation). To facilitate structure 186 

elucidation and assessment of the parent-TP relationships, an auxiliary experiment (ExpTP) was 187 

performed in which the micropollutants were spiked in groups of 10-20 chemicals and at higher 188 

concentrations (50 µg/L each). If for detected features with exact masses contained in the suspect list a 189 

reasonable peak area-time trend (either increasing or first in- and then decreasing) was observed in MS 190 

spectra from Exp2 and the TP was only detected in samples from batches spiked with the respective 191 

parent MP in ExpTP, MS2 fragmentation spectra were analyzed (further details in section S7) unless 192 

the TP could be confirmed by comparing the retention time with an authentic reference standard 193 

(Table S11).  194 

TP evidence, i.e., observed changes in molecular formula and structure, was then used to assign 195 

corresponding reaction types to the parent MPs. This approach involved varying degrees of 196 

uncertainty because for most TPs their relative importance could not be accurately quantified because 197 

of a lack of authentic standards. Also, despite having assembled a rather exhaustive TP suspect list, 198 

TPs might still have been missed in our analysis. However, in most cases, the TPs found were in good 199 

agreement with previously published pathways. Additionally, based on ratios of kanaer/kaer observed for 200 

MPs with well-established transformation reactions (e.g., pargyline, valsartan and atenolol), we could 201 

confirm our expectation that kanaer/kaer ratios would generally be smaller for oxidative transformations 202 

than for substitution-type reactions. These ratios were therefore used to support assignment of reaction 203 

types to MPs with less well-established transformation reactions. 	204 
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Results	and	Discussion	205 

Reactor	operation	206 

After inoculation, the six parallel sequencing batch reactors were operated at SRTs of 1, 3, 5, 7, 10 and 207 

15 d as described in the methods section. During the initial phase, TSS as well as influent and effluent 208 

concentrations of nitrogen species (NH4
+, NO2

-, NO3
-) were measured on a regular basis (Tables S2 209 

and S3). After 7 days of operation, TSS values had developed from initially 3.4 g/L in all reactors to 210 

0.2, 1.3, 1.7, 2.0, 2.9 and 3.1 g/L for SRTs of 1, 3, 5, 7, 10 and 15 d, respectively. The reactor at 1 d 211 

SRT had lost its nitrifying activity after 7 days while the reactors at 7, 10 and 15 d SRT remained 212 

nitrifying at all measured time points. Possibly caused by fluctuations in temperature40, conversion of 213 

ammonium to nitrate was also observed at 3 and 5 d of SRT in Exp2. Indeed, slightly higher mean 214 

temperatures were recorded in the two weeks before Exp2 (19.3 ± 1.0) compared to Exp1 (18.1 ± 0.7). 215 

Data on TSS, pH, temperature, nitrifying activity and oxygen uptake rates during Exp1 and Exp2 are 216 

provided in Tables S4 and S5. 217 

Dependence	of	biotransformation	rate	constants	on	SRT	218 

Of the initially selected MPs, a considerable number (Exp1: 20, Exp2: 16) was not degraded 219 

sufficiently to allow for a reliable determination and comparison of kbio. In particular, the 220 

biotransformation of MPs with a triazine structure (for which halide substitution was predicted) and 221 

MPs predicted to undergo O-dealkylation or tertiary amide N-dealkylation were often only slowly 222 

transformed unless an alternative (faster) transformation pathway was possible (Table S6, for observed 223 

pathways see below). For a number of MPs, concentration-time curves deviated from an exponential 224 

decay insofar as the transformation seemed to stall after an initial decline in concentration. In 225 

agreement with the recently described trapping of amine-containing MPs in protozoa,42 this pattern 226 

was mainly observed for amine-containing MPs. 227 

For the 33 (Exp1) and 42 (Exp2) substances selected for further analysis according to the criteria 228 

defined above, biomass-normalized rate constants kbio were calculated (Figure S3 and S4). The 229 

comparably low biomass concentration in the reactor at 1 d SRT (0.43 ± 0.03 g/L) in Exp1 led to low 230 
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measured first-order rate constants with high relative errors (Figure S5). Therefore, this reactor was 231 

not considered for further analyses. For both experiments, geometric mean kbio values across all 232 

compounds were calculated for each SRT (Figure 1). An increasing trend of the mean kbio with SRT 233 

was observed between SRTs of 3 d and 7 d (Exp1: +160%, Exp2: +87%), whereas mean kbio values at 234 

7, 10 and 15 d SRT were rather similar. Considering that fractions of active biomass per total 235 

suspended solids are expected to decrease with higher SRT15, 35 (also see section S2), normalization by 236 

TSS likely led to a slight underestimation of the overall increase in biotransformation efficiency per 237 

active cell with SRT.  238 

 239 

 240 

Figure 1: Geometric mean rate constants (logarithmic y-axis) obtained from Exp1 (33 MPs) and Exp2 241 
(42 MPs) in dependence on the SRT.  242 

When looking at trends of individual MPs instead of mean rate constant trends, we observed a 243 

remarkable variety of differing trends. In Figure 2, the scaled rate constants for the individual MPs in 244 

both Exp1 and Exp2 are presented as a clustered heatmap. Additionally, the heatmap is annotated with 245 

information on the ratio kmax/kmin between the lowest and the highest rate constant observed between 3 246 

d and 15 d SRT. kmax/kmin ratios close to 1 indicate that the microbial communities are similarly 247 

efficient in biotransformation of the respective substance at different SRTs, whereas high kmax/kmin 248 

ratios indicate that changes in the microbial communities along the SRT gradient strongly affect the 249 

respective transformation. 250 
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 251 

Figure 2: Substance-wise auto-scaled rate constants from Exp1 (33 MPs) and Exp2 (42 MPs) (see SI 252 
section S6 for details). Levels of relative differences in kbio between 15 and 3 d of SRT are annotated 253 
on the left. Ordering of MPs followed hierarchical clustering of the combined trends obtained in Exp1 254 
and Exp2 (33 MPs) and, separately, for the 9 MPs additionally investigated in Exp2. 255 

The trends shown in Figure 2 confirm that the majority of micropollutants feature increasing 256 

degradation with increasing SRTs. However, for individual substances, different trends can be 257 

observed. Although some MPs roughly follow the trend of the geometric mean presented in Figure 1, 258 

many showed highest rate constants only at the highest SRTs of 10 d or 15 d. Also, opposite trends 259 

with lowest rate constants at highest SRTs or highest rate constants (e.g., for the sulfonamides) at 260 

intermediate SRTs (e.g., for ranitidine, azoxystrobin, DEET or naproxen) were observed. Yet, the 261 

generally similar trends across Exp1 and Exp2 demonstrate that biotransformation rate constants of 262 
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various MPs show systematic trends with SRT and that these trends are reproducible at different time 263 

points after start of the reactor operation and across different experimental settings (12 L bioreactors in 264 

Exp1 versus 100 mL bioreactors in Exp2). 265 

Substance	class-	and	reaction	type-specific	trends	266 

The diversity of observed trends suggests that the different microbial species and enzymes responsible 267 

for the biotransformation of individual substances depend differently on SRT. Therefore, we 268 

hypothesized that clustering of trends could potentially be indicative of interactions of a specific 269 

(group of) enzyme(s) with similar functional moieties of different MPs. To investigate this hypothesis, 270 

we compared trends within and amongst different classes of substances and reaction types as 271 

characterized based on observed transformation products and additional information, e.g., kanaer/kaer. 272 

(Table 1). 273 

   274 
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Table 1: Reactions observed for each substance and additional experimental information 275 
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Levetiracetam	 amide	hydrolysis48	 1.37	 1.98	 0.1	(-0.6	−	0.7)	 0.0	(-0.4	−	0.1)	 0.06	 0.70	 0.71	
Atenolol	 amide	hydrolysis10	 1.66	 1.66	 0.1	(0.0	−	0.2)	 -0.8	(-0.9	−	-0.2)	 1.97	 1.21	 1.09	
Rufinamide	 amide	hydrolysis	 15.84	 4.54	 1.0	(1.0	−	1.0)	 0.9	(0.9	−	0.9)	 0.37	 0.65	 0.87	
Dimethenamid	 substitution/reductiong	 2.07	 1.21	 1.0	(0.8	−	1.0)	 0.5	(-0.5	−	0.9)	 0.70	 0.88	 0.91	
Alachlor	 substitution/reductiong	 1.65	 2.23	 0.9	(0.8	−	0.9)	 -0.1	(-0.2	−	0.3)	 0.67	 0.95	 0.98	
Flufenacet	 substitution/reductiong	 5.96	 5.38	 0.9	(0.8	−	0.9)	 0.8	(0.8	−	0.9)	 0.72	 0.77	 0.81	
Propachlor	 substitution10/reductiong	 1.99	 1.54	 1.0	(0.9	−	1.0)	 0.8	(0.2	−	1.0)	 0.92	 0.90	 0.88	
Metolachlor	 substitution/reductiong/dealk.	 2.32	 1.28	 1.0	(0.9	−	1.0)	 0.6	(-0.3	−	1.0)	 0.75	 0.89	 0.87	
Sulfamethazine	 pterin-conjugation49	 2.99	 2.57	 -0.6	(-0.7	−	-0.3)	 -1.0	(-1.0	−	-0.9)	 0.43	 1.09	 1.05	
Sulfapyridine	 pterin-conjugation49	 3.83	 3.16	 -0.7	(-0.7	−	-0.6)	 -1.0	(-1.0	−	-0.7)	 0.63	 1.18	 1.04	
Sulfadiazine	 pterin-conjugation49	 2.57	 2.26	 -0.6	(-0.7	−	-0.6)	 -0.9	(-1.0	−	-0.7)	 0.65	 1.11	 1.03	
Sulfamethoxazole	 pterin-conjugation49	 2.89	 2.65	 -0.7	(-0.7	−	-0.5)	 -0.9	(-1.0	−	-0.8)	 0.89	 1.20	 1.10	
Sulfathiazole	 pterin-conjugation49	 1.56	 1.28	 -0.5	(-0.7	−	0.2)	 0.1	(-0.7	−	0.8)	 0.61	 0.74	 0.88	
Azoxystrobin	 ester	hydrolysis10	 22.91	 6.74	 0.6	(0.6	−	0.6)	 0.6	(0.1	−	0.6)	 0.38	 0.91	 0.84	
Trinexapac-ethyl	 ester	hydrolysis10	 2.27	 1.38	 0.9	(0.7	−	0.9)	 -0.5	(-0.9	−	0.3)	 0.36	 0.80	 1.07	
Bromoxynil	 nitrile	hydration	 3.61	 1.52	 1.0	(0.8	−	1.0)	 0.6	(0.2	−	0.9)	 0.62	 0.62	 0.92	
Acetamiprid	 nitrile	hydration	 3.77	 3.43	 0.9	(0.7	−	1.0)	 0.9	(0.9	−	1.0)	 0.24	 0.50	 0.39	
Carbendazim	 carbamate	hydrolysis45	 n/a	 3.30	 n/a	 1.0	(0.8	−	1.0)	 0.19	 <0.48	 0.84	

un
kn

ow
n	

Acesulfame	 n/ah	 74.02	 23.67	 1.0	(0.9	−	1.0)	 0.9	(0.6	−	1.0)	 0.08	 0.97	 1.08	
Metoprolol	 n/ai	 2.32	 2.67	 0.9	(0.6	−	0.9)	 0.9	(0.6	−	1.0)	 <0.02	 n/a	 n/a	
DEET	 n/ah	 2.48	 2.47	 0.8	(0.4	−	0.9)	 -0.3	(-0.6	−	-0.1)	 0.02	 0.92	 0.97	
Naproxen	 n/ah	 2.53	 3.96	 0.7	(0.3	−	0.7)	 0.3	(0.3	−	0.4)	 0.02	 1.03	 1.04	
Fenhexamid	 n/ah	 3.06	 1.66	 0.6	(0.3	−	0.7)	 0.6	(0.3	−	0.7)	 0.28	 0.41	 0.66	

aObserved reactions (for details see methods and SI, section S7). Dealk. indicates dealkylation, hydrox. indicates hydroxylation, 276 
dihydrox. indicates dihydroxylation. Citations refer to literature describing the same transformation in activated sludge or 277 
activated sludge-derived communities. bRatios of highest rate constants over lowest rate constants per substance within the 278 
range of SRTs between 3 d and 15 d. For chlortoluron and clofibric acid in Exp1, the minimum rate constants were very low and 279 
set to 0.048 L/(gTSS×d), corresponding to 10% removal over 2 days in the reactor operated at 1 d SRT. cSpearman rank 280 
correlation coefficients and empirical confidence intervals (95%). dRatio of rate constants obtained under aerobic and anaerobic 281 
conditions (rate constants in Table S10). eRatio of rate constants (inhibited over control) using the ammonia monooxygenase 282 
inhibitors allylthiourea (ATU) and octyne (OCT). Data based on Men et al.50, rate constants are provided in Table S10. 283 
fQuantification of N- and S-oxides indicated that S-oxidation represents the major reaction. gFor the acetanilides, reductive 284 
dehalogenation was observed besides the substitution reactions. hFor acesulfame, DEET, naproxen and fenhexamid, no TP 285 
could be confirmed in the suspect TP screening. iMetoprolol has been described to form atenolol acid in activated sludge.45 286 
Since metoprolol was not spiked and was, therefore, present in lower concentrations than atenolol, potential minor contribution 287 
to the formation of atenolol acid from metoprolol remained elusive. 288 

 289 
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Sulfonamides: A consistent trend across all five sulfonamide antibiotics (sulfamethazine, 290 

sulfapyridine, sulfadiazine, sulfamethoxazole and sulfathiazole) was confirmed by hierarchical 291 

clustering (Figure 2, Table 1). With a slight, but continuous decrease along the SRT gradient in both 292 

Exp1 and Exp2, overlaid with a maximal kbio at 7 d SRT in Exp1, the sulfonamides show a dependence 293 

on SRT that is distinctly different from all other substances. For all five investigated sulfonamides, 294 

TPs related to the recently described pterin-sulfonamide conjugation pathway were predominantly 295 

detected.49 This transformation pathway, presumably initiated by the enzyme dihydropteroate synthase 296 

(DHPS), is related to the folate synthesis pathway that is ubiquitously present in bacteria and linked to 297 

bacterial growth. Since the TSS-normalized heterotrophic activity is expected to be slightly decreasing 298 

with higher SRTs due to the presence of more slow-growing organisms,15, 35 this hypothesis is 299 

consistent with the negative trend of both sulfonamide biotransformation rate constants and TSS-300 

normalized oxygen uptake rates (OUR) with SRT (see Tables S4 and S5). The reason for the increased 301 

OUR and biotransformation rate constants in Exp1 at 7 d SRT is not known. As expected, neither 302 

inhibition by ATU or OCT nor oxygen limited conditions affected sulfonamide biotransformation. The 303 

previously reported sulfamethoxazole cleavage product 3-amino-5-methylisoxazole was not 304 

detected.51  305 

Acetanilides: The acetanilides alachlor, dimethenamid, flufenacet, metolachlor and propachlor 306 

generally showed consistent, increasing trends with SRT. Yet, except for flufenacet (kmax/kmin > 5), 307 

which holds an oxyacetanilide moiety rather than a chloroacetanilide moiety, the acetanilides 308 

generally showed relatively small differences across the reactors (kmax/kmin 1.28−2.32). From soil 309 

degradation studies, the major known biotransformation pathway for acetanilides is initial glutathione-310 

S-transferase (GST)-mediated conjugation followed by further transformation to the corresponding 311 

oxanilic acid (OXA) and ethanesulfonic acid (ESA) transformation products.52 In this study, TPs 312 

related to this pathway were detected for all investigated acetanilides. The GST system is a defense 313 

system ubiquitously present in plants, bacteria and animals. Our observation of only slight dependence 314 

of kbio on SRT thus seems plausible given the expectation that, even if the microbial community 315 

composition changes with SRT, most microbes present should be able to catalyze this transformation. 316 

Additionally, reductive dehalogenations and, for metolachlor, an oxidative demethylation were 317 
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observed (Table 1). Consistent with the suggested dominance of the GST-mediated biotransformation 318 

pathway, all five acetanilides showed little dependence of kbio on oxygen limited conditions (kanaer/kaer: 319 

0.67−0.92) or inhibition by ATU or OCT (kinh/kcntrl > 0.7). 320 

Nitriles: For bromoxynil and acetamiprid, transformation of the nitrile to the corresponding amide 321 

was confirmed in the TP analysis, whereas the suspected further reaction of the amide to the 322 

carboxylic acid was not detected. Both MPs showed comparable increasing trends and a positive 323 

correlation of their rate constants with SRT (Figure 2, Table 1). Whereas nitrilases typically catalyze 324 

the reaction of nitriles to carboxylic acids, biotransformation by nitrile hydratase enzymes would 325 

explain the formation of the observed amides.53, 54 Unlike bromoxynil, acetamiprid showed inhibition 326 

by ATU and OCT and a stronger dependence on aerobic conditions, which could indicate that an 327 

additional, presumably oxidative pathway (not detected) was present. 328 

Esters: As observed earlier,10 the two esters trinexepac-ethyl and azoxystrobin showed different 329 

patterns although carboxylic acid TPs, suggesting an ester hydrolysis reaction, were detected for both 330 

MPs (Table 1). Most recently, it was demonstrated that, in activated sludge, azoxystrobin seemed to be 331 

nearly exclusively transformed by protozoan hydrolases54 and protozoa composition is indeed 332 

expected to depend on SRT.56, 57 In our study, a strongly increased rate constant for azoxystrobin in the 333 

7 d SRT reactors was observed in Exp1 and Exp2 (Figure 2). In contrast, no strong trends along SRT 334 

was observed for trinexapac-ethyl, which is consistent with the fact that no effect of protozoa 335 

inhibition was detected for trinexapac-ethyl55, and suggests that its hydrolysis is catalyzed by other 336 

enzymes, e.g., esterases, that are widely present in bacteria.57 337 

Primary and secondary amides: For the three primary amides atenolol, levetiracetam and 338 

rufinamide, formation of the corresponding carboxylic acid, presumably via a hydrolysis reaction, was 339 

observed. Whereas the aliphatic amides atenolol and levetiracetam showed a very similar trend and 340 

low kmax/kmin ratios (<2) across SRTs, rufinamide, which contains an aromatic, more sterically 341 

hindered primary amide group, showed a strong positive correlation with SRT (ρ: 0.9−1.0 and 342 

kmax/kmin: 4.5−15.8). Generally, amidohydrolases are widespread amongst bacteria58, supporting the 343 

observation for atenolol and levetiracetam that the reaction readily occurs at different SRTs. In 344 
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contrast, rufinamide hydrolysis seems to rely on more specific enzymes that show a strongly 345 

increasing abundance with higher SRT. 346 

As atenolol and levetiracetam, the secondary amides bezafibrate, fenhexamid and amisulpride did not 347 

reveal strong relationships with SRT. For bezafibrate, the detected TPs suggest that both amide 348 

hydrolysis and N-dealkylation occurred, whereas for fenhexamid the predicted hydrolysis was not 349 

observed. For amisulpride, TPs corresponding to N-oxidation and amine dealkylation were detected.  350 

Tertiary Amides: For the tertiary amides valsartan, DEET, BEclB and MMclB low kanaer/kaer ratios 351 

(<0.35) suggest that mainly oxidative reactions are relevant. However, no consistent trends and 352 

reactions were observed. It has earlier been observed that tertiary amide dealkylation (except for 353 

valsartan) was relatively slow,36 explaining why many tertiary amides were not biotransformed fast 354 

enough to allow for a comparison of kbio here (Table S5). Similarly, this may explain why for the 355 

acetanilides, which are also tertiary amides, amide dealkylation was not the preferred pathway. 356 

Possibly, also for DEET and BEclB, other reactions might outcompete N-dealkylation, potentially 357 

explaining the different trend in kbio.  358 

Phenylureas: Chlortoluron and diuron were investigated in both Exp1 and Exp2 and are clustered 359 

together (Figure 2). Both showed an increase in kbio with SRT, pronounced kmax/kmin values (3.2−6.5) 360 

and small values of kanaer/kaer ratios (<0.15). In Exp2, isoproturon and metoxuron were additionally 361 

investigated. For both MPs, kbio increased with SRT and kanaer/kaer ratios of <0.13 (isoproturon) and 362 

0.36 (metoxuron) were observed. As chlortoluron and diuron, metoxuron showed the highest kbio at 15 363 

d SRT. Demethylation at the urea-N was observed for all four phenylureas. Additionally, 364 

dihydroxylated transformation products were detected for diuron, chlortoluron and metoxuron and 365 

oxidation of a benzyl group to a carboxylic acid group was observed for isoproturon and chlortoluron. 366 

Likely, differences in observed trends are therefore caused by a different relative importance of the 367 

detected pathways. 368 

Thioethers: The triazines irgarol and terbutryn (only investigated in Exp2) showed a similar trend 369 

with highest kbio at 7 and 10 d SRT, strongly resembling the trend observed for ranitidine in Exp2 370 
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(Figure 2). For all three MPs, the S-oxide TP was the major metabolite detected as described 371 

previously for irgarol and terbutryn.44 Additionally, the biotransformation of all three MPs is affected 372 

to a similar degree by inhibition with ATU (kinh/kcntrl 0.22−0.45), while only weak inhibition by OCT 373 

was found (kinh/kcntrl 0.68−0.74), and all kbio values were considerably smaller under anaerobic 374 

conditions (kanaer/kaer < 0.33). The observation of this characteristic trend, together with the detected 375 

TPs, may therefore provide a hint that these three MPs are biotransformed by the same or related 376 

enzymes, most likely a specific type of a monooxygenase.  377 

MPs with particularly strong positive dependence on SRT: For several MPs, high Spearman rank 378 

correlation coefficients were observed together with high kmax/kmin ratios (Table 1). The five MPs with 379 

both ρ > 0.9 and kmax/kmin > 10 in at least one of the two experiments are acesulfame, ketoprofen, 380 

clofibric acid, gemfibrozil, and rufinamide. The artificial sweetener acesulfame is present in high 381 

concentrations in wastewater and has previously been suggested as stable tracer substance.59 However, 382 

more recently, it has been found that acesulfame was degraded by activated sludge communities from 383 

different WWTPs.50, 60, 61 Castronovo et al. observed quantitative biotransformation of acesulfame to 384 

sulfamic acid and a metabolic degradation was hypothesized but the reaction pathway is not entirely 385 

understood yet.60 We are not aware of any previous studies having demonstrated the observed 386 

dependence of acesulfame biotransformation on SRT. For ketoprofen, clofibric acid and gemfibrozil, 387 

higher removal percentages were observed in an MBR system operated at 80 d compared to 20 d 388 

SRT.15 In the case of ketoprofen, higher biotransformation rate constants for nitrifying sludges (from 389 

WWTPs operated at higher SRTs) compared to non-nitrifying sludges were observed by Falås et al.23 390 

Since in their study and also here no strong inhibitory effect of ATU was observed, a causal 391 

relationship with nitrification again seems unlikely.  392 

Overall, a rather weak or even negative dependence on SRT was observed for many substitution-type 393 

transformations. In contrast, most oxidative transformations displayed clear trends of increasing 394 

degradation with SRT and often high kmax/kmin ratios (Table 1, also see Figure S6 in the SI showing the 395 

relationship between log(kanaer/kaer) and ρ × log(kmin/kmax)). Also, at least three out of the five chemicals 396 

showing strong correlations with SRT underwent oxidative transformations. Since microbial 397 
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community composition and function can be expected to change with SRT,62 our findings suggest that 398 

the observed substitution reactions are less dependent on these changes than the oxidative 399 

transformation reactions observed. Indeed, many of the observed substitutions are plausibly catalyzed 400 

by common enzymes involved in central metabolism or general defense mechanisms (e.g., GST, 401 

DHPS, esterases, peptidases). In contrast, the observed oxidative transformations are mostly expected 402 

to be catalyzed by oxidoreductases such as monooxygenases, which are known to be rarer (i.e., less 403 

generally widespread amongst different bacterial species58) and highly differentially expressed. The 404 

strong dependence of oxidative biotransformation reactions on SRT thus suggests that certain enzymes 405 

like monooxygenases either become more abundant or diverse at higher SRTs. 406 

Generally, mainly two hypotheses have previously been discussed for increasing biomass-normalized 407 

MP biotransformation rate constants with increasing SRT: (1) Higher SRTs might allow slow-growing 408 

bacteria to establish stable populations, leading to increased metabolic capacity at higher SRTs (e.g,15, 409 

63). (2) The changed nutrient availabilities (lower food to microorganisms ratio) at higher SRTs may 410 

cause changes in enzyme expression patterns (e.g,15, 16, 62). Also, both mechanisms have been 411 

hypothesized to lead to a higher taxonomic and/or functional diversity, which had been associated 412 

with increased MP removal earlier.58, 64  413 

With respect to hypothesis (1), one prominent explanation for higher MP biotransformation rates at 414 

higher SRTs is the increased presence of nitrifying microorganisms that are only able to grow above a 415 

certain threshold of SRT. Nitrifying bacteria, and, in particular, the enzyme ammonia monooxygenase 416 

(AMO), have previously been associated with micropollutant biotransformation.10, 65-69 In fact, in our 417 

study, the increase in nitrifying activity in the range between 1 and 7 d SRT (Tables S4 and S5) 418 

coincided with the strongest increase in mean MP biotransformation rates. However, the 419 

biotransformation of many MPs that exhibited increasing trends were not or only slightly affected by 420 

inhibitors of nitrifying activity (e.g., acesulfame, ketoprofen, gemfibrozil or rufinamide in Table 1), 421 

suggesting that AMO is likely not the primary driver of increased biotransformation rate constants at 422 

higher SRTs for the majority of substances studied. With respect to hypothesis (1) another interesting 423 

observation was that there were barely any obvious outliers in the trends (i.e., intermediate SRTs at 424 
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which the kbio values of individual substances showed distinct peaks, see Figures S2 and S3). If 425 

specific metabolic pathways of specific key species were responsible for certain transformation 426 

reactions, fluctuations in their abundance would translate into fluctuations in biotransformation rates. 427 

Therefore, in our study either the abundance of the involved key species is very stable and does, for 428 

many MPs, predominantly depend on the SRT, or, what we consider more likely, the 429 

biotransformation of most MPs is less dependent on individual species but is rather achieved by a 430 

range of microorganisms and enzymes as hypothesized by de Lorenzo.70  431 

Regarding hypothesis (2), in parallel to the observed positive trends for most oxidations, we observed 432 

decreasing trends for concentrations of effluent chemical oxygen demand (COD) towards higher SRTs 433 

(Table S3). Since higher cytochrome P450 enzyme expression has been observed under conditions 434 

with lower availability of easily degradable carbon,71 and because many cytochrome P450 enzymes 435 

can transform a broad range of substrates, these observations support hypothesis (2). 436 

A few MPs, however, showed exceptional patterns. The sweetener acesulfame was not only the MP 437 

with by far the highest influent concentrations (> 50 µg/L), but it also showed extraordinarily high 438 

kmax/kmin ratios (Exp1: 74.0, Exp2: 23.7), supporting the hypothesis of a very specific (and possibly 439 

growth-related) pathway.60, 61 Specific pathways were also suggested for two more of the five 440 

substances showing strongest positive dependence on SRT, i.e., gemfibrozil47 and ketoprofen.46 441 

Azoxystrobin was the only MP that showed high kmax/kmin ratios (Exp1: 22.9, Exp2: 6.7) but low 442 

correlation with SRT because of an outstanding maximum at intermediate SRTs. As discussed above, 443 

this MP might be transformed by specific protozoan species with a high abundance in the 7 d SRT 444 

reactor. 445 

Implications	446 

In this study, we demonstrated a clear increase in average biomass-normalized biotransformation rate 447 

constants with increasing SRT across an extensive list of MPs, independent of any effects caused by 448 

increased biomass concentrations or hydraulic retention times.22 The fact that not only average rates 449 

but also many individual trends showed pronounced positive relationships, revealed a clear direct 450 

influence of SRT on micropollutant biotransformation. If, in specific wastewaters, individual MPs 451 
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whose biotransformation rates strongly benefit from high SRTs are of particular concern (e.g., for 452 

toxicological reasons or due to an industrial point source), operation at higher SRTs may thus provide 453 

a cost-effective solution to remove those MPs. Because we could further show that the strong observed 454 

increase from 3 to 10 d SRTs is not solely linked to the nitrifying activity, our results suggest that 455 

micropollutant removal may also benefit from increased SRTs in wastewater treatment situations in 456 

which nitrification is hindered, for instance under low temperature conditions25, 72 or high BOD 457 

loadings.73 However, the fact that for a number of MPs (e.g., the class of sulfonamide antibiotics) their 458 

rate constants did not increase with increasing SRTs (or remained below detectable limits under all 459 

SRTs tested), supports previous reports stating that a complete removal of micropollutants in domestic 460 

wastewaters likely cannot be achieved with biological treatment solutions alone.32  461 

While we noted a large diversity of different trends with SRT for individual compounds, emphasizing 462 

the general complexity of the relationship between SRT and biotransformation rate constants, 463 

remarkable similarities in biotransformation patterns were observed for MPs undergoing similar 464 

transformations (e.g., sulfonamides, thioethers, nitriles, phenylureas). This does not only imply that 465 

transformation product and pathway analysis is beneficial for the understanding of how operational 466 

parameters affect micropollutant removal, but it may also help to obtain a more thorough 467 

understanding of biotransformation in complex microbial communities in general. Biotransformation 468 

of micropollutants present at low concentrations in mixed microbial communities is poorly understood 469 

at the level of involved enzymes and/or microorganisms. One promising approach to start elucidating 470 

these relationships may be to mine for associations between rate constants and the abundance of 471 

enzymes, enzyme-encoding genes or gene transcripts.74 Compared to results from pure culture 472 

experiments whose relevance to mixed communities has been questioned,74 this approach allows to 473 

study biotransformation without strongly interfering with the system. Our results support the future 474 

application of such an approach in two ways: First, classification of substances according to their main 475 

transformation reaction type allows to specifically search for associations of rates with the abundance 476 

of enzymes (or the encoding genes or gene transcripts) that are known to catalyze the observed type of 477 

biotransformation reaction and to thus reduce false positive correlations.74 Second, the fact that 478 

micropollutants with shared functional groups indeed showed similarities in observed reactions and 479 
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trends supports the validity of the underlying hypothesis of association mining, i.e., that similar 480 

transformation reactions of different micropollutants are catalyzed by the same (group of) enzyme(s). 481 

Finally, if micropollutants with similar functional groups can indeed be expected to be biotransformed 482 

by the same enzyme systems, this should also facilitate prediction of transformation rates based on 483 

molecular structure and community functional information in the future.  484 
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