
Confidential manuscript submitted to International Journal of Heat and Mass Transfer 

1 

Saturation dependence of mass transfer for solute transport through 1 

residual unsaturated porous media 2 

Zhi Doua,b,*, Xueyi Zhanga,c, Chao Zhuanga, Yun Yanga, Jinguo Wanga, Zhifang 3 

Zhoua 4 

a School of Earth Science and Engineering, Hohai University, Nanjing, 210098 China 5 

b Department of Civil Engineering, University of Toronto, 35 St. George Street, Toronto, ON 6 

M5S 1A4, Canada 7 

c Eawag, Swiss Federal Institute of Aquatic Science and Technology, 8600 Dübendorf, 8 
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Abstract: 19 

The residual non-wetting phase in unsaturated porous media varies the aqueous pore 20 

space due to the immiscible characteristics. The varied pore space in turn has 21 

significant influence on the mass transfer for aqueous tracer transport through 22 

residual unsaturated porous media. In this study, the mass transfer for solute 23 

transport through residual unsaturated porous media was investigated. A pore-scale 24 

numerical simulation (PSNS) model consisting of both immiscible two-phase flow 25 

transport and aqueous-miscible solute transport was developed at pore scale to 26 

capture the topology of residual saturation and the tempo-spatial evolution of 27 

aqueous tracer in residual unsaturated porous media. The results showed that as the 28 

immiscible fluid-fluid displacement pattern varied from compact displacement to 29 

capillary fingering, the residual saturation (𝑆𝑟𝑤) increased and the velocity spatial 30 

variability in the residual aqueous flow field was enhanced. Inversion of the 31 

advection-dispersion-equation (ADE) model and the continuous-time-random-walk 32 

(CTRW) model indicated the typical characteristics of anomalous aqueous tracer 33 

transport (i.e., early arrivals and long tails) in breakthrough curves (BTCs) in a range 34 

of 𝑆𝑟𝑤 from 0.098 to 0.542. A non-monotonic relationship was found between the 35 

dispersivity and the 𝑆𝑟𝑤 . Further, analysis of the overall dispersivity of aqueous 36 

tracer in terms of the mobile-immobile-type transport equation showed the 37 

coexistence of two mass transfer mechanisms (i.e., the dispersivity of the mobile 38 
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domain and the solute exchange between the mobile and immobile domains). We 39 

introduced a dimensionless dispersivity index to quantify the relative contribution 40 

of these two mass transfer mechanisms to the overall dispersivity. However, it was 41 

found that the mass transfer of aqueous tracer in residual unsaturated porous media 42 

was controlled by the dispersion of aqueous tracer in the mobile domain at low 𝑆𝑟𝑤, 43 

whereas it was dominated by the solute exchange between the mobile and immobile 44 

domains at high 𝑆𝑟𝑤. Our study not only highlighted the saturation dependence of 45 

mass transfer in residual unsaturated porous media, but also emphasized the 46 

importance of the influence of saturation topology on mass transfer. 47 

Keywords: Unsaturated Porous media; Pore scale; Mass transfer coefficient; 48 

Solute transport; Two-phase flow 49 
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1. Introduction 54 

The aqueous tracer transport in unsaturated porous media system (i.e., at least 55 

immiscible fluids) occurs in natural processes, industrial applications and 56 

innovative tracer technologies, such as sustainable unconventional irrigation 57 

processes, enhanced oil recovery, geothermal energy development, remediation of 58 

organic contaminated groundwater, interfacial partitioning tracer test, and even 59 

cardiovascular surgeries [1-3]. Despite numerous significant advancements in 60 

solute transport in the saturated porous media system, characterizing aqueous 61 

tracer transport under the saturated porous media system was fundamentally 62 

different from that when the wetting phase (e.g., water) and the non-wetting phase 63 

(e.g., air or immiscible organic liquid) coexisted in the pore space [4, 5]. In the 64 

unsaturated porous media system, the aqueous tracer transport was significantly 65 

dependent on the complex dynamics of both immiscible two-phase flow and 66 

intricate wetting phase flow [6-8]. Therefore, understanding the mass transfer for 67 

the aqueous tracer transport in unsaturated porous media system has been more 68 

challenging than in saturated porous media system. 69 

In recent decades, the heterogeneity of porous or fractured media has been 70 

recognized as the main reason why the hallmark of Fick’s Law or traditional 71 

Fickian transport model (i.e., advection-dispersion equation or ADE) is uncapable 72 

of describing the anomalous (non-Fickian) Breakthrough curves (BTCs) [9-13]. As 73 
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typical characteristics of anomalous BTCs, the early arrival and long tails of the 74 

BTCs are ubiquitous since the heterogeneous pore space yields non-uniform flow 75 

field. The flow behavior as a background information of aqueous tracer transport 76 

was intrinsically coupled with the mass transfer of the aqueous tracer. As 77 

fundamental processes of mass transfer, the dispersion of aqueous tracer is 78 

complex because the non-uniform flow field varies in both magnitude and 79 

direction as a result of meandering through the heterogeneous pore space. The 80 

heterogeneity of the porous media caused the tortuous and spatially variable flow 81 

pathways. The corresponding flow field was consequently split into flowing and 82 

stagnant regions, referring to as mobile and immobile regions for aqueous tracer 83 

transport. In the mobile region, the mass transfer of aqueous tracer was mainly 84 

controlled by advection, while the mass transfer in the immobile region was 85 

predominantly diffusion controlled due to the poor connectivity to the main flow 86 

pathways [5, 14, 15]. The mass exchange between the mobile and immobile 87 

regions could substantially delay the transport of the aqueous tracer, associating 88 

with the tailing of the tracer BTCs. To this end, several remarkable models were 89 

developed to characterize and explain the anomalous BTCs and corresponding 90 

transport behaviors [11, 16-18], such as the continuous time random walk 91 

(CTRW)[19], the fractional advection-dispersion equation (FADE) [20], the 92 

mobile-immobile model (MIM) [21], and the multi-rate mass transfer model 93 
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(MRMT) [22]. Although, fitting anomalous BTCs to different transport models is 94 

capable of accurately estimating the transport parameters and quantify the 95 

characterization of the non-Fickian transport behaviors, application of these 96 

models in the unsaturated porous media system is limited and complex due to the 97 

variable pore space in immiscible two-phase flow condition [23-25]. Especially, 98 

even at the same hydraulic gradient, the flow field could be different depending on 99 

the saturation topology. As a result, previous studies [6, 26, 27] have indicated that 100 

the aqueous tracer transport behavior is sensitive to the saturation topology in the 101 

unsaturated porous media system. 102 

In contrast to the saturated porous media system, the behavior of the aqueous tracer 103 

transport in the unsaturated porous media system was coupled by two fundamental 104 

fluid flow processes: (1) the mass transfer of the aqueous solute; (2) the immiscible 105 

two-phase multiphase flow. Thus, the aqueous tracer transport in unsaturated 106 

porous media system is strongly influenced by the wetting-phase saturation (e.g., 107 

water saturation) [27-29] and the spatiotemporal distribution of the two immiscible 108 

liquid phases [6]. In general, the dispersion coefficient of the aqueous tracer is an 109 

important parameter that depends on the flow velocity and water saturation. 110 

Moreover, it has been shown that the non-uniformity of the flow field with 111 

decreasing water saturation leads to a dispersion process that is non-Fickian to a 112 

larger extent [30, 31]. Raoof and Hassanizadeh [32] found that the dispersivity of 113 
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the aqueous tracer increased with decreasing water saturation, reached a maximum 114 

value and then decreased with further decreasing saturation. Recently, Hasan et al. 115 

[5] directly characterized solute transport in unsaturated porous media system by 116 

fast X-ray synchrotron microtomography and demonstrated that the dispersivity 117 

changed with water saturation. Zhuang et al. [33] studied the influence of fluid 118 

saturation and particle size on the dispersivity of solutes and found a non-119 

monotonic relationship between the dispersivity and water saturation. These 120 

studies could be valid only for the condition where both immiscible fluids are 121 

continuous in the unsaturated porous media system. However, the law of solute 122 

transport in condition where the immiscible fluid becomes discontinuous and is 123 

immobilized by capillary forces at residual saturation has not been fully 124 

investigated.  125 

In fact, understanding the influence of residual saturation on aqueous tracer 126 

transport is significant for many industrial applications (e.g., remediation of 127 

organic contaminated groundwater) [34, 35]. For instance, the contaminant (e.g., 128 

non-aqueous phase liquid, NAPL) could be immobilized due to capillary forces 129 

when the NAPL is at residual saturation. Consequently, the ambient flow field was 130 

changed with both the residual NAPL saturation and the spatial distribution of 131 

residual NAPL. In previous studies [36, 37], the increased longitudinal dispersivity 132 

of the aqueous tracer induced by residual NAPL was observed. Zhang et al. [38] 133 
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conducted solute transport experiments in sand columns contaminated with diesel 134 

and engine oil at different oil saturations. They also found that the dispersivity 135 

increased with increasing residual oil saturation, and further emphasized that the 136 

immobile oil trapped in the pore space could enhance the local velocity variations 137 

and increase the tortuosity of the flow paths in the aqueous phase. However, at a 138 

certain residual saturation, the spatial distribution of the residual defending phase 139 

depends on the fluid–fluid displacement processes, which are governed by the 140 

competition between viscous and capillary forces [39-43]. The competition 141 

between these two forces leads to the basic two-phase displacement patterns, such 142 

as viscous fingering, capillary fingering, and stable displacement [44]. The 143 

different two-phase displacement patterns lead to different spatial distribution of 144 

the residual defending phase. Therefore, it is necessary to characterize aqueous 145 

tracer transport through the residual two-phase zone with consideration of the two-146 

phase displacement patterns.  147 

The main objective of this study is to investigate the aqueous tracer transport 148 

through residual unsaturated porous media in which three phases coexist (e.g., 149 

wetting phase, non-wetting phase and solid). To this end, a pore-scale numerical 150 

simulation (PSNS) model was developed at pore scale to include both immiscible 151 

two-phase flow transport and aqueous-miscible solute transport to capture the 152 

topology of residual saturation and the tempo-spatial evolution of the aqueous 153 
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tracer in residual unsaturated porous media. Both the residual distribution pattern 154 

and the aqueous flow field in residual unsaturated porous media were analyzed. 155 

The advection-dispersion-equation (ADE), CTRW, and MIM models were 156 

inversely used to characterize the BTCs and the mass transfer mechanism of the 157 

aqueous tracer. Two different mass transfer mechanisms in terms of the MIM 158 

parameters were proposed for the overall dispersivity of the aqueous tracer. 159 

Furthermore, the dimensionless dispersivity index was introduced to quantify the 160 

relative contribution of the different mass transfer mechanisms, which provided 161 

insights into the anomalous characteristics of mass transfer of aqueous tracer in 162 

residual unsaturated porous media. 163 

2. Methodology 164 

2.1 Porous media geometry 165 

The porous medium was assumed to be circular grains and the location of the 166 

grains was determined by the random procedure proposed by Dou et al. [45]. The 167 

random procedure is the general scheme to reconstruct the porous media[46]. In 168 

Step 1, we first estimated the number of grains based on the target porosity (𝜑′), 169 

mean radius 𝑟̅ (L)and domain size. In Step 2, a group of radius data following a 170 

truncated lognormal distribution were generated. Second, the random number 171 

generators were used to generate the center of the grains. It should be noted that 172 
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the grains were spaced at a minimum distance to avoid overlapping. Meanwhile, 173 

we placed the grains in the domain in the order from the largest to the smallest 174 

size. This strategy is effective to save computational cost and reduce porosity. In 175 

Step 3, repeat Step 2 until the porosity reaches the target value. The porosity 𝜑′ of 176 

porous medium was calculated by: 177 

𝜑′ = 1 − ∑
𝜋𝑟𝑖

2

𝑆

𝑛

𝑖=1

(1) 178 

where n is the number of grains in the domain, ri is the radius of grain, and S is the 179 

area of domain. 180 

359 circular grains were randomly distributed in a pore-scale domain of 41×18 181 

mm2, as shown in Fig. 1. The mean radius 𝑟̅ (L) and the standard deviation of the 182 

radius distribution δ (L) were set to 0.60 mm and 0.15 mm, respectively. This 183 

means that grains radius range from 0.6-2×0.15 mm to 0.6+2×0.15 mm. The 184 

coefficient of variation (COV = 𝛿 𝑟̅⁄ ) was equal to 0.25. The larger COV, the less 185 

uniform the grains radius. The porosity of the generated porous medium was set to 186 

0.42. The randomly distributed grains and non-uniform grain size lead to a 187 

complex pore space structure. Compared to a porous medium that has the same 188 

grain radius or a medium where the grains are regularly distributed, the pore space 189 
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in our porous medium is more complex and tortuous. Therefore, the porous 190 

medium in this study can be considered as heterogeneous. 191 

2.2 Pore-scale numerical simulation (PSNS) model description  192 

2.2.1 Immiscible two-phase transport model: Phase Field Method (PFM) 193 

To simulate immiscible two-phase flow transport and to obtain the residual non-194 

wetting phase distribution in generated porous media, an immiscible two-phase 195 

transport (ITPT) model was here presented by coupling modified Navier-Stokes 196 

equation (includes a field-dependent surface tension force) with advective Cahn-197 

Hilliard equation. For an isothermal, incompressible, and Newtonian fluid, the 198 

fluid flow in porous media is directly solved by the modified Navier-Stokes 199 

equation (Eq. (2)) and continuity equation (Eq. (3)), representing the conservation 200 

of momentum and mass for the fluid flow, respectively,  201 

𝜌
𝜕𝑢

𝜕𝑡
+ 𝜌𝑢 ∙ ∇𝒖 = −∇𝑝 + ∇ ∙ [𝜇(∇𝒖 + ∇𝒖𝑇)] + 𝐹𝑠𝑡 (2) 202 

𝛻 ∙ 𝒖 = 0 (3) 203 

where 𝜌 is the density of fluid (ML−3), 𝑝 is the fluid pressure (ML−1T−2), u is 204 

the flow velocity of fluid (LT−1), t is the time (T), 𝜇 is the dynamic viscosity 205 

of fluid (ML−1T−1), and 𝐹𝑠𝑡 is the surface tension force acting at the interface 206 

between two immiscible fluids (ML−2T−2).  207 
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In the absence of the description of fluid/fluid interface movement, Eqs. (2) and (3) 208 

is incapable of simulating the immiscible two-phase transport. Alternatively, to 209 

capture the fluid/fluid interface during the transport, an interface tracking method, 210 

phase field method (PFM), was used to track the interface movement and couple 211 

with Eqs. (2) and (3). The PFM is thermodynamic-based and assumes the interface 212 

between two immiscible fluids as a physically diffuse layer with thin but non-zero 213 

thickness. The phase-field parameter, 𝜙, associating with a continuous variation 214 

over the thin interfacial layer but uniformity in both bulk fluids, was introduced to 215 

separate the two immiscible fluids and track the interface. For instance, the 216 

interfacial layer can be considered as the region where the 𝜙 varies from -1 to 1, 217 

while the two immiscible fluids can be presented by 𝜙=1 and 𝜙=-1, respectively. 218 

The dynamics of the 𝜙 can be described by a free-energy density model for an 219 

isothermal immiscible two-phase flow system [47]. The free energy is given as, 220 

F(𝜙) = ∫ [𝑓𝐷(𝜙) +
1

2
𝜆|∇𝜙|2] 𝑑Ω

Ω

(4) 221 

where Ω represents the space occupied by the two immiscible fluids and 𝜆 is the 222 

magnitude of the mixing energy (MLT−2). The terms on the right-hand side of Eq. 223 

(4), 𝑓𝐷(𝜙) and 
1

2
𝜆|∇𝜙|2, account for the bulk energy and the surface energy, 224 

respectively. 𝑓𝐷(𝜙) is defined by considering a double-well potential [48],  225 

𝑓𝐷(𝜙) =
𝜆

4𝜀2
(𝜙 + 1)2(𝜙 − 1)2 (5) 226 
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where 𝜀 represents the thickness of the interface between the two immiscible fluids 227 

(L). The surface tension coefficient, 𝜎 (MT−2), can be related to both parameters 𝜆 228 

and 𝜀,  229 

𝜎 =
2√2

3

𝜆

𝜀
(6) 230 

The chemical potential, ξ(𝜙), is introduced as [49]  231 

ξ(𝜙) =
𝛿𝐹

𝛿𝜙
= 𝜆 [−∇2𝜙 +

𝜙(𝜙2 − 1)

𝜀2
] (7) 232 

where 
𝛿

𝛿𝜙
 denotes the variational differentiation of the free energy (Eq. (4)) of the 233 

interface region with respect to 𝜙. By considering the mass flux as proportional to 234 

the gradient of  ξ(𝜙), the advective Cahn-Hilliard equation is given as, 235 

𝜕𝜙

𝜕𝑡
+ 𝒖 ∙ ∇𝜙 = ∇ ∙ (

𝛾𝜆

𝜀2
∇𝜓) (8) 236 

𝜓 = −∇ ∙ 𝜀2∇𝜙 + (𝜙2 − 1)𝜙 (9) 237 

where 𝛾 is the mobility parameter (M−1L3T) and denotes the moving velocity of 238 

the interface under a unit driving force. 𝛾 can be considered as a function of 𝜀, 239 

𝛾 = χ𝜀2 (10) 240 

where χ is the mobility tuning parameter. Since the χ defineds the interfacial 241 

relaxation time and determines the time scale of the Cahn-Hilliard diffusion, the 242 
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value of the χ is crucial for the numerical stability of the immiscible two-phase 243 

transport model. The value of χ must be high enough to keep the interface 244 

thickness constant and low enough not to damp the advection [50]. 245 

Recalling the surface tension force 𝐹𝑠𝑡 in the modified Navier-Stokes equation (Eq. 246 

2), the 𝐹𝑠𝑡 now can be related to the phase-field parameter 𝜙 and given as, 247 

𝐹𝑠𝑡 = ξ(𝜙)∇𝜙 (11) 248 

Both density and viscosity in Eq. (2) are the functions of the phase-field parameter 249 

and defined as, 250 

𝜌 =
1 + 𝜙

2
𝜌𝑛𝑤 +

1 − 𝜙

2
𝜌𝑤 (12) 251 

𝜇 =
1 + 𝜙

2
𝜇𝑛𝑤 +

1 − 𝜙

2
𝜇𝑤 (13) 252 

2.2.2 Pore-scale aqueous solute transport (PSAST) model  253 

The pore-scale aqueous solute transport model was used to simulate the aqueous-254 

miscible tracer transport in residual unsaturated porous media. For groundwater 255 

flow, the velocity is normally small (from 0.1 m/d to 10 m/d) and laminar. The 256 

aqueous flow field is solved directly using the continuity equation (Eq. (3)) and the 257 

N-S equation (Eq. (14)) under isothermal, incompressible, Newtonian, and steady-258 

state flow conditions, 259 
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𝜌𝒖 ∙ ∇𝒖 = −∇𝑝 + ∇ ∙ [𝜇(∇𝒖 + ∇𝒖𝑇)] (14) 260 

For the concentration field of the aqueous-miscible tracer, the advection-diffusion 261 

equation was used,  262 

𝜕𝑐

𝜕𝑡
= −∇(𝒖𝑐) + 𝐷𝑚∇2𝑐            𝑥 ∈ Ω𝑓                                       (15) 263 

where 𝑐 is the aqueous-miscible tracer concentration (ML−3), 𝐷𝑚 is the molecular 264 

diffusion coefficient (L2T−1), and the 2D velocity tensor 𝒖 (LT−1) is determined 265 

by the numerical solution of Eqs. (3) and (14).  266 

3. Numerical modeling strategy and setup 267 

In this study, the void space in porous media was initially saturated by the non-268 

wetting phase liquid. Trichloroethylene (TCE) was assumed to be the non-wetting 269 

phase liquid and water was introduced as the wetting phase liquid. Water was 270 

injected into porous media at three injection rates to displace the TCE. In 271 

immiscible fluid-fluid displacement process, Lenormand [41] proposed the 272 

pioneered phase diagram to distinguish displacement patterns by two 273 

dimensionless numbers (e.g.,  capillary number Ca (Ca=𝜇𝑖𝑣𝑖 𝜎⁄ ) (-) and viscosity 274 

ratio M (M=𝜇𝑖 𝜇𝑑⁄ ) (-), where 𝜇𝑖 and 𝜇𝑑 are the viscosity of the invading and 275 

defending fluids, respectively, 𝑣𝑖 is the characteristic velocity of the invading fluid, 276 

and 𝜎 is the interfacial tension). The Ca quantifies the relative magnitude of the 277 
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viscous force to the capillary force. To obtain the residual TCE distribution 278 

patterns, the displacement processes were considered. The IPTP model was first 279 

implemented with three different capillary numbers (Ca) ranging from log𝐶𝑎=-280 

4.12 to -6.60, while the viscosity ratio (M) was constant and the log𝑀 was equal to 281 

0.64. Fig. 2 showed the corresponding displacement regimes depending the 282 

previous results [51] and [41]. The left and right boundaries of the porous medium 283 

were the inlet and outlet boundaries, respectively. Water was injected along the 284 

inlet boundary at three specific flow rates (e.g., 𝑢=0.60, 0.15, and 0.05 m/s). The 285 

outlet boundary was set as zero pressure boundary condition. The non-slip 286 

boundary condition was applied to the immiscible interfaces between TCE, water 287 

and soil. 288 

Since the residual TCE was trapped, the aqueous space for the tracer transport 289 

varied with the residual saturation of TCE. Once the residual TCE distribution was 290 

obtained via the IPTP model, the PSAST model was then employed to simulate the 291 

aqueous tracer transport in the varied aqueous pore space. The simulation 292 

flowchart was given in Fig.3 to illustrate the simulation strategy. It should be noted 293 

that the immiscible interface between TCE and water could absorb aqueous tracer 294 

due to the physical and chemical properties of tracer. However, in this study, we 295 

focused on the influence of water saturation topology on the aqueous-miscible 296 

tracer transport. The surface reaction on immiscible interface was neglected. Thus, 297 
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the non-reactive aqueous-miscible tracer was considered and the immiscible 298 

interfaces between TCE, water and soil were assumed as a non-slip boundary for 299 

the aqueous tracer transport. The no-slip boundary condition was applied at the 300 

solid-liquid and liquid-liquid interfaces. There was no flux across the top and 301 

bottom boundaries. For the aqueous solute transport, the pore space was initially 302 

occupied by water, and there was no tracer in the aqueous pore space. The pulsed 303 

tracer with concentration c0 was injected along the inlet boundary. The step 304 

function was used to simulate the pulsed injection condition. A detailed setup of 305 

IPTP and PSAST models, parameters were given in the Supporting Information. 306 

Two validation cases (see Supporting Information) were performed and compared 307 

with the results of previous studies or theoretical value, which validate the 308 

correctness of numerical models. 309 

4. Results and discussion 310 

4.1 Residual distribution pattern in unsaturated porous media 311 

The fluid-fluid displacement patterns were determined by both Ca and M. As the 312 

viscosity ratio (M) was constant in this study, the amount of residual TCE was 313 

related to Ca. To obtain the different residual TCE distribution patterns, the 314 

immiscible fluid-fluid displacement processes (e.g., Case Ⅰ-Ⅲ) at the capillary 315 

numbers of log𝐶𝑎=-4.12, -5.50, and -6.60 were simulated by implementing the 316 
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IPTP model. As a result, we obtained four porous media with residual TCE 317 

saturation 𝑆𝑟𝑤 = 0, 0.098, 0.302, and 0.542. It should be mentioned that since the 318 

residual TCE as the non-wetting phase could varied the pore space of wetting 319 

phase, in this study, we focused on the residual TCE distribution pattern rather than 320 

the fluid-fluid displacement pattern during displacement processes. Fig. 4 showed 321 

the immiscible fluid-fluid displacement processes at the different Ca. The water, as 322 

the wetting phase, invaded into the non-wetting phase zone from the left side of the 323 

porous media domain. Due to the decreased injection rate at the inlet boundary, as 324 

expected, the breakthrough time 𝑡𝑏𝑟 of the invading water increased. The 𝑡𝑏𝑟 was 325 

0.0724 s, 0.298 s, and 1.3s at log𝐶𝑎=-4.12, -5.50, and -6.60, respectively. The 326 

different 𝑡𝑏𝑟 implied that changing the capillary numbers could affect the 327 

immiscible fluid-fluid displacement processes. 328 

From Fig. 4, it can be seen that as capillary number decreased from log𝐶𝑎=-4.12 to 329 

-6.60, the displacement pattern transitions varied from compact displacement to 330 

capillary fingering. The displacement processes in Figs. 4(a)-(c) showed the typical 331 

characteristics of compact displacement. The invading water efficiently displaced 332 

the defending TCE from pore space. This is because that the pressure of the 333 

invading water sufficiently overcome the entry pressure of pore space, ever for the 334 

small pore. However, the individual TCE ganglia, as shown in Fig. 4(b), were 335 

separated from the defending TCE and were trapped in the pore throats due to the 336 
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snap-off process. As the capillary number decreased to log𝐶𝑎=-5.50, the individual 337 

TCE ganglia were not only trapped in the pore throats but also formed several TCE 338 

pools and significantly varied the geometry of the original pore space. Fig. 4(G) 339 

showed the potential dead-end pore for the water transport due to the trapped TCE 340 

ganglia. As the capillary number decreased to log𝐶𝑎=-6.60, a distinct change for 341 

the displacement pattern marked the transition to the capillary fingering regime, as 342 

shown in Figs. 4(i)-(k). It clearly showed the fingering phenomena during the 343 

displacement process. The invading water prefers to advance from a large pore due 344 

to the small entry pressure. The pressure of the invading water is low and 345 

insufficient to displace the TCE in the small pore. Thus, even though the 346 

breakthrough time 𝑡𝑏𝑟 of Case Ⅲ was longer than that of the Case I and Case Ⅱ, 347 

the TCE recovery efficiency of Case Ⅲ was lower than that of the Case I and Case 348 

Ⅱ. Figs. 4(d), (h) and (l) showed the residual TCE distribution patterns for the Case 349 

Ⅰ-Ⅲ. The residual TCE saturation 𝑆𝑟𝑤 was 0.098, 0.302, and 0.542 for the Case Ⅰ-350 

Ⅲ, respectively. This indicated that the increasing capillary number of invading 351 

water could decrease the residual TCE saturation. This result agreed with the 352 

previous studies [38, 42, 44, 52]. Furthermore, from Figs. 4(d), (h) and (l), it can be 353 

seen that the residual TCE distribution patterns varied significantly with the 354 

capillary number. For the large capillary number, the residual TCE was distributed 355 

in small throat among pores, while in displacement morphologies of capillary 356 
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finger, the invading water paths formed several fingers due to the heterogeneity of 357 

porous media. It should be noted that when the main invading water finger breaks 358 

through the outlet, the pressure of the invading water decreases dramatically. Thus, 359 

other invading water fingers fail to break through the outlet and forms a typical 360 

dead-end flow pathway, as shown in Fig. 4(K). 361 

4.2 Aqueous flow field in residual unsaturated porous media 362 

Once the defending TCE was trapped in the pore space at the residual saturation, 363 

the defending TCE become the residual TCE which was discontinuous and 364 

immobilized due to the capillary force. As the non-wetting phase, the residual TCE 365 

varies the pore structure and the pore space where provides the potential space for 366 

the aqueous flow and the aqueous solute transport. We here analyzed the influence 367 

of residual TCE distribution on the aqueous flow field by considering the residual 368 

TCE as the invalid domain for the aqueous flow. The detail of solving the aqueous 369 

flow field and setting the boundary condition can be found in the Supporting 370 

Information.  371 

From Fig. 5, it can be seen that the aqueous flow pathways were significantly 372 

changed due to the residual TCE. Comparing Figs. 5 (a) with 4 (b), the main flow 373 

pathway in the original porous media was almost the same as that in Case Ⅰ. The 374 

corresponding mean flow velocities were 6.30×10-4 m/s and 6.65×10-4 m/s for the 375 
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original porous media and Case Ⅰ, respectively. There is a slight increase (about 376 

5.6%) in the mean flow velocity. This is because that for Case Ⅰ (see Fig. 5(b)), the 377 

residual TCE was trapped in the small pore throat between the grains and was 378 

mainly located near the upper and lower boundaries, where the flow velocity was 379 

originally low. As the capillary number decreased, the displacement pattern 380 

marked the transition to the capillary fingering regime, resulting not only in a 381 

dramatical increase in Srw but also in a significant variation in the residual TCE 382 

distribution. From Figs. 5 (c) and (d), it can be seen that the geometry of the main 383 

flow pathway was significantly changed by the residual TCE. The corresponding 384 

mean flow velocities were 4.61×10-4 m/s and 4.59×10-4 m/s in Case Ⅱ and Case Ⅲ, 385 

respectively. Compared with the mean flow velocity in the original porous media, 386 

the values of mean flow velocity for Case Ⅱ and Case Ⅲ decreased by 26.8% and 387 

27.1%, respectively. In particular, the displacement pattern with a typical 388 

characteristic of capillary fingering leads to more residual TCE in Case Ⅲ than in 389 

Case Ⅰ and Case Ⅱ. In Case Ⅲ, there are two different preferential flow pathways 390 

through the porous medium in Case Ⅲ. Several dead-end pathways caused both the 391 

drastic decrease of the mean flow velocity and the significant variation of the 392 

aqueous flow field.  393 

On the one hand, the residual TCE leads to a variation of the mean flow velocity in 394 

the aqueous flow field, and on the other hand, it could enhance the heterogeneity of 395 
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the aqueous flow field due to its different distributions. To quantitatively evaluate 396 

the influence of the residual TCE distribution on the heterogeneity of the aqueous 397 

flow field, we estimated the probability density functions (PDFs) of flow velocity 398 

[53, 54] and introduced the coefficient of velocity variation (CV) as a global 399 

measure of the velocity spatial variability [14]. For incompressible flow, the 400 

coefficient of velocity variation was defined as follows,  401 

𝐶𝑉𝒖 =
𝜎𝒖

𝒖̅
=

√ ∫ (𝒖−𝒖̅)2𝑑𝑉

𝑉𝑉

∫ 𝒖̅
𝑑𝑉

𝑉𝑉

                                            (16) 402 

where the σu is the standard variance of the flow velocity, 𝒖̅ is the mean flow 403 

velocity, and V is the volume of the pore space occupied by aqueous fluid.  404 

From Fig. 6, it can be seen that in both the original porous media and Case Ⅰ-Ⅲ, 405 

the PDFs of the longitudinal flow velocity (ux) were skewed towards positive 406 

values with an approximately stretched exponential shape. For the PDFs of ux (see 407 

Fig. 6(a)), there were small negative velocities in all cases, indicating the presence 408 

of backflow. It was found that with increasing residual TCE saturation and the 409 

change from compact displacement patterns to capillary fingering, the tailing of the 410 

PDFs for both ux and u decreased significantly. This indicated that with increasing 411 

residual TCE saturation, the range of flow velocity distribution in the aqueous flow 412 

field decreased, which was associated with the decreased high flow velocity. 413 
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Moreover, the σ2
(u) decreased slightly with increasing residual TCE saturation, 414 

whereas the σ2
ln(u) increased dramatically. This reflected the formation of both the 415 

preferential flow pathways with high velocities and the stagnant flow zone with 416 

low velocities. It was found that the 𝐶𝑉𝒖 increased with increasing residual TCE 417 

saturation, indicating that the velocity spatial variability in the Case Ⅰ-Ⅲ was much 418 

stronger than that in the original porous media. Thus, with increasing residual TCE 419 

saturation, not only the tailing of the PDFs for both ux and u decreased 420 

significantly, but also the velocity spatial variability in the aqueous flow field was 421 

enhanced.  422 

4.3 Behaviors of aqueous tracer transport and BTCs 423 

Fig. 7 showed the aqueous tracer transport in both the original porous media and 424 

Case Ⅰ-Ⅲ. Due to the significant change of the pore structure caused by the 425 

residual TCE, the spatial evolution of the aqueous tracer in Case Ⅰ-Ⅲ was 426 

significantly different from that in the original aqueous flow field. As the residual 427 

TCE saturation increased, the area of the potential zone for aqueous tracer 428 

transport decreased. For the capillary fingering displacement (e.g., Case Ⅲ), the 429 

aqueous tracer pathways formed several fingers and were independent of the pore 430 

structure in original porous media. Several dead-end pathways for aqueous tracer 431 

transport were observed in both Case Ⅱ and Case Ⅲ. The aqueous tracer transport 432 

into these dead-end pathways is limited due to the slow diffusion-dominant 433 
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process. It should be mentioned that the Pe were greater than 200 in all cases (see 434 

Table 1), indicating that the aqueous tracer transport was advection-dominant. 435 

However, the aqueous tracer transport in several dead-end pathways was diffusion-436 

dominant due to the extremely low flow velocity. As shown in Figs. 7(l) and (p), 437 

once the aqueous tracer was transported into the dead-end pathways, a certain 438 

amount of aqueous tracer was entrained and the mass exchange processes between 439 

the dead-end pathways and the preferential pathways become rate-limited. 440 

Consequently, the trapped aqueous tracer in dead-end pathways could lead to 441 

anomalous transport behaviors (e.g., long tails of the BTCs). In addition, due to the 442 

enhanced velocity spatial variability, the aqueous tracer in the preferential flow 443 

pathways was not only transported faster but also had a higher concentration in 444 

Case Ⅱ and Case Ⅲ than in the original porous media and Case Ⅰ.  445 

As a cumulative consequence of aqueous tracer transport through the unsaturated 446 

porous media system, the BTCs reflect the temporal evolution of the aqueous 447 

tracer. In Fig. 8, all BTCs exhibited typical characteristics of anomalous aqueous 448 

tracer transport (e.g., the early arrival and long tails of the BTCs), although the 449 

aqueous tracer was transported in the original porous media where no residual TCE 450 

changed the pore structure. This indicates that not only the residual TCE but also 451 

the heterogeneity of the original porous media can lead to the anomalous aqueous 452 

tracer transport. As can be seen in Fig. 8, the early arrival and long tails of the 453 
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BTCs were the same in the original porous media and Case Ⅰ. This is because that 454 

the aqueous flow field was almost the same, since the compact displacement 455 

pattern in Case Ⅰ efficiently displaced the defending TCE from the pore space and 456 

the variation of pore structure was trivial. As the capillary number decreased, the 457 

immiscible fluid-fluid displacement pattern marked the transition to the capillary 458 

fingering regime and the residual TCE saturation increased, associating the 459 

significantly varied pore structure. Thus, the velocity spatial variability in the 460 

aqueous flow field was enhanced. Consequently, the early arrival and long tails of 461 

the BTCs were pronounced in Case Ⅱ and Case Ⅲ than in the original porous 462 

media and Case Ⅰ. Although the residual TCE significantly varied the pore 463 

structure in Case Ⅱ and Case Ⅲ, the early arrival of the BTCs was the same while 464 

the long tails of the BTCs was different in Case Ⅱ and Case Ⅲ. This indicates that 465 

the residual TCE in Case Ⅱ and Case Ⅲ has little influence on the mean flow 466 

velocity while has significant influence on the mass transfer between the mobile 467 

and immobile domains. 468 

To evaluate quantitatively the anomalous transport characteristics, we used both 469 

traditional ADE model and CTRW model inversely to fit the BTCs. Detailed 470 

information on the goodness-of-fitting of both ADE model and CTRW model can 471 

be found in the Supporting Information. Table 2 showed the goodness-of-fit results 472 

of the ADE and CTRW models.  473 
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As listed in Table 2, the coefficient of determination R2 is about 1.0 and the global 474 

error Ei was low, indicating the ability to characterize aqueous tracer transport by 475 

using both ADE and CTRW model. As a key parameter in the CTRW model, 476 

𝛽𝐶𝑇𝑅𝑊 characterizes the dispersion regime. According to the previous study [55], 477 

0 < 𝛽𝐶𝑇𝑅𝑊 < 1 indicated a highly anomalous transport; 1 < 𝛽𝐶𝑇𝑅𝑊 < 2 was 478 

associated with a moderately anomalous transport; 𝛽𝐶𝑇𝑅𝑊 > 2 corresponded to the 479 

Fickian transport. Table 2 showed that all 𝛽𝐶𝑇𝑅𝑊 were close to 2.0, indicating that 480 

all aqueous tracer transports in this study are moderately anomalous. The mean 481 

flow velocities 𝑢𝐴𝐷𝐸̅̅ ̅̅ ̅̅  and 𝑢𝐶𝑇𝑅𝑊̅̅ ̅̅ ̅̅ ̅̅  were dependent on the residual TCE distribution 482 

and showed the same trend as the pore structure varied by the residual TCE. The 483 

dispersivities were determined as 𝛼𝐿,𝐴𝐷𝐸(= 𝐷𝐴𝐷𝐸 𝑢𝐴𝐷𝐸̅̅ ̅̅ ̅̅⁄ ) and 𝛼𝐿,𝐶𝑇𝑅𝑊 =484 

(𝐷𝐶𝑇𝑅𝑊 𝑢𝐶𝑇𝑅𝑊̅̅ ̅̅ ̅̅ ̅̅⁄ ) in ADE and CTRW models, respectively. In Table 2, the results 485 

indicated a non-monotonic relationship between the dispersivity and the 𝑆𝑤 in both 486 

ADE and CTRW models. Due to the high 𝑆𝑤 and almost unchanged pore structure, 487 

the dispersivity was slightly lower in Case Ⅱ than in the original porous media. 488 

This suggested that the residual TCE resulting from the compact fluid-fluid 489 

displacement process had a small influence on the aqueous tracer transport. It was 490 

found that the dispersivity was enhanced in Case Ⅱ when the pore structure was 491 

significantly changed and the 𝑆𝑤 was decreased due to the residual TCE. However, 492 

the dispersivity showed a slight decrease in Case Ⅲ where the pore structure was 493 
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significantly changed and the velocity spatial variability of the aqueous flow field 494 

was enhanced. It should be noted that since both ADE and CTRW models were 495 

assumed to be one-dimensional, the dispersivity by both ADE and CTRW models 496 

could be expected to be the averaged dispersivity over the whole domain. 497 

Therefore, it was insufficient to characterize the mass transfer of the aqueous tracer 498 

transport only by the dispersivity. In other words, our results indicated that the 499 

dispersivity of aqueous tracer was dependent on not only the 𝑆𝑤 but also the 500 

distribution of the residual TCE that related to the immiscible fluid-fluid 501 

displacement regime.  502 

4.4 Mass transfer 503 

Since the residual TCE varies the pore structure and space of the wetting phase 504 

where provides the potential space for the aqueous flow field and the aqueous 505 

tracer transport, the corresponding flow field was consequently split into flowing 506 

and stagnant regions, referring to as mobile and immobile regions for aqueous 507 

tracer transport. The solute exchange between the mobile and immobile regions 508 

could substantially delay the transport of the aqueous tracer, associating with the 509 

tailing of the tracer BTCs. The tailing of the tracer BTCs is also related to the 510 

reaction at the solid-fluid interface, which can be assessed by the Sherwood 511 

number[56]. In this study, the tracer was assumed to be non-reactive. Therefore, 512 

we focus on the solute exchange between the mobile and immobile regions. To 513 
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quantify this mechanism, we proposed to estimate the mass transfer for aqueous 514 

tracer transport by MIM model. The MIM model is a time nonlocal transport 515 

model, which describes the diffusion-driven mass exchange between the mobile 516 

and immobile domains. The single mass-transfer rate MIM model could capture 517 

the non-Fickian solute transport caused by the diffusion-limited transport of solutes 518 

in immobile zones. The MIM transport equation is given by [21] 519 

𝜕𝐶𝑚

𝜕𝑡
+ (

𝑆𝑠𝑤

𝑆𝑤−𝑆𝑠𝑤
)

𝜕𝐶𝑖𝑚

𝜕𝑡
= −𝑢𝑚̅̅ ̅̅

𝜕𝐶𝑚

𝜕𝑥
+ 𝐷𝑓,𝑚𝑖𝑚

𝜕2𝐶𝑚

𝜕𝑥2
                      (17) 520 

where 𝐶𝑚 and 𝐶𝑖𝑚 represent the concentration of the aqueous tracer in the mobile 521 

(flowing) and immobile (stagnant) domains in the wetting phase respectively; 522 

𝐷𝑓,𝑚𝑖𝑚 is the fitted dispersion coefficient and 𝑢𝑚̅̅ ̅̅  is the effective flow velocity in 523 

mobile domain for the wetting phase; 𝑆𝑤  is the saturation of wetting phase, which 524 

is equal to the sum of the stagnant saturation 𝑆𝑠𝑤 and the flowing saturation 𝑆𝑓𝑤 in 525 

the wetting phase. A partitioning coefficient β= (𝑆𝑤 − 𝑆𝑠𝑤) 𝑆𝑤⁄ = 𝑆𝑓𝑤/𝑆𝑤 was 526 

introduced as the mobile domain fraction in the wetting phase. Thus, the 𝑢𝑚̅̅ ̅̅  in Eq. 527 

(17) is related to the mean flow velocity of the wetting phase (𝑢𝑀𝐼𝑀̅̅ ̅̅ ̅̅ ̅) by 528 

𝑢𝑚̅̅ ̅̅ =𝑢𝑀𝐼𝑀̅̅ ̅̅ ̅̅ ̅ 𝛽⁄ . The dispersivity 𝛼𝐿,𝑚𝑖𝑚 (= 𝐷𝑓,𝑚𝑖𝑚/𝑢𝑚̅̅ ̅̅ ) in MIM model was 529 

determined for all cases. The solute exchange between the mobile and immobile 530 

domains was described by a nonequilibrium mass transfer model, 531 
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𝑆𝑠𝑤
𝜕𝐶𝑖𝑚

𝜕𝑡
= 𝛼(𝐶𝑚 − 𝐶𝑖𝑚)                                       (18) 532 

where 𝛼 is the mass transfer coefficient between the mobile and immobile 533 

domains. For MIM model, the best-fit parameters Df,mim, α, and β were estimated. 534 

The initial estimate of the parameters has a great influence on the accuracy of the 535 

inverse parameters, and an accurate initial estimation could improve the 536 

convergence to a minimum error. The initial values of 𝑢𝑚̅̅ ̅̅  and Df,mim were set to the 537 

counterpart values calculated by the ADE model. The STANMOD V2.08 based on 538 

CXTFIT code[57] was employed for the inversion of MIM model.  539 

Table 3 listed the parameters estimated from MIM model. As shown in Table 3, 540 

both the R2 close to 1.0 and the low Ei ensured the reliability and accuracy of the 541 

inversion of MIM model. As listed in Table 3, 𝛽 showed a non-monotonic 542 

decrease with decreasing 𝑆𝑤. Note that our result of 𝛽 reflects two aspects. First, 543 

the maximum 𝛽 was observed at 𝑆𝑤 = 1.0 (e.g., saturated conditions), which is 544 

consistent with the previous study [58]. Second, the low 𝛽 was observed at 𝑆𝑤 =545 

0.698 in Case Ⅱ rather than at lower saturation (e.g., 𝑆𝑤 = 0.458 in Case Ⅲ). This 546 

implies that the larger domain fraction in the wetting phase become immobile for 547 

aqueous tracer transport at 𝑆𝑤 = 0.458 rather than at 𝑆𝑤 = 0.698. This could be 548 

attributed to the discontinuous residual TCE formed by the different patterns of the 549 

immiscible fluid-fluid displacement. More especially, the residual distribution of 550 
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TCE at 𝑆𝑤 = 0.458 resulted from the transition of the displacement pattern from 551 

the compact displacement to the capillary fingering regime. Unlike compact 552 

displacement and capillary fingering displacement, there were remarkable dead-553 

end pathways with the stagnant flow velocity in this transition displacement, which 554 

is consequently unfavorable for advection-dominant transport of the aqueous 555 

tracer. Therefore, the 𝛽 in residual unsaturated porous media was affected by not 556 

only the 𝑆𝑤 but also the residual saturation topology. 557 

In Table 3, the maximum 𝛼𝐿,𝑚𝑖𝑚 was observed at 𝑆𝑤 = 0.698 in Case Ⅱ and the 558 

relationship between 𝛼𝐿,𝑚𝑖𝑚 and 𝑆𝑤 showed a non-monotonic relation, similar as 559 

for both ADE and CTRW models. It should be mentioned that the 𝛼𝐿,𝑚𝑖𝑚 was 560 

significantly smaller than both the 𝛼𝐿,𝐴𝐷𝐸  and the 𝛼𝐿,𝐶𝑇𝑅𝑊, since the 𝛼𝐿,𝑚𝑖𝑚 561 

accounted only for the dispersivity of the mobile domain in the wetting phase. 562 

According to the dispersion regime of MIM model, an overall dispersivity includes 563 

both the dispersivity of the mobile domain and the influence of solute exchange 564 

between the mobile and immobile domains. Thus, the overall dispersivity 𝛼𝑀𝐼𝑀 in 565 

terms of the MIM parameters can be defined by [59] 566 

𝛼𝑀𝐼𝑀 = 𝛼𝐿,𝑚𝑖𝑚 +
𝑆𝑓𝑤

2 𝑆𝑠𝑤𝑢𝑚̅̅ ̅̅ ̅

𝛼𝑆𝑤
2                                     (19) 567 

We introduced 𝛼𝐿,𝑚𝑠 to represent the contribution of the solute exchange between 568 

the mobile and immobile domains to the overall dispersivity 𝛼𝑀𝐼𝑀.  569 
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𝛼𝐿,𝑚𝑠 =
𝑆𝑓𝑤

2 𝑆𝑠𝑤𝑢𝑚̅̅ ̅̅ ̅

𝛼𝑆𝑤
2                                                  (20) 570 

The dispersivities from the MIM and ADE models as functions of water saturation 571 

were shown in Fig. 9. The 𝛼𝐿,𝐴𝐷𝐸  from the ADE model was always smaller than 572 

the overall dispersivity 𝛼𝑀𝐼𝑀 from the MIM model over all 𝑆𝑤, which is consistent 573 

with previous studies [33, 59]. This could be due to the inherently limited 574 

capability of ADE model for characterizing the anomalous BTCs. On the other 575 

hand, this is reasonable to characterize the overall dispersivity into the two mass 576 

transfer mechanisms (e.g., dispersion in mobile domain and solute exchange 577 

between immobile and mobile domain). As a result, the 𝛼𝑀𝐼𝑀 as the overall 578 

dispersivity was always larger than both the 𝛼𝐿,𝑚𝑠 and the 𝛼𝐿,𝑚𝑖𝑚 over all 𝑆𝑤. 579 

Moreover, the non-zero of the 𝛼𝐿,𝑚𝑠 and the 𝛼𝐿,𝑚𝑖𝑚 confirmed that the coexistence 580 

of these two mass transfer mechanisms over all 𝑆𝑤.  581 

It should be mentioned that the relative contribution of these two mass transfer 582 

mechanisms to the overall dispersivity is of great importance for understanding 583 

aqueous tracer transport behavior. Therefore, to evaluate the relative contribution 584 

between 𝛼𝐿,𝑚𝑠 and 𝛼𝐿,𝑚𝑖𝑚 in the dispersion regime of MIM model, the ,3 585 

𝜖𝑑 =
𝛼𝐿,𝑚𝑠

𝛼𝐿,𝑚𝑖𝑚
                                                         (21) 586 
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𝜖𝑑 >1 means that the overall dispersivity is dominated by the solute exchange 587 

between the mobile and immobile domains, whereas 𝜖𝑑 <1 indicates that the 588 

overall dispersivity is controlled by the dispersion of aqueous tracer in the mobile 589 

domain. As shown in Fig. 9, the 𝜖𝑑 as a function of 𝑆𝑤 showed a non-monotonic 590 

relationship, since the similar relationship was observed between 𝛼𝑀𝐼𝑀 and 𝑆𝑤. 591 

The value of the 𝜖𝑑 was 0.56, 0.49, 5.54, and 1.87 at 𝑆𝑤=1.0, 0.902, 0.698, and 592 

0.458, respectively, indicating that the mass transfer of aqueous at high water 593 

saturation conditions (e.g., 𝑆𝑤=1.0 and 0.902) was controlled by the dispersion of 594 

aqueous tracer in the mobile domain, while at low water saturation conditions (e.g., 595 

𝑆𝑤=0.698 and 0.458) it was dominated by solute exchange between the mobile and 596 

immobile domains. This suggested that the mass transfer mechanism of aqueous 597 

tracer varied with 𝑆𝑤. Interestingly, the mass transfer coefficient between the 598 

mobile and immobile domains (see the 𝛼 in Table 3) was found to have an overall 599 

decreasing trend at 𝜖𝑑 >1. Note that 1 𝛼⁄  represents the time scale for solute 600 

exchange between the mobile and immobile domains. 1 𝛼⁄  was three times larger 601 

under water-saturated conditions than under conditions of low water saturation 602 

conditions. This means that the exchange time was longer at low 𝑆𝑤, which is 603 

related to slower solute mixing. Thus, if mass transfer of the aqueous tracer was 604 

dominated by solute exchange between the mobile and immobile domains at low 605 

𝑆𝑤, the long exchange time will cause aqueous tracer transport to be retained and 606 
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mass transfer to be delayed. In addition, the proposed 𝜖𝑑 would provide insights 607 

into the anomalous characteristics of mass transfer of aqueous tracer in residual 608 

unsaturated porous media. Recall the anomalous characteristics of BTCs in Fig. 7: 609 

the dominant solute exchange between the mobile and immobile domains caused 610 

the remarkable long tails of BTCs at 𝜖𝑑 >1, while the early arrival of BTCs was 611 

observed at 𝜖𝑑 <1, where dispersion in the mobile domain controls the mass 612 

transfer of the aqueous tracer.  613 

5. Summary and conclusion 614 

In this study, the miscible-aqueous tracer transport through residual unsaturated 615 

porous media in which three phases coexist was investigated. The pore-scale 616 

numerical simulation was implemented to simulate the immiscible two-phase 617 

transport and the pore-scale aqueous solute transport for obtaining the residual 618 

distribution pattern and the aqueous flow field in residual unsaturated porous 619 

media. Three different topologies of residual saturation were determined at 𝑆𝑟𝑤= 620 

0.098, 0.302, and 0.542, as the immiscible fluid-fluid displacement pattern varied 621 

from compact displacement to capillary fingering. The mass transfer of aqueous 622 

tracer in residual unsaturated porous media was inversely characterized by ADE, 623 

CTRW, and MIM models. Two different mass transfer mechanisms in terms of the 624 

MIM parameters were proposed for the overall dispersivity of the aqueous tracer. 625 

The main findings of this study can be summarized by: 626 



Confidential manuscript submitted to International Journal of Heat and Mass Transfer 

34 
 

(1) Analysis of aqueous flow field in different topologies of the residual 627 

saturation showed that the topology of residual saturation has a significant 628 

influence on not only the PDFs but also velocity spatial variability of the aqueous 629 

flow field, associating with the velocity spatial variability was enhanced with 630 

increasing 𝑆𝑟𝑤. Both ADE and CTRW model confirmed the typical characteristics 631 

of anomalous aqueous tracer transport (i.e., early arrivals and long tails) in BTCs 632 

in a range of 𝑆𝑟𝑤 from 0.098 to 0.542. Due to the enhanced velocity spatial 633 

variability, the aqueous tracer was not only transported faster in the preferential 634 

flow pathways, but also had a higher concentration at high 𝑆𝑟𝑤 than at low 𝑆𝑟𝑤.  635 

(2) A non-monotonic relationship was found between the dispersivity and the 636 

𝑆𝑟𝑤, indicating the dependence of dispersivity on 𝑆𝑟𝑤. The results showed the 637 

coexistence of these two mass transfer mechanisms over all 𝑆𝑟𝑤 (e.g., the 638 

dispersion in the mobile domain and the solute exchange between the immobile 639 

and mobile domains). The dimensionless dispersivity index 𝜖𝑑 was introduced to 640 

quantify the relative contribution of these two mass transfer mechanisms to the 641 

overall dispersivity. The maximum of 𝜖𝑑 was 5.54 and was observed at 𝑆𝑟𝑤=0.302. 642 

It was found that the overall mass transfer at low 𝑆𝑟𝑤 was dominated by the 643 

dispersion of aqueous tracer in the mobile domain, whereas at high 𝑆𝑟𝑤, the solute 644 

exchange between the mobile and immobile domains was dominant.  645 
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(3) The time scale (1 𝛼⁄ ) for solute exchange between the mobile and 646 

immobile domains was three times larger under water-saturated conditions than 647 

under high 𝑆𝑟𝑤 conditions, with the resulting exchange time being longer. The 648 

maximum of the mobile domain fraction β in the wetting phase was observed 649 

under water-saturated conditions, however, the 𝛽 showed a non-monotonic 650 

decrease with increasing 𝑆𝑟𝑤. It was found that the transition displacement pattern 651 

from the compact displacement to the capillary fingering regime could lead to 652 

remarkable dead-end pathways with the stagnant flow velocity, resulting from the 653 

low β.  654 

Overall, our study not only confirmed the saturation dependence of mass transfer 655 

in residual unsaturated porous media, but also emphasized the importance of 656 

considering the influence of saturation topology on mass transfer. The same value 657 

of 𝑆𝑟𝑤 may have a completely different saturation topology due to the different 658 

immiscible displacement regimes. Under these circumstances, the mass transfer 659 

dependence on 𝑆𝑟𝑤 could be ambiguous because the relative contribution of the 660 

different mass transfer mechanisms was found to be sensitive to the residual 661 

saturation topology. Althoughh the numerical modeling strategy in this study 662 

provides a better basis for considering the transport of both immiscible two-phase 663 

flow and aqueous-miscible solute, further work is clearly needed to theoretically 664 
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establish the relationship between the immiscible displacement regimes and the 665 

mass transfer of miscible-aqueous tracer. 666 

  667 
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Fig. 3 Flowchart of simulation 885 
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 888 

Fig. 4 Immiscible fluid-fluid displacement processes and residual patterns at 889 

log𝐶𝑎=-4.12 (Case Ⅰ), log𝐶𝑎=-5.50 (Case Ⅱ), and log𝐶𝑎=-6.60 (Case Ⅲ). The blue 890 

region represents the TCE, the gray region is water, and the white circles are solid 891 

grains. 892 
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 894 

Fig. 5 The flow fields in the original porous media and Case Ⅰ-Ⅲ. (a) The flow filed in the porous medium where is 895 

saturated by water; (b)-(d) The flow fields in Case Ⅰ-Ⅲ where the residual TCE varies the pore structure. The red 896 

color represents the residual TCE in Case Ⅰ-Ⅲ. 897 
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898 

 899 

Fig. 6 The probability density functions (PDFs) of the longitudinal flow velocity 900 

and the flow velocity in the original porous media and Case Ⅰ-Ⅲ. (a) PDFs of 901 

longitudinal flow velocity in the original porous media and Case Ⅰ-Ⅲ. (b) PDFs of 902 

flow velocity magnitude in the original porous media and Case Ⅰ-Ⅲ. 903 
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 904 

Fig. 7 The aqueous tracer transport in both the original aqueous porous media and Case Ⅰ-Ⅲ (C/C0 is the 905 

dimensionless concentration).906 
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 907 

 908 

Fig. 8 The breakthrough curves (BTCs) of the aqueous tracer transport in both the 909 

original aqueous porous media and Case Ⅰ-Ⅲ. 910 
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 912 

Fig. 9 Comparison the dispersivities from MIM and ADE models. The overall 913 

dispersivity 𝛼𝑀𝐼𝑀 was calculated with Eq. (19), the 𝛼𝐿,𝑚𝑠 was determined by Eq. 914 

(20), the dimensionless dispersivity index 𝜖𝑑 was obtained by Eq. (21) 915 
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 917 

Table 1 Parameters of the aqueous flow fields in the original porous media and 918 

Case Ⅰ-Ⅲ 919 

Porous Media 
𝑢𝑥̅̅ ̅ 

(m/s) 

𝒖̅ 

(m/s) 

σ2
(u) 

(m2/s2) 

σ2
ln(u) 

(-) 

Pe 

(-) 

Re 

(-) 

𝐶𝑉𝑢
 

(-) 

Original 

(𝑆𝑤 = 1.000) 

4.93×10-

4 

6.30×10-

4 

3.47×10-

7 

3.79 393.87 0.39 0.89 

Case Ⅰ 

(𝑆𝑤 = 0.902) 

5.26×10-

4 

6.65×10-

4 

3.45×10-

4 

7.15 415.59 0.41 0.86 

Case Ⅱ 

(𝑆𝑤 = 0.698) 

3.60×10-

4 

4.61×10-

4 

2.55×10-

4 

58.40 287.97 0.29 1.19 

Case Ⅲ 

(𝑆𝑤 = 0.458) 

3.25×10-

4 

4.59×10-

4 

2.03×10-

4 

131.19 286.93 0.29 1.24 

Note: 𝑢𝑥̅̅ ̅ is the mean longitudinal flow velocity. σ2
(u) is the variance of the flow 920 

velocity. σ2
ln(u) is the natural logarithm of σ2

(u). Pe is dimensionless Peclet number. 921 

Re is dimensionless Reynolds number.  922 

 923 
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 924 

 925 

Table 2 Results from the goodness-of-fitting of the ADE and CTRW models 926 

Porous Media 

 ADE model CTRW model 

𝑢𝐴𝐷𝐸̅̅ ̅̅ ̅̅  

(m/s) 

𝐷𝐴𝐷𝐸  

(m2/s) 

𝛼𝐿,𝐴𝐷𝐸 

(m) 

𝐸𝑖 

(-) 

R2 

(-) 

𝑢𝐶𝑇𝑅𝑊̅̅ ̅̅ ̅̅ ̅̅  

(m/s) 

𝐷𝐶𝑇𝑅𝑊 

(m2/s) 

𝛼𝐿,𝐶𝑇𝑅𝑊 

(m) 

T1 

(s) 

T2 

(s) 

𝛽𝐶𝑇𝑅𝑊 

(-) 

𝐸𝑖 

(-) 

R2 

(-) 

Original 

(𝑆𝑤 = 1.000) 

5.15×10-4 9.40×10-7 1.83×10-3 0.009 0.999 5.17×10-4 9.37×10-7 1.81×10-3 0.01 1405.72 1.91 0.016 0.999 

Case Ⅰ 

(𝑆𝑤 = 0.902) 

5.42×10-4 8.61×10-7 1.59×10-3 0.006 1.000 5.48×10-4 8.43×10-7 1.54×10-3 0.01 1078.95 1.92 0.014 1.000 

Case Ⅱ 

(𝑆𝑤 = 0.698) 

4.78×10-4 1.94×10-7 4.06×10-3 0.030 0.994 4.82×10-4 1.96×10-7 4.07×10-3 0.01 1120.73 1.80 0.030 0.990 

Case Ⅲ 

(𝑆𝑤 = 0.458) 

4.74×10-4 8.64×10-7 1.82×10-3 0.018 0.998 4.76×10-4 8.72×10-7 1.83×10-3 0.01 968.95 1.90 0.023 0.998 

 927 

 928 

 929 

 930 

 931 

 932 



Confidential manuscript submitted to International Journal of Heat and Mass Transfer 

54 
 

 933 

Table 3 Summary of the parameters estimated from the MIM model 934 

Porous 

Media 

𝑢𝑚̅̅ ̅̅  

(m/s) 

𝐷𝑓,𝑚𝑖𝑚 

(m2/s) 

𝛽 

(-) 

𝛼 

(d-1) 

𝛼𝐿,𝑚𝑖𝑚 

(m) 

R2 

(-) 

Ei 

(-) 

Original 

(𝑆𝑤 = 1.000) 

5.55×10-

4 

7.07×10-

7 

0.93 

1.63×10-

3 

1.99×10-

3 

0.999 0.006 

Case Ⅰ 

(𝑆𝑤 =

0.902) 

5.89×10-

4 

6.59×10-

7 

0.92 

2.36×10-

3 

1.67×10-

3 

0.999 0.005 

Case Ⅱ 

(𝑆𝑤 =

0.698) 

6.50×10-

4 

4.42×10-

7 

0.74 

2.59×10-

3 

4.45×10-

3 

0.998 0.018 

Case Ⅲ 

(𝑆𝑤 =

0.458) 

5.28×10-

4 

5.36×10-

7 

0.90 

5.10×10-

4 

2.92×10-

3 

0.999 0.016 

 935 

 936 

 937 

 938 


