
Confidential manuscript submitted to International Journal of Heat and Mass Transfer 

1 

 

Supporting Information 1 

 2 

Saturation dependence of mass transfer for solute transport through 3 

residual unsaturated porous media 4 

Zhi Doua,b,*, Xueyi Zhanga,c, Chao Zhuanga, Yun Yanga, Jinguo Wanga, Zhifang 5 

Zhoua 6 

a School of Earth Science and Engineering, Hohai University, Nanjing, 210098 China 7 

b Department of Civil Engineering, University of Toronto, 35 St. George Street, 8 

Toronto, ON M5S 1A4, Canada 9 

c Eawag, Swiss Federal Institute of Aquatic Science and Technology, 8600 Dübendorf, 10 
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1. Direct numerical simulation (DNS) model setup 19 

In this study, both immiscible two-phase transport (ITPT) and Pore-scale 20 

aqueous solute transport (PSAST) models were solved by the COMSOL 21 

Multiphysics package (COMSOL Inc., Burlington, MA, USA) based on 22 

the Galerkin finite-element method. The aqueous and non-aqueous phase 23 

liquids were assumed as water and Trichloroethylene (TCE), respectively. 24 

The density of water and TCE at 293.15K were 998.2 kg m3⁄  and 1460 25 

kg m3⁄ , respectively. The wetting angle was 𝜃 = 𝜋 6⁄ . The interfacial 26 

tension between water and TCE were σ=36.9 mN/m [1]. The viscosity of 27 

water and TCE were 𝜇𝑤 =1.002× 10−3 kg (m ∙ s)⁄  and 𝜇𝑛𝑤=5.3×28 

10−4 kg (m ∙ s)⁄  at 293.15K, respectively. The molecular diffusion 29 

coefficient of conservative aqueous tracer was set to be 𝐷𝑚=1.0×10-9 30 

m2/s. 31 

1.1 ITPT model 32 

The porous media was initially saturated by TCE. The left and right 33 

boundaries of porous media were inlet and outlet boundaries, 34 

respectively. The water was injected along the inlet boundary with three 35 

specific flow rates (e.g., 𝑢=0.60, 0.15, and 0.05 m/s). The corresponding 36 

capillary numbers were log𝐶𝑎=-4.12, -5.50, and -6.60, while the 37 

viscosity ratio was constant and equal to M=𝜇𝑤 𝜇𝑛𝑤⁄ =1.89. The outlet 38 

boundary was set as zero pressure boundary condition. The non-slip 39 
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boundary was applied on the immiscible interfaces between TCE, water 40 

and soil. 41 

Solving the IPTP model by the COMSOL Multiphysics package, the 42 

backward differentiation formula (BDF) was employed to automatically 43 

adjust the time step. The time dependent solver (PARDISO) was selected 44 

as system solver. The Phase Field Method module and Laminar flow 45 

module were coupled and solved in the IPTP model. The Phase Field 46 

Multiphysics coupling feature defines the density and dynamic viscosity 47 

of the fluid used in the Laminar Flow interfaces. It defines the surface 48 

tension on the interface in the form of a volume force used in the 49 

momentum equation. It also allows the Phase Field interface to use the 50 

velocity field calculated from the Laminar Flow interface. For IPTP 51 

model, the mobility tuning parameter χ and the thickness of the interface 52 

between the two immiscible fluids 𝜀 were significant for the reality and 53 

accuracy of solutions [2], since the value of χ must be high enough to 54 

keep the interface thickness constant and low enough not to damp the 55 

advection. Depending on previous study [3], in this study, the mobility 56 

tuning parameter χ and the thickness of the interface between the two 57 

immiscible fluids 𝜀 were set as χ=1 and 𝜀=ℎ𝑚𝑎𝑥 6⁄  where the ℎ𝑚𝑎𝑥 58 

represents the maximum mesh size. The computational domain for IPTP 59 

model in the porous medium was discretized into 86225 triangular 60 

elements. The mesh size was set to a range from 2.7×10-3 mm to 2.34×61 
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10-1 mm. The mesh independence analysis was conducted to ensure 62 

numerical stability and accuracy. Under the same boundary condition, 63 

three different meshes with different triangular elements (e.g., 64 

𝑀𝑛 =19616, 86225, and 127628) were tested. As shown in Fig S1, TCE 65 

saturation was independent on mesh when the 𝑀𝑛 was more than 86225, 66 

indicating that the 86225 triangular elements were enough to provide 67 

stable and accurate numerical results. Therefore, 86225 triangular 68 

elements were used in this study.  69 

 70 

Fig S1 TCE saturation dependence of mesh 71 

1.2 PSAST model 72 

After obtaining residual TCE distribution by the ITPT model in porous 73 

media, the PSAST model was implemented on the pore space occupied 74 

by water. For the flow field in the PSAST model, the boundary conditions 75 

were set as follows: the left and right boundaries were set to be the first-76 

type boundary as inlet and outlet boundaries, respectively. The steady 77 
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flow was driven from left to right by the given pressure gradient (i.e., -78 

∇𝑝=122 Pa/m) for all of flow field in the aqueous phase. The no-slip 79 

boundary condition was applied at the solid-liquid and liquid-liquid 80 

interfaces. There was no flux across the top and bottom boundaries. For 81 

the aqueous solute transport, the pore space was initially occupied by 82 

water and there was no tracer in the aqueous pore space. The pulsed 83 

tracer with the concentration 𝑐0 was injected along the inlet boundary. 84 

The step function was used to simulate the pulsed injection condition. 85 

The inlet and outlet boundary conditions for the aqueous solute transport 86 

were specified as, 87 

𝑐(0, 𝑡) = {
𝑐0,      0 < 𝑡 ≤ 2𝑡′

0,       2𝑡′ < 𝑡      
                  (1) 88 

𝜕𝑐(𝐿, 𝑡) 𝜕𝑛⁄ = 0 𝑡 ≥ 0                    (2) 89 

where L is the length of porous media geometry, n represents the 90 

direction normal to the outlet boundary, and 𝑡′ is the dimensionless time 91 

or so-called pore volume Pv. The Pv was defined as, 92 

𝑃𝑣 =
𝑄𝑡

𝑉𝑤
                         (3) 93 

where 𝑄 is the flow rate (L3T−1), 𝑉𝑤 represents the volume of pore 94 

space occupied by aqueous liquid (L3). Since the conservative and non-95 

reactive tracer was introduced, the no-slip boundary condition was 96 
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applied at the solid-liquid and liquid-liquid interfaces. The BTCs were 97 

obtained by the ratio of effluent solute mass to fluid mass, 98 

𝑐𝑓 =
∫ �̅�𝑐𝑑𝑧

ℎ

0

∫ �̅�𝑑𝑧
ℎ

0

                         (4) 99 

1.3 Validation of numerical model 100 

Two benchmark cases are provided here to validate our numerical model. 101 

The results of validation cases agree very well with the results of previous 102 

study or theoretical results, which validates the correctness of numerical 103 

models. 104 

ITPT model 105 

We simulated the process of two-dimensional bubbles rising in liquid 106 

columns due to the buoyancy force and compared it with the results of 107 

Hysing et al [4]. The mass center and rising velocity of the bubble at 108 

different times are calculated respectively, as shown in Fig S2. The 109 

simulation results agree quite well with the results of Hysing et al., which 110 

validates the correctness of numerical models.  111 
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  112 

Figure S2 Initial configuration and boundary conditions of the bubble 113 

rising case (a). Time evolution of the mass center (b). 114 

PSAST model 115 

We simulated the solute transport process in a parallel plate and 116 

calculated the Taylor dispersion coefficient (Dtaylor). Taylor dispersion is 117 

an effect in fluid mechanics in which a shear flow can increase the effective 118 

diffusivity of a species[5]. The seminal Taylor’s work [6] demonstrates 119 

that for solute transport through parallel plates where the fluid follows the 120 

stratified flow, the effective solute transport eventually becomes one 121 

dimensional and the shear-flow-induced dispersion can be measured by an 122 

effective longitudinal dispersion (i.e. Taylor dispersion) and mean flow 123 

velocity �̅�. The Taylor dispersion coefficient for an ideal 2D paralleled 124 

fracture is given as,  125 
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𝐷𝑇𝑎𝑦𝑙𝑜𝑟 =
�̅�2�̅�2

210𝐷𝑚

(5) 126 

In this case, the length and height of the parallel plate was L=200 mm 127 

and H=0.5 mm, the ratio of length to height is L/H=400, and the 128 

corresponding asymptotic time is τ = 𝑏2 4𝐷𝑚⁄ = 62.5 s. The average 129 

flow velocity in the fracture is �̅� = 6.17 × 10−5 m s⁄ . 130 

 131 

Fig S3. The shear flow in a parallel plate (a). The dynamic variation 132 

process of Taylor dispersion coefficient 133 

As shown in Fig S3, before the progressive time, the dispersion 134 

coefficient is not a fixed value, but a function related to time. According to 135 

the physical meaning of spatial moment, the dispersion coefficient in X 136 
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direction can be expressed by the change rate of second-order moment in 137 

X direction, 138 

2𝐷𝑥 = lim
𝑡→∞

𝑑𝑀2,𝑥𝑥

𝑑𝑡
(6) 139 

The total mass of solute in the calculation area is calculated by using 140 

the spatial moment of solute cluster 141 

𝑀 = ∫ 𝐶(𝑥, 𝑡)𝑑Ω
Ω

(7) 142 

First moment in X direction: 143 

𝑀1,𝑥(𝑡) = ∫ 𝐶(𝒙, 𝑡)
Ω

𝑥𝑑Ω (8) 144 

Second moment in X direction: 145 

𝑀2,𝑥𝑥(𝑡) =
∫ 𝐶(𝒙, 𝑡)

Ω
(𝑥 − 𝑀1,𝑥 𝑀⁄ )(𝑥 − 𝑀1,𝑥 𝑀⁄ )𝑑Ω

𝑀
(9) 146 

It can be seen from Fig.S3 hat the dispersion coefficient increases with 147 

time before the progressive time; Near the asymptotic time, the dispersion 148 

coefficient calculated by the second-order moment in the X direction is 149 

close to the theoretical value of Taylor dispersion coefficient. 150 

2. Definition of Peclet number and Reynolds number 151 

The Peclet number is defined by 𝑃𝑒 = 𝜏𝐷 𝜏𝑎⁄ = 2�̅��̅� 𝐷𝑚⁄ . It is the ratio 152 

of the characteristic diffusion time 𝜏𝐷 = 2�̅��̅� 𝐷𝑚⁄  to the characteristic 153 

advection time 𝜏𝑎 = �̅� 2�̅�⁄ . The fixed pressure gradient between inlet 154 
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and outlet boundaries was applied in all cases, result in the Pe range from 155 

393.87 to 286.96.  156 

The Reynold number was defined by 𝑅𝑒 = 2�̅�𝜌 �̅� 𝜇⁄ . It is commonly 157 

used to predict the onset of non-Darcy flow and to determine the flow 158 

regime. In this study, the Re range from 0.39 to 0.29, indicating that the 159 

flow was Darcy regime for all cases. 160 

3. Inverse model for aqueous tracer transport 161 

3.1 Advection dispersion equation (ADE) model 162 

The classical Advection Dispersion Equation (ADE), which based on 163 

Fick’s law, was used to fit the BTCs for all cases. The 1D governing 164 

equation of ADE model is given by  165 

𝜕𝑐

𝜕𝑡
= −∇ ∙ (𝑢𝐴𝐷𝐸̅̅ ̅̅ ̅̅ 𝑐) + 𝐷𝐴𝐷𝐸∇2𝑐 (10) 166 

Where the DADE is the fitted dispersion coefficient and 𝑢𝐴𝐷𝐸̅̅ ̅̅ ̅̅  is the mean 167 

flow velocity. We used the STANMOD V2.08 software[7] for the inverse 168 

calculations.  169 

The initial estimated value of 𝑢𝐴𝐷𝐸̅̅ ̅̅ ̅̅  was set to the �̅� obtained by direct 170 

simulation. In this study, the tracer pulse with concentration 𝑐0 was 171 

injected into porous media for 2 Pv at the inlet boundary. Therefore, in 172 

STANMOD, we used the pulse input at application time boundary 173 

condition. The input concentration was set to the dimensionless 174 
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concentration. The corresponding application times were 162.8, 152.9, 175 

223.2, and 250.4 s, respectively. For each case, total 150 data points from 176 

BTC were used for the inverse calculations. 177 

3.2 Continuous time random walk (CTRW) model 178 

The CTRW transport equation is generally based on the Fokker- 179 

Planck with memory equation (FPME) which originally describes 180 

the temporal evolution of the probability density function of the 181 

velocity of a particle under the influence of drag forces and random 182 

forces. In CTRW, the Laplace transformed concentration function  183 

𝑝𝑐̅(𝑥, 𝑝) − 𝑐0(𝑥) = −�̅�(𝑝) [𝑢𝑐𝑡𝑟𝑤̅̅ ̅̅ ̅̅ ̅
𝜕𝑐̅(𝑥, 𝑝)

𝜕𝑥
− 𝐷𝑐𝑡𝑟𝑤

𝜕2𝑐̅(𝑥, 𝑝)

𝜕𝑥2
] (11) 184 

where p is the Laplace variable, 𝑢𝑐𝑡𝑟𝑤̅̅ ̅̅ ̅̅ ̅ and 𝐷𝑐𝑡𝑟𝑤 are mean flow 185 

velocity and fitted dispersion coefficient in the framework of CTRW, 186 

respectively. In Eq. (11), the memory function �̅�(𝑝) captures the 187 

anomalous or non-Fickian transport induced by local heterogeneity or 188 

process and the corresponding formulation is given by 189 

�̅�(𝑝) = −𝑡̅𝑝
�̅�(𝑝)

1 − �̅�(𝑝)
(12) 190 

where 𝑡̅ is some characteristic time and �̅�(𝑝) is the transition rate 191 

probability which is the core of the CTRW model. In this study, we used 192 

the truncated power law (TPL) for �̅�(𝑝). The TPL model is given by  193 
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𝜓(𝑝) =
(1 + 𝜏2𝑝𝑡1)𝛽𝐶𝑇𝑅𝑊 𝑒𝑥𝑝(𝑡1𝑝) 𝛤(−𝛽𝐶𝑇𝑅𝑊, 𝜏2

−1 + 𝑡1𝑝)

𝛤(−𝛽𝐶𝑇𝑅𝑊, 𝜏2
−1)

(13) 194 

where t1 represents the lower limit time when the power law behavior 195 

begins, 𝜏2 = 𝑡2/𝑡1, 𝑡2is the cut-off time describing the Fickian behavior 196 

dominates, 𝛤() represents the incomplete Gamma function, and the 197 

parameter 𝛽𝐶𝑇𝑅𝑊 indicates the different types of anomalous transport. 198 

In this study, the CTRW Matlab Toolbox V4.0 [8] was employed for the 199 

inverse calculations. For the inverse model using the CTRW TPL, there 200 

were five initial input parameters, t1, t2, 𝑢𝑐𝑡𝑟𝑤̅̅ ̅̅ ̅̅ ̅, 𝛽𝐶𝑇𝑅𝑊 and 𝐷𝑐𝑡𝑟𝑤. The 201 

initial estimate for the velocity 𝑢𝑐𝑡𝑟𝑤̅̅ ̅̅ ̅̅ ̅ and dispersion 𝐷𝑐𝑡𝑟𝑤 were 202 

assumed to be equal to the values from the ADE inverse modeling. Note 203 

that the input value of 𝑢𝑐𝑡𝑟𝑤̅̅ ̅̅ ̅̅ ̅ and 𝐷𝑐𝑡𝑟𝑤 need to be in units of 1/time. 204 

We divided the 𝑢𝑐𝑡𝑟𝑤̅̅ ̅̅ ̅̅ ̅ and 𝐷𝑐𝑡𝑟𝑤 by the L (length of the porous media, 205 

L=0.041m) and L2. The initial estimate for t1, t2, and 𝛽𝐶𝑇𝑅𝑊 were set to 206 

be 10-2, 103, and 1.8, respectively. 207 

 208 

 209 

 210 
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