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Abstract: Micropollutants have become a serious environmental problem by threatening ecosystems and the
quality of drinking water. This account investigates if advanced AI can be used to find solutions for this problem.
We review background, the challenges involved, and the current state-of-the-art of quantitative structure–bio-
degradation relationships (QSBR). We report on recent progress combining experiment, quantum chemistry
(QC) and chemoinformatics, and provide a perspective on potential future uses of AI technology to help improve
water quality.
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1. Introduction
A general process cycle for developing new molecules in-

cludes molecular design, synthetic design, reaction prediction,
synthesis (experiment), structure determination (experiment) and
assessment of functions suggesting new molecular design for
the next cycle (Fig. 1). The prime target is to design molecular
structures that have desired functions, such as pharmacological
or pesticidal activity. Synthetic accessibility is another important
evaluation criteria. However, to design an optimal molecule, one
should consider not only these positive properties, but also nega-
tive properties of those molecules, like toxicity and persistency in
the environment. Since people have become aware of the serious
environmental problems caused by micropollutants, demand to
consider the burden on the environment in chemical development
has steeply increased.

In the last decade, artificial intelligence (AI) and machine
learning (ML) technology has rapidly conquered a wide variety
of domains including natural science. Chemistry’s history work-
ing with AI and ML indeed goes back to the 1960s,[1–3] i.e., to the
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cal wastewater treatment, and are thus released into surface water
bodies like lakes and rivers.[19] There, they are typically found
as highly complex mixtures of several hundreds to thousands of
chemicals present at rather low concentrations (i.e., in the low
mg/L to ng/L range), which is why they are often termed ‘micro-
pollutants’.

To avoid negative impacts of these chemical releases on
aquatic ecosystems in the densely populated areas of Switzerland,
Switzerland has updated its Water Protection Act in 2014 to re-
quire technical measures on selected municipal WWTPs to re-
duce micropollutant loads to surface waters.[19] The most widely
adopted measures include additional polishing steps of the bio-
logically treated wastewater through either reaction with ozone
(i.e., ozonation) or adsorption to powdered or granular activated
carbon. While adsorption to activated carbon removes the pollut-
ants from the wastewater, degradation by microbial activity or
ozonation does not always lead to complete mineralization – and
hence removal – of the compounds, but may lead to the accumula-
tion of potentially problematic transformation products. Hence, to
be able to understand or even improve the degradation of micro-
pollutants in wastewater treatment, both degradation by activated
sludge microbial communities as well as by ozonation should ide-
ally be predictable based on chemical structure.

3. Key Differences between Environmental
Degradation Information and Reaction Data from
Bench Chemistry

Degradation prediction is related to the wide field of reac-
tion prediction, which is one of the most basic tasks in chemistry.
Since an embryonic idea of data-driven reaction prediction started
in 1980s,[20] various systems have been developed. After a first
modest peak of development in 1990s,[21,22] recent advances in
ML technologies have pushed automatic reaction prediction to a
practically usable level.[23–25 ]

These systems have been targeting general organic chemical
reactions carried out at the lab bench. In principle, similar methods
can also be applied to predicting reactions of chemicals, i.e., chemi-
cal degradation in wastewater. However, if one wants to address
the full complexity of chemical reactions in wastewater, one needs
to adjust the basic strategy. The major problem with degradation
processes in wastewater comes from their much lower degree of
controllability and traceability, leading to lower quality and quantity
of chemical degradation information from wastewater.

3.1 Controllability and Traceability
Chemical reactions performed at the lab bench or industry

scale are complex and it is still challenging to predict their out-
come precisely. Chemical reactions are determined by a compli-
cated interplay of many factors, such as electronic and geometri-
cal properties of reactants, their changes during the chemical reac-
tions, solvent, temperature, concentration, pressure, reaction time
and presence of catalysts. The outcome of reactions varies de-
pending on the degree of contribution of these factors. Therefore,
predicting reactions corresponds to solving the relationships of
data in multi-dimensional space. Even for simplified reactions in
isolated conditions as often assumed in QC calculations, one has
to deal with a huge ‘chemical reaction space’.

Chemical reactions in a wastewater environment do not only
have a higher complexity – given that they are mostly catalyzed by
enzymes in a highly complex and diverse microbial community –
but the available reaction information has a number of additional
uncertainties and knowledge gaps.

Table 1 summarizes the differences between general (organic)
chemical reactions run and analyzed at lab bench (RxnTyp1),
those for model systems simulating the wastewater environment
at lab bench (RxnTyp2) and those monitored at full scale in an
actual wastewater treatment environment (RxnTyp3).

research fields called chemometrics and chemoinformatics. This
is largely due to the characteristics of chemistry, being a discipline
profoundly depending on data (e.g., molecular, reaction and spec-
tral data) in the development of chemical knowledge and theory.

Environmental chemistry has been one of the important targets
of chemometrics and chemoinformatics. However, environmental
chemistry data has different characteristics from, e.g., chemical
reaction data in organic chemistry, which makes ML applications
more challenging.

One of the recent trends in ML applications for chemistry is
using quantum chemical (QC) methods for data acquisition.[4–12]
QC electronic structure can provide more detailed and precise
data going beyond simple parameter-based analysis.

In this article, we will discuss possible applications using AI
and ML technology to help improve water quality, especially fo-
cusing on the degradation of chemical compounds in wastewater.
We first describe the problems of micropollutants in wastewater
and the differences in availability and quality of environmental
chemistry data compared to lab organic chemistry data. We then
highlight several ML applications for prediction of degradations
in wastewater, including using ab initio QC together with experi-
mental data, and discuss the challenges involved. Finally, we give
a perspective on potential future applications of AI technology to
improve water quality.

2. Micropollutants in Wastewater
Today, there are over 100’000 chemicals on the market in

Europe,[13] likely more than 300’000 globally,[14] and numbers
are increasing.[15] It is easily perceivable and has been widely
documented through monitoring in different environmental com-
partments that many of these chemicals may be released to some
extent into the environment during manufacturing, use, recycling
or disposal (e.g., refs [16−18]). Chemicals used in different indus-
tries (e.g., solvents, reagents, adjuvants, lubricants, antioxidants,
biocides, etc.) and in domestic applications (e.g., in human medi-
cine, washing agents, personal care products) may be released
into industrial and domestic wastewaters, which are then treated
in either specialized industrial, or, in most cases, domestic waste-
water treatment plants (WWTPs).

During wastewater treatment, different processes might lead
to removal of the chemicals from the water stream, including
absorption unto sludge, degradation by the activated sludge mi-
crobial community, and volatilization. While sorption to sludge
might play a role for rather hydrophobic compounds (i.e., neutral
chemicals with log K

ow
> 3), any removal of more polar chemicals

is mainly driven by microbial biodegradation. Yet, WWTPs are
designed to remove general nutrients (i.e., C, N and P), and hence
are not optimized for the removal of the wide variety of chemicals
potentially entering them through wastewater. As a consequence,
many chemicals are not or only partially removed during biologi-
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Fig. 1. A general process cycle for developing new molecules. Molecular
design needs to consider not only positive functions but also negative
ones, including persistency in environment.
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generated observed products, such interpretation is much more
challenging than in the clean, single reaction systems typical for
RxnTyp1.

3.2 Quality and Quantity of Data
The differences in RxnTyp3 affect data quality and quantity.

As shown in Fig. 2, chemical reaction schemes for RxnTyp2-3
are often not complete. Together with the uncertain nature of the
RxnTyp2-3 reactions as mentioned above, it is difficult to obtain
a high data quality for environmental reactions.

Most of the databases of chemical reactions and compounds
are from bench chemistry, RxnTyp1, and many databases are
available.[12,26–30] The world’s largest organic chemical reaction
databases are CAS reactions[27] and Beilstein,[28] which contain
approximately 150 million and 10 million reactions, respectively.
The Beilstein database can be currently accessed from Reaxys.[29]
Use of many commercially available databases of RxnTyp1 for
data-driven research is restricted, but some datasets are accessible
without such restrictions, for example, datasets mostly collected
from patent data.[30] They are used for data-driven applications,
such as Molecular Transformer.[24] QC-based reaction data, in-
cluding detailed reaction mechanisms, are also available.[12]

In contrast, hardly any sizable, well-curated databases are
available for RxnTyp2-3 for degradation in wastewater. With the
exception of the Eawag-Sludge package in enviPath,[31] data col-
lections related to degradation in wastewater are mostly spread
throughout the literature in the form of lists of data that are mostly
not electronically available nor curated according to any standard
formats (e.g., refs. [32,33]). The poor quality and quantity of data
for RxnTyp2-3 makes data-driven approaches to train predictive
models extremely difficult.

A major problem of RxnTyp3 is that reaction conditions can-
not be controlled, but only be (partially) observed. Therefore, the
range of conditions sampled in different monitoring campaigns is
extremely wide and measurement results, i.e., extent and products
of degradation, accordingly vary based on when and where those
samples were obtained. Furthermore, the time scale of RxnTyp3
may be long (i.e., months to year) making it difficult to accurately
assess differences between slowly degrading chemicals based on
monitoring information. Finally, reaction kinetics cannot be di-
rectly observed, but only removal during wastewater treatment.
To estimate reaction kinetics from such information, the relevant
part of the wastewater treatment system must be fully parameter-
ized and explicitly modeled, leading to additional uncertainty in
the final kinetic estimate.

Therefore, it is very important to design appropriate lab model
systems to simulate degradation in a wastewater environment
(RxnTyp2). Such experiments are typically carried out with com-
plex microbial communities directly sourced from the treatment
steps of theWWTP, typically from the activated sludge basin (i.e.,
aerated, suspended biomass). Compared to RxnTyp1, there are a
limited variety of choices of types of reactants and reaction con-
ditions that can be explored. Many reactants and reaction condi-
tions for RxnTyp2 are limited to those available under realistic
wastewater treatment conditions. Another limitation of RxnTyp2
is that full mass balances and hence product ratios are difficult to
achieve since tracing and quantification of reaction products is
challenging in the complex wastewater matrix, unless radioac-
tively labelled compounds are used. The latter is very costly and
such data is only (publicly) available for a very limited number
of compounds. With appropriate efforts in product analysis, e.g.,
using high-resolution mass spectrometry and MS/MS interpreta-
tion, enzymatic reaction types can be assessed in terms of general
categories but since sequences of enzymatic reactions may have

Table 1. Property differences for general (organic) chemical reactions at lab bench (RxnTyp1), chemical reactions in a model system at lab bench that
simulates the environment (RxnTyp2) and chemical reactions in environmental wastewater (RxnTyp3).

RxnTyp1
General Lab Bench

RxnTyp2
Env. Model Lab Bench

RxnTyp3
Env. Wastewater

Controllability and Monitoring

Reactants Yes Yes No

Quantity Yes Yes No

Timing Yes Yes No

Reproducible? Yes, in principle Difficult Difficult

Time Scale Hours ~ a few days Hours ~ days Hours ~Years

Reaction Condition

Solvent Wide variety Water Water

Temperature Wide range 0 ~ 40 °Ca 0 ~ 40 °Ca

pH Wide range Small range Small range

Pressure Wide range Atmospheric pressure Atmospheric pressure

Traceability

Structure Identification Yes Possible, with uncertainty Possible, with uncertainty

Product/Mass Balance Yes Possible, but challenging Possible, but challenging

Reaction Mechanism Sometimes Possible Possible, but challenging

aAssuming standard environment.
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However, when applied to an external validation set of 39
structurally diverse pharmaceuticals, which would be typical
wastewater contaminants, the model clearly indicates a mismatch
with the applicability domain and indeed does not provide mean-
ingful prediction outcomes (R2 < 0) (own evaluations). Due to
limited coverage of the chemical space in the training set, which
focuses on simple or halogenated hydrocarbons, these models can
therefore not be applied to more complex substance classes such
as pharmaceuticals.

While enviPath contains biodegradation data for more chemi-
cals than the previously used data sets for developing models for
half-life prediction, results from initial trials with model devel-
opment are not very satisfactory. Preliminary model evaluations
yield RMSE ~0.5, but corresponding R2 values < 0.3 indicate that
the model descriptors only capture a fraction of the variance in
the half-life data (in this case for pesticide degradation in soil).
Compared to the good superior model performance reported by
Lombardo et al.[37] on a smaller data set containing more homog-
enous structures, these preliminarymodel evaluations suggest that
the high structural variability in modern pesticides and pharma-
ceuticals is hard to capture with current QSBR approaches, de-
spite the larger data sets in our hands.

To obtain predictive models with large applicability domains
that include complex structures, possible solutions are currently
being explored. For example, models can be trained on joint data
sets containing half-lives observed in different environmental
systems to increase the data volume and increase its structural
diversity (combined learning). Furthermore, the molecular de-
scriptors could be tailored to the problem by choosing descriptors
that indicate the presence of biochemical reactive sites relevant to
biodegradation. In the end, however, radically new ideas may be
needed to substantially improve the predictive power of biodeg-
radation models.

4.2QCApplication for Prediction ofChemical Reactions
Ab initioQC predictions of key chemical properties determin-

ing environmental degradation processes could overcome the de-
ficiencies of descriptor-based, statistical QSBR models for struc-

4. Predicting Degradation in Wastewater – Challenges
and Potential Application of Ab initio QC Methods

4.1 Small Data Sets Challenge Application of ML
Approaches

Sizes of data sets for micropollutant degradation kinetics (i.e.,
half-lives or rate constants) under somewhat standardized test-
ing conditions for processes relevant for wastewater treatment are
typically on the order of a few hundred data points at most.[34]At
envipath.org, we currently host the most up-to-date, well curated
and annotated sets of microbial degradation half-life data for acti-
vated sludge and soil. These currently contain 6259 half-lives for
895 chemicals in soil, and 563 rate constants or half-lives for 59
chemicals in activated sludge, respectively.

For prediction of degradation half-lives during wastewater
treatment, so-called quantitative structure-(bio-)degradation rela-
tionships (QSBR models) are most typically developed and used.
These mostly employ rather classical multivariate regression
modeling and standard ML approaches (e.g., support vector ma-
chines (SVM), random forest). In terms of descriptors, different
chemical fingerprints and/or standard cheminformatics descrip-
tors are often used.[35]

The most recent example of a QSBR developed for predict-
ing biodegradation half-lives in WWTPs during activated sludge
treatment was trained on data for 51 compounds (R2= 0.69) and
validated with data for 18 compounds (R2 = 0.5).[36] While the
authors claim that their final root-mean-square error (RMSE) of
0.37 is reasonable, it is actually rather large relative to the dy-
namic range of the data (0.1–3.9 d–1, i.e., about 1.6 log units).
Moreover, with only 18 validation chemicals, it remains hard to
judge how well the model really generalizes. The probably most
comprehensive recent attempt to develop QSBR models for half-
life prediction are for degradation in water, sediment and soil.
These models were trained on a data set of semi-quantitative half-
life data for about 200 chemicals. Good results for these chemicals
are reported both in training and cross-validation (i.e., R2 typically
above 0.8 and a RMSE for logarithmic half-lives around 0.3 rela-
tive to a range of four orders of magnitude in half-lives).
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Fig. 2. Information in chemical reactions of environmental chemistry. It makes data-driven prediction more difficult.
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turally complex molecules. To do so, the key properties relevant
in the rate-determining steps of an environmental degradation
reaction chain have to be predicted. However, this rate-determin-
ing step can be expected to vary between enzymes and is mostly
unknown for the large number of enzymes potentially involved
in micropollutant degradation. Hence, direct application of QC-
based properties for degradation prediction is very likely not pos-
sible for the bulk of biodegradation reactions in natural microbial
communities where thousands of enzymes are working in concert.

In contrast, ozonation, used as a polishing step in advanced
wastewater treatment, is a purely chemical reaction between ozone
(and other reactive oxygen species) and wastewater contaminants
and could thus be a valid target for ab initio QC approaches.
Indeed, it has been shown that the second-order rate constant of
the reaction of ozone with chemicals in aqueous solution could
be well predicted by QC-calculated orbital energies. Specifically,
ozonation of aromatic compounds was predicted well by the
highest occupied molecular orbital (HOMO) (or HOMO-n if the
HOMOwas not placed on the aromatic ring), and the ozonation of
olefines and amines correlated well with the natural bond orbital
of the carbon−carbon p bond in the case of olefins or the nitrogen
lone-pair electrons in the case of amines, respectively.[38] The re-
spective linear correlations were later implemented in prediction
tools for ozonation reactions, along with a rule-based system to
also predict the resulting ozonation products.[39]

One limitation of the suggested approach was that the cor-
relations between the QC descriptors and the second-order rate
constants for reaction with ozone were still compound-group spe-
cific and not generally applicable. For aromatic compounds, for
instance, different relationships were obtained for phenols versus
other benzene derivatives such as anilides or benzotriazoles. For
more complex molecules, it will be very challenging to assign
them to the right group of compounds. For future developments,
the goal will be to find appropriate complementary descriptors
that allow developingmore broadly applicable predictive relation-
ships.

4.3 QC Application for Specific Relevant Enzyme
Systems

Laccases, also called multicopper oxidases, are a group of en-
zymes that are known as potent monooxygenases, particularly in
the case of fungal laccases.[40] In metatranscriptomic data from ac-
tivated sludge microbial communities, we found gene transcripts
of bacterial laccases to be rather abundant and their abundances to
align with oxidative transformations of micropollutants, e.g., hy-
droxylations, or oxidative N- and O-dealkylations. Bacterial lac-
cases typically have a lower reduction potential than fungal ones,
and therefore can be expected to require a mediator compound for
efficient catalysis of oxidation reactions.

When the respective laccase sequences extracted from waste-
water were cloned and expressed in E. coli, the respective purified
enzymes indeed showed increased activity in combination with
a typical laccase mediator compound, i.e., 2,2-azino-bis-3-ethyl-
benzthiazoline-6-sulfonic acid (ABTS).[41] It has been suggested
that, in such laccase-mediator systems, the laccase itself oxidizes
ABTS to the doubly charged cation ABTS2+, which then in turn
oxidizes other chemicals with lower oxidation potential than the
mediator itself.[40] Since previous data suggest that, most likely,
the latter reaction of the activated mediator with the chemical is
the rate-limiting step in this process, the system reduces again to
a purely chemical reaction system, which, in principle, should be
predictable from suitable QC descriptors.

Therefore, we have performed an experimental study on the
enzymatic activity of a specific bacterial laccase (also called mul-
ticopper oxidases (MCO)) for which abundant gene transcripts
were found in activated sludge fromWWTPs. We then compared
the experimental outcomes of this study with a number of poten-

tially relevant QC descriptors to see whether they can predict re-
activity in the experimental system. In the experimental study,[41]
degradation reactions were examined for 20 structurally diverse
micropollutants (1−20 of Scheme 1) with MCO and ABTS as a
mediator (21, shown in a solid box of Scheme 1) in ammonium
acetate buffer at pH 4–6 (Fig. 3). The progress of degradation was
checked at defined timepoints: 0, 2, 6, 10 and 30 h. As a result,
8 compounds (13−20, those in the dotted box of Scheme 1) were
found to be significantly degraded, while 12 compounds (1−12)
were not significantly removed during the experimental periods.
See Ref. [41] for more experimental details.

We have searched for indicators that could distinguish be-
tween the reactive and non-reactive compound groups. We inves-
tigated the following nine ab initio QC parameters: one-electron
oxidation potential,[42] electronegativity,[43] ionization energy,[43]
electron affinity,[43] chemical hardness,[43] HOMO energy, lowest
unoccupied molecular orbital (LUMO) energy, HOMO-LUMO
energy gap and polarizability. All of the calculations were per-
formed at the M062X/6-311+G(2df,2p)//M06L/6-311+G(2df,2p)
level with the SMD solvent model by using the Gaussian 16 pro-
gram package.[44]

We found that plotting the one-electron oxidation potential
against the HOMO-LUMO energy gap clearly separated reacted
and not-reacted compounds into two groups (Fig. 4). A model
trained using those two parameters with the linear SVM method,
which is a ML method for regression and clustering, showed a
good prediction capability.

It is notable that such simple QC descriptors were able to
identify differences in degradability across a set of structurally
highly variable micropollutants. This result indicates applicability
of QC descriptors to a case where properties based on electronic
structures play an important role in the rate-limiting step of the
degradation processes. QC descriptors provide more precise and
detailed view of electronic structure-based properties, which are
different from simple structure or parameter-based descriptors.
Those QC descriptors can be similar even for structures with dif-
ferent functional groups (e.g., 14 and 19), or they can be different
for similar structures (e.g., 1 and 4).

Based on these promising first results, we are further investi-
gating a larger set of micropollutants with QC and ML methods
as well as laccase-based degradation experiments.

5. Outlook

5.1 QC for Data Acquisition and for Precise Descriptors
As described above, QC descriptors have a high potential to

overcome the deficiencies of descriptor-based statistical QSBR
models for structurally complex molecules. QC descriptors are
usually obtained by time-consuming calculations. However, the
situation has greatly improved thanks to advances in computer
technology and method development. For example, ML-based
force fields, initiated by Behler and Parrinello,[45,46] paved the
way for enormously accelerating computations of structures while
keeping the same level of accuracy. Use of AI methods has been
more common also to generate descriptors with higher accuracy
from lower level calculations. Furthermore, advanced methods
for exploration of potential energy surfaces allow to automati-
cally calculate not only equilibrium structures but also transition
states as well as reaction pathways.[47] These impressive advance-
ments encourage using QC methods for data acquisition[4–12] as
mentioned in the Introduction. The same methods can be used
to enrich the quality and quantity of descriptors for predicting
degradation in wastewater.

Despite enormous efforts, calculations of large molecular sys-
tems, like enzymes, are still challenging. This is especially true
when chemical reaction events are involved. Combining these
new advanced methods will allow to calculate QC descriptors for
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much larger systems than is possible today. That in turn will help
build more accurate models, look into mechanistic details of
degradation and maybe even design artificial enzymes having
the capability to degrade micropollutants that are persistent in
the environment and difficult to degrade with natural enzymes.

5.2 AI Technology for Efficient Experiments
There are several possibilities howAI technology can support

more efficient experiments, i.e., to improve quality and quantity
of experimental data for both of RxnTyp2 and RxnTyp3 (Fig. 5).

One possibility is measurement informatics (MI), where AI
technology is applied to various measurement techniques, e.g.,
spectroscopy.[48–50] The aims of MI include extracting more in-
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formation from raw data, increasing image resolution, improve
signal-to-noise (S/N) ratio, and building models directly from raw
data. Several types ofAI methods can be used, including convolu-
tional neural network, data assimilation, and Bayesian statistics.

ForRxnTyp2andRxnTyp3data,MImethodscouldhelpextract
more and higher quality information from high-resolution mass
spectrometry data obtained from direct monitoring at WWTPs or
from lab bench experiments with environmental samples, such
as activated sludge microbial communities. These samples are
typically highly complex, i.e., they contain a very diverse mixture
of hundreds if not thousands of natural and anthropogenic small
molecules as well as larger biomolecules. Extracting information
on micropollutants against this matrix background is challenging
and could be supported by MI.

AI and MI methods are also useful for model experiments
at lab bench (RxnTyp2) by supporting the application of high-
throughput experimentation and robotics. This combination
would make it possible to use experimental data, partly or fully
automatically generated from high-throughput experiments, to
build ML models. Similar approaches have been applied for cata-
lytic design[51] and materials science.[52–54] It was demonstrated
that such methods efficiently produce more capable ML models
to predict properties and to design desired molecules or materials.

6. Conclusions
We provide a short review on the challenges associated with

applying AI for the prediction of micropollutant degradation in
wastewater, mostly associated with limitations in available envi-
ronmental data. However, as outlined in this article, there are ways
to cope with these problems by combining AI and MI technol-
ogy. Also, QC methods might provide direct access to relevant
properties for reactions where the rate-determining step is mostly
driven by purely chemical interactions. Hence, combinations of
these methods might help overcome the limited amount of data
available for training statistical modeling approaches. We hope
this account can inspire others to contribute to the development
of methods and technologies that support improving water quality
and designing degradable new molecules.
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