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Abstract 
The currents in the lowest few millinleters of the bottom boundary layer of lakes are highly important for the 

dissipation of kinetic energy and for chemical processes such as oxygen transfer into the sediment. So far, no high-
resolution flow velocity profiles close to the sediment-water interface have been reported for such systems because 
a suitable flow meter was lacking. This article introduces a novel sensor for the measurement of extremely low-
flow velocities. The sensor is based on a gas transducer surrounded by a gas reservoir. It measures the change in 
the partial pressure of a tracer gas outside the reservoir tip due to advective transport. The sensor is suitable for 
measurements of velocities smaller than 1 mm s-1, with a spatial resolution of 100 to 250 µm. The flow mea-
surements prove to be insensitive to temperature changes between 5 and 15 °C. The sensor is robust against relative 
pressure changes, and angular differences in the sensitivity can be calibrated. We present high-resolution in situ 
measurements at the bottom of a pre-alpine lake with shear velocities as low as 0.13 ± 0.02 cm s-1• The velocity 
profile nicely resolves the transition zone between the viscous and the logarithmic boundary layer. 

Introduction 

The aquatic benthic boundary layer (BBL) is the interface 
between sediments and the overlying waters in oceans, lakes, 
wetlands, and rivers (Boudreau and ]0Tgensen 2001). It is the 
main location of (i) dissipation of energy of currents and waves 
and (ii) turbulence and mixing in the stratified interior (Wuest 
and Lorke, 2003). Below this interface, early diagenetic processes 
of settled particulate matter cause chemical concentration gradi-
ents in the pore water (Boudreau and]0Tgensen 2001). Processes 
on both sides of the interface have been shown to influence the 
exchange of dissolved substances between the sedinient and the 
overlying water. Whereas the role of the BBL in biogeochemical 
processes has been extensively investigated (Boudreau and 
Guinasso 1982; J0rgensen and Revsbech 1985; ]0Tgensen and 
Marais 1990; Lorke et al. 2003), studies on properties of currents 

Acknowledgments 
We thank Michael Schurter and Daniela Richter for the help in the 

field and Daniel McGinnis and Theresa Edmonds who improved the 
English of the manuscript. This study was supported by the Swiss 
National Science Foundation (grant no. 200020-103827.1). 

in the few millimeters immediately above the sediment are 
scarce (Caldwell and Chriss 1979; Chriss and Caldwell 1982; 
Chriss and Caldwell 1984a; Chriss and Caldwell 1984b). To our 
knowledge, Caldwell and Chriss (1979) performed the only in 
situ measurements in the viscous boundary layer (VBL) in the 
ocean. No comparable measurements have been reported for 
lakes, where deep-water flow velocities are much lower than in 
the ocean, and so far no probe of suitable sensitivity and size has 
been developed and applied. 

A variety of methods exist for the measurement of flows in 
natural waters close to the sediment (Khalili et al. 2001). One 
of the more widely used methods is laser Doppler anemometry, 
which measures with high precision and fast response times, 
making it suitable for the characterization of vortices and tur-
bulent environments (Nelson et al. 1995). In situ applications 
have a typical spatial resolution in the range of several mil-
limeters (Agrawal and Belting 1988). Hot film anemometry and 
hot wire anemometry (HWA) have also been applied, e.g., in 
studies of shear stress and flow profiles over surfaces in oceanic 
systems (Gust 1988). Caldwell and Chriss (1979) were able to 
investigate the viscous boundary layer on the continental shelf 
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Fig. 1. (A) Overview of the main parts of the sensor. The tracer gas reser-
voir (2) is flushed through the steel in- and outlets (3 and 4). The gas 
reservoir is situated around the gas transducer (1) and sealed with epoxy 
resin (5). (B) Concentration profiles in the setup at 2 different flow veloc-
ities. A constant partial pressure is applied in the reservoir. At steady state, 
tracer gas diffuses through the membrane with a constant flux into the 
environment. The concentration outside the tip is high at low flow 
(solid curve). If the flow velocity increases, the diffusion sphere is eroded 
more efficiently and the hydrogen concentration decreases (dashed 
line). (Q Detailed sketch of the tip. The tracer gas diffuses from the reser-
voir (7) through the silicone membrane (8) and forms a diffusion sphere 
(9) around the sensor. Concentration changes are measured in the mem-
brane by the transducer (6). 

at 185 m depth using a heated thermistor. These probes are 
sturdy and have a fast response, but owing to the induced ther-
mal convection, their detection limit is in the range of 1 cm s-1 

(Khalili et al. 2001). Very slow flow velocities of <1 mm s-1, 

however, can be observed by particle image velocimetry (PIV). 
This method has recently been used to describe the flow in dif-
fusive boundary layers above sediments in the laboratory (R0y et 
al. 2002) and in the coastal ocean (Bertucciolli et al. 1999, 
Nimmo Smith et al. 2002; Nimmo Smith et al. 2005). Never-
theless, using PIV in situ demands a very sophisticated experi-
mental setup, and in situ measurements in the lowest region of 
the VBL have not yet been reported. 

To study low velocities in the BBL of lakes, we have devel-
oped and applied a new type of miniaturized flow sensor with 
an extremely low detection limit and a fine spatial resolution 
for in situ application on a benthic bottom lander. The detec-
tion limit is in the submillimeter range, since the probe does 
not induce any convective currents. It can be used with many 
existing lander systems equipped with amperometric channels. 
The novel flow velocity microsensor is based on the principle of 
the diffusivity sensor presented by Revsbech et al. (1998). The 
design and principle of the sensor are illustrated in Fig. lA. 
Tracer gas is continuously diffusing through the membrane of 
the reservoir, and a sphere of tracer gas builds up at the tip of 
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the microsensor (Fig. IC). At steady state, the diffusive loss of 
tracer gas leads to a linear decrease in partial pressure across the 
membrane reservoir. In stagnant fluids, the partial pressure gra-
dient builds up, causing a high signal from the gas transducer, 
whereas high flow rates in the fluids erode the gas sphere (Fig. lB). 
This erosion decreases the partial pressure of the tracer at the 
sensing tip, thereby resulting in low signals from the gas trans-
ducer. In our case, we used hydrogen as a tracer gas and a Clark 
type sensor as the transducer, which measures a current caused 
by the reduction of hydrogen at the anode. The maximum 
reduction current is therefore measured under stagnant condi-
tions. The tracer must be inert within the measurement volume 
but may be any gas that the transducer is able to detect. 

Materials and Procedures 
Sensor design- We applied hydrogen as a tracer gas and a 

hydrogen microsensor (Unisense A/S) as a transducer within 
the flow sensor (Fig. lA). Otherwise, it was constructed as 
described by Revsbech et al. (1998), except that the tip diame-
ters were 40 to 50 µm and thus considerably smaller than the 
typical diffusivity sensors they described. The 2 thin steel cap-
illaries in contact with the otherwise sealed hydrogen reservoir 
allowed a constant flushing with hydrogen gas. The outflow 
capillary had a much smaller diameter than the inflow capil-
lary so that the pressure within the reservoir at high gas flows 
almost corresponded to the pressure within the inlet line. 

Sensor calibration- We used the setup shown in Fig. 2 for all 
calibrations and tests of the sensor in the laboratory. A 
polyurethane disc (1) with a water-filled 4 mm wide and 10 mm 
deep groove with a radius of 51 mm was mounted on a mod-
ified peristaltic pump (2) (Gilson Minipulse). The disc was kept 
in a perspex container under water-saturated atmosphere to 

Fig. 2 . Setup for the sensor calibration. A plastic disc (1) with a groove 
is mounted on a modified hosepump (2). The sensor (3) is fixed in a lab 
stand (4) and inserted into the water-filled groove. The gas inlet of the sen-
sor is connected to a gas bottle with a standard pressure reducer (5). The 
disc is contained in a box flushed with water-saturated air produced by 
bubbling air through water in the plastic container (6). The reduction cur-
rent of the sensor is recorded using a picoamperemeter (8). The 
hosepump and data acquisition are controlled automatically. 
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avoid currents induced by air draught and thermal convection 
due to evaporative cooling of the water surface. The air was 
moisturized by bubbling air through water in a container (6). 
The sensor was then positioned in the water-filled groove 
using horizontal and vertical micromanipulators. Hydrogen 
gas flow was controlled with a standard pressure reducer for 
outlet pressures of up to 1 MPa. The sensor signal was recorded 
with a commercially available picoamperemeter (UNISENSE 
PA 2000) after AID conversion (ADC 100 AID converter). Data 
acquisition, evaluation, and remote controlling of the peri-
staltic pump were performed using Lab VIEW scripts. 

Before each calibration the groove of the disc was filled 
with fresh water. After filling completely, a small portion of 
the water was removed until the curvature of the meniscus in 
the groove remained constant. The sensor was inserted 2 mm 
deep into the water and allowed to equilibrate for 10 min 
under stagnant conditions. Calibrations were performed in the 
range of 14 mm s-1 down to 0.2 mm s-1. Velocities were regu-
lated by setting the hose pump to the corresponding rotation 
speed. The motor speed stability of the pump is 0.5%. Each 
interval of constant speed was recorded for 60 s, and an aver-
age of the last 15 s was used to calculate calibration curves. 
The response was calculated as the ratio of maximum reduc-
tion current at u = 0 mm s-1 and the actual current. 

Sensor performance-Calibrations were performed in the tem-
perature range of 5 to 22 °C at a reservoir pressure of 0.2 MPa 
to investigate the influence of temperature on the sensor 
response. The whole setup was operated in a climate chamber 
which was sequentially working at 5, 7, 10, 15, and 22 °C. The 
system was allowed to adapt completely to the new tempera-
ture for at least 5 h before the sensor calibration procedure was 
applied. The influence of pressure variation on the signal was 
investigated by performing standard calibrations under 0.2, 
0.3, 0.4, and 0.5 MPa pressure in the hydrogen reservoir. Two 
different methods were used to determine the response times 
of the sensors. In a first attempt, 4 different flow velocities were 
applied after stagnant conditions. After that, the flow was step-
wise decelerated from 1.8 mm s-1 to 0.2 mm s-1 and then accel-
erated stepwise again. To determine the sensitivity of the 
sensor signals to flow direction, standard calibrations were per-
formed for different orientations of the sensor. One position of 
the sensor was arbitrarily marked as the zero orientation. Suc-
cessive calibrations were performed every 15 degrees. 

In-situ measurements- In situ measurements were carried out 
in May 2005 in Lake Alpnach, a medium-sized mesotrophic 
sub-basin of Lake Lucerne in central Switzerland. It has an ellip-
tical shape of approximately 5 by 1.5 km, a surface area of 
4.2 km2, and a maximum depth of 34 m. The lake is well known 
for its persistent basin-scale deep-water seiching of several cm s-1 

amplitude with a period of more than 8 h in length (Gloor et al. 
1994; Lorke et al. 2003), which results from the lake's physical 
dimensions, stratification, and regular wind forcing. 

To conduct field measurements, we expanded our benthic 
lander system LISA (Muller et al. 2002) with an amperometric 
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Fig. 3. Calibration curves of a sensor at different temperatures. The inset 
compares the applied velocities to the velocities calculated from the cali-
bration at 7 °C. Error bars indicate the deviations estimated from the sen-
sitivity of the calibration curve and the standard deviation calculated from 
the signals recorded at 5, 7, 10, and 15 °C. 

channel for the flow sensor. A compass was built into LISA to 
determine the sensor orientation. A 3.5-L hydrogen tank with 
a high-precision pressure reducer (Tescom) was used as a 
hydrogen supply. The pressure reducer was adjusted for a con-
stant pressure difference of 0.15 MPa, which resulted in a 
reservoir pressure of 0.45 MPa at the investigated location in 
30 m depth. The sensor was calibrated before each mea-
surement campaign using water from the investigated lake at 
7 °C. Profiles were recorded starting at approximately 1.5 cm 
above the sediment, which consisted of fine silty material. A 
time series of 120 s was recorded at 3 Hz at each depth. The 
first 30 s were omitted in the data evaluation to avoid artifacts 
caused by the sensor response time. Thus, averages were cal-
culated in the time interval of 30 to 120 s. For comparison of 
flow direction and velocities, an acoustic Doppler velocity 
meter (ADV; Nortek) was installed stationary 11 cm above the 
sediment approximately 10 m apart from LISA. All errors for 
the values calculated by regression were estimated using the 
methods described in Bronstein et al. (1997) at a probability 
value of 0.1. Linear error propagation was used to estimate 
uncertainty of interpolated and extrapolated variables. 

Assessment 
Sensor performance- Fig. 3 shows typical calibration curves 

at temperatures between 5 and 22 °C. We approximated the 
velocity u [mm/s] using the empirical function 

u(S)= A*exp(k*(S - B))+C*SD - E (1) 

of the relative signal S [%] (Fig. 3) with A, B, G; D, E, and k as 
fit parameters. We chose this function for its flexible structure 
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Fig. 4 . Influence of reservoir pressure on the signals. The relative signals 
recorded at different reservoir pressures are compared with those 
recorded at 0.5 MPa. The solid line represents the 1 :1 relation. Although 
the absolute signals increase with increasing pressure (inset), the relative 
signals agree very well with each other. 

and because the observed calibration values are very well 
approximated. Eq. 1 is not based on physical reasoning, and 
many different combinations of parameter values describe the 
observed data with the same quality. 

The relative signals of the calibrations between 5 and 15 °C 
were almost identical. A substantial difference in the calibra-
tion was observed only at 22 °C. In the following analysis of 
the method's accuracy, we use the data obtained at 5 to 15 °C. 
The inset of Fig. 3 shows the effect of the difference in the sig-
nals on the velocities. Eq. 1 was fitted to the results recorded 
at 7 °C. The actual velocities are in good agreement with the 
calculated ones. The error bars show the uncertainty of the 
velocities tw estimated by 

du(s) 
fiu=--*O (2) dS s 

using the local sensitivity of the calibration function du(S)!dS 
and the standard deviation a, of the relative signals recorded 
between 5 and 15 °C. The error is small for slow flow, but at a 
velocity of 9 mm s-1 the relative error exceeds 10%. Owing to 
the decreasing sensitivity of the sensor for increasing veloci-
ties, the uncertainty increases with the flow. 

A calibration performed at a reservoir pressure of 0.5 MPa is 
compared with the calibrations performed at 0.4, 0.3, and 
0.2 MPa. Fig. 4 shows that, although the absolute signals dif-
fer from each other (see inset), the relative signals are close to 
the 1: 1 line, indicating almost identical signals. Thus, a cali-
bration recorded in the laboratory for a reservoir pressure of, 
e.g., 0.2 MPa can be used for in situ measurements at up to 30 m 
depth since the relative sensor signal does not depend on the 
pressure in the reservoir for at least up to 0.5 MPa. 

188 

Microsensor for in situ flow measurement 

Both tests show that the fitting parameters are independent 
of pressure and temperature in the range relevant for our in 
situ measurements. The calibration curve varies only between 
sensors. The 90% response time varied from 8 to 15 s, depend-
ing on the individual sensor. 

The spatial resolution of the sensor is not well defined, since 
it depends on the size of the diffusion sphere of the tracer gas, 
which is affected by the flow of the surrounding medium. How-
ever, a rough estimation can be performed based on the size of 
the tracer gas sphere under stagnant conditions. According to 
Crank (1983), the steady-state concentration C(t) at a given dis-
tance r of such a gas sphere can be calculated as 

C(r) = c., +(CR - c.,) *Yr· (3) 

assuming that the tracer is diffusing from a sphere equal to 
that of the reservoir membrane with a radius R. C~ is the tracer 
concentration at infinite distance (in our case, C~ = O). The 
radius r, where the concentration is still 10% of the maximum 
concentration at the sensor tip, is 10 times the tip radius, 
which is typically 7.5 to 15 µm. Consequently, ris between 75 
and 150 µm depending on the size of the sensor. Nevertheless, 
the size of the diffusion sphere decreases dramatically at the 
presence of even small flow velocities in the surrounding 
media, and spatial resolution can be assumed to be much 
higher if the water is flowing. Therefore we recommend the 
use of Eq. 3 as a worst-case estimate. 

Angular dependence- The dependence on angle (a) of the flow 
sensor signal J(u,a) followed an empirical sinusoidal relationship 

S(u,a) ~ o(u)+(m*u+t)*sin(a +~). (4) 

where m, t, and f3 are fit parameters independent of u. Fig. 5 
compares experimental sensor signals to functions of Eq. 4, 
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Fig. 5 . Angular dependence of the sensor. Relative signals of the flow 
velocities were recorded at different current angles. The lines represent 
fitted sinusoidal functions (Eq. 4). 
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which were fitted to the measured signals. As is obvious from 
Fig. 5, the fit parameter O(u) depends on the velocity. 

Because we have a formal description of the signal depend-
ence on flow direction (second term in Eq. 4) and a unidirec-
tional calibration curve O(u) (first term in Eq. 4), we can cal-
culate the velocity in any given situation as long as we know 
the flow direction a: 

For the special case of a = 0, Eq. 4 reads 

S(u,0) ~ o( u )+ (m * u + t) *sin(~). (5) 

By combining Eqs. 4 and 5, the a-independent term <Y,_u) is 
eliminated by 

S(u,O)~S(u,a) (m*u+t)*(sin(a+~) sin(~)). (6) 

111is elimination permits us to reduce the amount of veloc-
ity steps significantly when we examine the direction depend-
ence of the sensor. Otherwise we would have to determine 
<Y,_u) for every flow velocity. To calculate the flow, we use the 
calibration performed at a current direction of a = 0: 

u~B*exp(k*(S(u,0) A))+C*S(u,0) 0 E. (7) 

The two unknown variables S(u,O) and the flow u can be cal-
culated iteratively using Eqs. 6 and 7. 

The parameters of the calibration curve and the angle 
dependence are determined from the characterization of the 
sensor in the laboratory. The flow direction a has to be deter-
mined from an additional measurement (see below). The flow 
sensor measurement will give us a signal S(u,a); this value is 
used in Eq. 7 as an initial estimate for S(u,0'). The resulting u 
is used in Eq. 6 to calculate an improved estimate of S(u, 0. 
111is process is repeated until the difference in the succes-
sively calculated velocities u changes less than a given value 
(here 10-7 mm/s). 

In-situ measurements in Lake Alpnach- The inset of Fig. 6 
shows the behavior of the raw signal when the sensor crosses 
the sediment water interface (SWI). It increases strongly as the 
sensor approaches the sediment. Because the thickness of a 
Brinkmann layer in the silty sediment is less than 10 µm 
(Dade et al. 2001) it can be neglected, and the velocity can be 
assumed to be zero at the SWI. The significantly slower 
increase in the signal as the sensor penetrates the sediment 
can be attributed to the decreasing porosity and diffusivity 
with depth (Revsbech et. al. 1998). The SWI is identified as the 
position where the kink is observed in the profile. The 
absolute signal at this position was used as the reference for 
the calculation of relative signals. 

Fig. 6 shows a typical velocity profile recorded during the 
field campaign. The average horizontal velocities are plotted 
as a function of the distance from the sediment. The velocity 
fluctuations are described by the standard deviation of hori-
zontal velocities and are represented by error bars. The transi-
tion from the linear zone in the VBL (squares) to the logarith-
mic layer above (diamonds) (Dade et al. 2001) is reflected in 
the flow profile. The increase in velocity fluctuations with 
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Fig. 6 . In situ profile recorded in Lake Alpnach on 13 May 2005. It 
reflects the transition between the linear boundary layer (squares) and the 
logarithmic boundary layer (diamonds) at approximately 8 mm above the 
sediment. The bars represent the standard deviations of the velocity due 
to flow fluctuations during the 90-s recording time and do not reflect 
measurement errors. The inset shows a detail of the raw data plotted 
against the distance covered by the sensor. The sediment surface was 
detected as the point where the kink in the signal was observed. The sig-
nal value at the kink was taken as the zero flow reading. 

height also reflects the expected behavior of flow at the tran-
sition between the VBL and the logaritlunic region. 

The gray solid line shows the linear fit to the data in the 
VBL. It is obvious that this region between the SWI and 7 .5 
mm above the sediment follows the linear form expected in 
the VBL. The shear stress i: in the VBL 

du 
i: ~ pu - (8) 

dz 
with the water density p and the temperature-dependent kine-
matic viscosity v [e.g., Caldwell and Chriss (1979)] can be calcu-
lated to 1.70 ± 0.02 10-3 N m-2 . The shear velocity u. is defined as 

u, ~ff., (9) 

which corresponds to 0.13 ± O.Oi cm s-1. This value was used 
to calculate the logarithmic profile (dark line), 

u(z) ~ u, 1n( ..=_ \}. 
K \ z0 

(10) 

The roughness parameter z0 was taken from the intercept of the 
linear fit as z0 = 0.6 ± 0.2 mm. We used the usual value of the von 
Karman constant K of 0.41 (e.g., Cluiss and Caldwell 1984b). 

To compare the ADV measurements with the results of the 
flow sensor, we extrapolated the velocity profile as described 
by the law-of-the-wall (Eq. 10) to the height of the mea-
surement volume of the ADV 11 cm above the sediment. The 
calculated velocity of 1. 7 ± 0.1 cm s-1 is in excellent agreement 
with the measured velocity of 1.6 ± 0.1 cm s-1 considering the 
fact that we are extrapolating over the range of 10 cm. 

189 



The flow sensor works properly only if vertical flows are
negligible. The ADV measurements reveal that less than 10%
of the recorded vertical velocities exceeded one-fifth of the
horizontal velocity 11 cm above the sediment. Because we can
assume that vertical velocities are even more dampened close
to the sediment surface, their influence on the flow sensor sig-
nal can be safely ignored.

The current direction was relatively constant, with a stan-
dard deviation of ± 7 degrees during profile recording. There-
fore, we can exclude the existence of depth-dependent flow
directions in the investigated scale and conclude that the esti-
mation of the flow direction using the ADV 11 cm above the
sediment water interface is sufficient in our case.

Discussion
The new flow sensor was characterized in the laboratory

and tested for its applicability at 27 m depth in a lake with
very low flow at the sediment–water interface. Owing to its
high sensitivity at low currents and fine spatial resolution, the
sensor provides an excellent tool for the study of very slow
flow in the ultimate proximity to sediment boundaries of nat-
ural water bodies with extremely weak shear. This instrument
fills the gap left by other methods like ADV (low spatial reso-
lution) and HWA (higher speed is necessary).

The use of relative signals makes the sensor quite resistant
to changes in environmental conditions such as pressure and
temperature differences between calibration and application.
This robustness to intrinsic environmental variabilities facili-
tates the use of the sensor.

Because the sensor is based on a gas transducer, most lan-
der systems equipped with amperometric channels can easily
be extended for its use. This enables simultaneous mea-
surements of chemical parameters and flow velocities at high
spatial resolution, which helps to gain insight into the
processes occurring at the sediment–water interface.

Comments and Recommendation
Although the relative signals are quite insensitive to

changes in the environment, we recommend performing cali-
brations as close as possible to field conditions. Monitoring
flow conditions in the field with additional devices to deter-
mine flow direction and vertical flow velocities is also advised,
as the sensor is sensitive to vertical velocities. Therefore, it
should be used only in systems with negligible vertical com-
ponents of flow. The sensor could be used to measure flow
velocities in systems that have vertical components as well;
however, this would require additional calibrations for several
inclination angles of the sensor. The direction dependence of
the flow sensor demands a simultaneous monitoring of the
flow direction. If the direction is constant or changes very
slowly, a measurement of the direction at a fixed position is
sufficient. If the current directions change very rapidly, the
data must be interpreted more carefully. Another critical point
is the decrease in sensitivity of the sensor with increasing flow,

and large errors have to be taken into account for high veloc-
ities. For our sensors, the critical threshold was around 12 mm s–1.
Under such conditions, thermistors offer a preferable option
for flow measurements. The technique introduced here per-
forms best at low velocities. In waters with high particle con-
centrations, particles may adhere to the sensor tip and lead to
increased signals and therefore to an underestimation of the
flow. If the sensor is applied in such systems, a cleaning sys-
tem should be integrated in the measurement setup.

The strengths of this sensor are the high sensitivity to very
low velocities, high spatial resolution, and small tip size. It
allowed us to perform a detailed study of the structure of the
flow profile in the last few mm above the sediment. Provided
that adequate calibration procedures are developed, the sensor
opens opportunities for many more potential applications
such as flow measurements in capillaries or porous media.
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