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[1] The concentrations of conservative groundwater components of atmospheric origin
often exceed the concentrations in equilibrium with the atmosphere. This phenomenon,
called ‘‘excess air’’, is caused by gas exchange between entrapped gas and groundwater.
We present experimental results from a horizontal quasi-saturated sand column, in
which we have analyzed excess-air formation by noble-gas analysis and measurement of
the total dissolved gas pressure. The experimental results agree with a numerical model
based on kinetic dissolution of spherical gas bubbles. Parameter studies show that the
dissolution of entrapped gas is controlled by gas-transfer kinetics only when the contact
time between the water and gas phases is relatively short. In natural systems, this could be
the case for gas exchange within the hyporheic zone of natural rivers. In the typical
situation of excess-air formation upon regional groundwater recharge, it seems acceptable
to apply gas-transfer models assuming local equilibrium. Additional parameter studies
show that the direction of flow considerably affects the evolution of dissolution fronts. Our
experimental and numerical results show that apparently unfractionated excess air is
formed in the presence of a progressively dissolving gas phase, that is, the excess-air
component has an elemental composition similar to that of free atmospheric air. This
observation contradicts the common conceptual model that unfractionated excess air
indicates the complete dissolution of entrapped air, as formulated in the unfractionated
excess air (UA) model (Heaton and Vogel, 1981) which is also contained as a special case
in the closed-system equilibrium (CE) model of Aeschbach-Hertig et al. (2000). We
conjecture that the estimated fractionation factor, F, and amount of initial gas, A,
determined by fitting the CE model to noble-gas concentrations, are biased when F is zero
(apparently unfractionated excess air) and A corresponds to initial gas saturations smaller
than one per cent.
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1. Introduction

[2] Gas exchange between groundwater and entrapped air
within an otherwise water-saturated zone is of major sig-
nificance for the transfer of atmospheric gases, such as
molecular oxygen and nitrogen, into groundwater. A quasi-
saturated zone, which is almost water-saturated but still
contains entrapped residual gas, usually forms as the result
of a rising groundwater table or due to air entrainment
during water infiltration. Owing to the hydrostatic pressure,
the aqueous-phase concentration of volatile compounds in
equilibrium with the gas phase exceeds the solubility
calculated for the ambient atmospheric pressure. In ground-

water hydrology, the resulting supersaturation of dissolved
atmospheric compounds is usually referred to as ‘‘excess
air’’ [Heaton and Vogel, 1981].
[3] The occurrence of excess air is important in the

interpretation of dissolved atmospheric compounds as envi-
ronmental tracers. From concentrations of sulfur hexafluoride
[Busenberg and Plummer, 2000] and chlorofluorocarbons
[Oster et al., 1996], groundwater samples can be dated
because the atmospheric concentration has changed contin-
uously over the past decades. Unrecognized excess air,
causing higher concentrations than in equilibrium with the
atmosphere, would lead to too young groundwater ages. In
the determination of water age by the tritium-helium
method, the atmospheric and terrigenic contributions must
be subtracted from the measured 3He concentrations [e.g.,
Schlosser et al., 1988]. Again, ignoring excess air would
lead to erroneous ratios of tritium to tritiogenic 3He and thus
erroneous ages. Most recently, excess air itself has been
discussed as environmental tracer since variations in the amount
of excess air reflect variations in physical conditions at the time
of groundwater recharge [Stute and Talma, 1998; Aeschbach-
Hertig et al., 2002;Beyerle et al., 2003;Kulongoski et al., 2004;
Ingram et al., 2007; Manning and Caine, 2007]. Unfortu-
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nately, our current understanding of excess-air formation is
insufficient to unambiguously relate excess-air values to
climatic conditions at the time of recharge.
[4] Mass transfer between groundwater and entrapped

gas is also important for the availability of dissolved oxygen
in natural systems or in the operation of bio-sparging
systems for groundwater remediation [e.g., Johnson,
1998]. Without recognition of excess air, the replenishment
of oxygen in groundwater would notoriously be under-
estimated. Finally, gas exchange crucially affects the trans-
port of volatile contaminants in groundwater [e.g., Cirpka
and Kitanidis, 2001; Amos and Mayer, 2006].
[5] To quantify dissolution of entrapped gas in quasi-

saturated media, it is advisable to study inert compounds of
atmospheric origin. Perfect natural tracers for this purpose
are noble gases [e.g., Kipfer et al., 2002; Holocher et al.,
2002; Klump et al., 2007]. The solubilities of noble gases in
water depend on temperature and salinity. Because the
dependence on temperature differs between the light and
heavy noble gases, it is possible to determine the temper-
ature of groundwater at the time of recharge from the
composition of dissolved noble gases [e.g., Mazor, 1972].
Excess air has the strongest effect on He and Ne concen-
trations due to their low solubilities. Because He is addi-
tionally produced in radioactive processes, typically Ne,
which in meteoric water is of pure atmospheric origin, is
used to quantify excess air in groundwater. The geochem-
ical literature contains conceptually simple models of excess
air formation assuming equilibrium between water and gas
bubbles in a closed system. The bubbles may be dissolved
completely or only partially. These models are widely used
to interpret measured noble gas concentrations in terms of
the temperature during recharge, the initial amount of
entrapped air, and the degree of gas dissolution [Heaton
and Vogel, 1981; Stute et al., 1995; Aeschbach-Hertig et al.,
2000]. From a principal point of view, these models are
conceptually incorrect when applied to systems with mov-
ing water, in which dissolution fronts can evolve with
chromatography-like separation of more and less soluble
volatile compounds [Cirpka and Kitanidis, 2001]. A par-
ticular objective of the current study is to analyze what type
of errors are induced by interpreting dissolved noble gas
concentrations in a system with advective transport by
models derived for a closed system. Such an analysis is
necessary because typically the history of a water sample
within the aquifer is not known in practical applications.
In paleoclimatic studies, for instance, typically a few
groundwater samples of potentially high age are taken
and analyzed in order to reconstruct the climatic condi-
tions at the time of recharge. If some parameters derived
by the interpretive geochemical models [Aeschbach-Hertig
et al., 2000], such as the soil temperature at the time of
recharge, are reliable despite the incorrect underlying
assumptions, these robust parameters may be used for
further analysis. Derived parameters that are very sensitive
to assumptions about transport, however, should be han-
dled with extreme care.
[6] Holocher et al. [2002, 2003] and Geistlinger et al.

[2005] investigated gas exchange and the formation of
excess air in quasi-saturated porous media using sand-
column experiments in conjunction with numerical simu-
lations of solute transport coupled to dissolution of an

immobile gas phase. On the basis of these results, we
conducted further systematic sand-column experiments.
Our work addresses several questions which were posed
in the previous studies but have not yet been answered
sufficiently well. These questions concern: (i) the role of
kinetic effects on the dissolution of entrapped air; (ii) the
effect of the spatial orientation of flow; and (iii) the
formation of apparently unfractionated excess air, i.e., a
gas surplus which has the same elemental composition as
free atmospheric air, despite clear evidence of incomplete
and ongoing gas dissolution. In more detail, these questions
involve the following aspects:
[7] (i) There are different gas-exchange models available,

which simulate the physical processes governing air/water
partitioning in porous media between a mobile water phase
and an immobile, trapped gas phase. These models either
consider the kinetics of the dissolution of entrapped gas
(e.g., kinetic bubble dissolution (KBD) model [Holocher et
al., 2003]) or assume local equilibrium between water and
gas (e.g., local equilibrium model) [Cirpka and Kitanidis,
2001]. Because the computational effort of the local equi-
librium model is much smaller than that of the KBD model,
we want to determine under which conditions the assump-
tion of local equilibrium is acceptable.
[8] (ii) Holocher et al. [2002] performed laboratory

experiments in vertical sand columns with downward flow,
whereas Geistlinger et al. [2005] conducted similar column
experiments applying upward flow. Because hydrostatic
pressure controls the gas equilibrium in quasi-saturated
porous media, horizontal flow (with quasi-constant hydro-
static pressure in the direction of flow) is conceptually
different from vertical flow (where pressure increases or
decreases with travel distance). As the natural flow direction
of groundwater is mostly horizontal, the differences be-
tween vertical and horizontal water flow are of great
importance for understanding gas exchange in natural
porous media.
[9] (iii) In sand-column experiments, Holocher [2002]

observed the formation of apparently unfractionated excess
air, i.e., the elemental composition of the excess air com-
ponent was very similar to atmospheric air, even in the
presence of a partially dissolved gas phase. Holocher et al.
[2002] did not analyze this observation in further detail,
although it contradicts the original conceptual assumption
that unfractionated excess air is the result of completely
dissolving the entrapped air.

2. Theory

2.1. Gas-Water Equilibrium

[10] Atmospheric compounds are incorporated into
groundwater by gas exchange between the water and the
atmosphere or soil air. The dissolution of atmospheric
compounds in natural water can reasonably be described
by Henry’s Law:

c
eq
i ¼ pi

R � T � KH ;iðT ; SÞ
ð1Þ

in which ci
eq is the equilibrium concentration of compound i,

pi is the partial pressure of that compound in the
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atmosphere, R is the universal gas constant, KH,i is the
dimensionless Henry’s law coefficient of compound i, T is
absolute temperature, and S denotes salinity.
[11] The solubilities of the noble gases increase with

atomic mass from He to Xe [Weiss, 1970, 1971; Weiss
and Kyser, 1978; Clever, 1979]. The strongly temperature-
dependent solubilities of the heavy noble gases Ar, Kr, and
Xe allow reconstructing the temperature that prevailed
during infiltration [e.g., Mazor, 1972]. The light and least
soluble noble gases He and Ne react most sensitively to the
presence of excess air, and are therefore used to quantify the
excess air component in groundwater samples. In addition
to atmospheric He, groundwater often contains non-atmo-
spheric He, which is produced by the radioactive decay of U
and Th or accumulates due to He emanation from different
geochemical reservoirs within the earth. Excess air is often
expressed in terms of relative Ne supersaturation (DNe);
i.e., the Ne excess as a percentage of its atmospheric
equilibrium concentration (cNe

eq ):

DNe ¼ cNe � c
eq
Ne

c
eq
Ne

ð2Þ

2.2. Geochemical Models of Excess-Air Formation

[12] Simplified conceptual models have been developed
to interpret measured concentrations of dissolved gas com-
ponents. In the simplest of these models (unfractionated
excess air (UA) model), excess air originates from complete
dissolution of a gas body, which originally had atmospheric
composition [Heaton and Vogel, 1981]. This model has
been modified to account for diffusive mass transfer be-
tween the water body containing excess air and the atmo-
sphere [Stute et al., 1995], partial dissolution of the gas
phase [Aeschbach-Hertig et al., 2000], both leading to
fractionated excess air, and for capillary pressure of the
remaining gas phase [Mercury et al., 2004].
[13] According to the closed-system equilibration (CE)

model, the formation of excess air results from the equili-
bration of a finite water volume with a finite air volume at
increased hydrostatic pressure within the quasi-saturated
zone [Aeschbach-Hertig et al., 2000]:

ciðT ; S; patm;A;FÞ ¼ c
eq
i ðT ; S; pÞ þ ð1� FÞ � A � zi � ceqi ðT ; S; pÞ

c
eq
i ðT ; S; pÞ þ F � A � zi

ð3Þ

The initial amount of entrapped air is given by A, whereas
the fractionation parameter F describes the reduction of this
initial gas volume due to dissolution and compression. The
parameter zi is the volume fraction of component i in dry air.
[14] Unfractionated excess air, characterized by F = 0,

reflects complete dissolution of the entrapped air. If the
hydrostatic pressure is not sufficient for complete dissolu-
tion, the compositions of both the dissolved gas and the
remaining gas phase are fractionated; i.e., the elemental
composition differs from that of pure atmospheric air [e.g.,
Kipfer et al., 2002]. Because of their high solubilities, the
heavy noble gases Ar, Kr and Xe are enriched in the water
phase relative to the poorly soluble, light noble gases He
and Ne.

[15] The fractionation factor F, ranging from zero (com-
plete dissolution of the gas phase) to one (no dissolution at
all) is defined by:

F ¼ vCE

qCE
with vCE ¼ Vg

V ini
g

and qCE ¼ pg � pw

patm � pw
ð4Þ

in which Vg and Vg
ini are the volumes of the remaining gas

phase and the initial gas phase prior to compression,
respectively, pw is the water-vapor pressure, and pg is the
total gas pressure in the remaining gas phase. The pressure
factor qCE is the ratio of the dry gas pressure in the
entrapped gas phase to that in the free atmosphere and thus,
qCE is a measure of the hydrostatic pressure exerted on the
entrapped air.
[16] Typically, more air is entrapped in the soil matrix

than can be dissolved in the surrounding water phase at the
prevailing pressure, which is the sum of atmospheric,
hydrostatic and capillary pressures. If solubility equilibrium
between the water and entrapped air is achieved, the
fractionation of the resulting excess air component is
therefore similar to that described by the CE model, and
its size, expressed in natural systems as DNe (equation (2)),
is limited by the pressure acting on the entrapped air.
[17] Usually, some of the free model parameters of the

CE model are well constrained in groundwater studies. For
example, S is commonly negligibly low in fresh groundwa-
ter and patm is defined by the altitude of the recharge area.
The remaining parameters T, A, and F can be determined
from the measured Ne, Ar, Kr, and Xe concentrations by
numerical inversion of equation (3) [Aeschbach-Hertig et
al., 1999; Ballentine and Hall, 1999].

2.3. Numerical Models of Gas Exchange Coupled to
Advective-Dispersive Transport

[18] The models mentioned in section 2.2 do not consider
advective-dispersive transport of volatile compounds in the
aqueous phase. In the following, we review two models in
which partitioning between groundwater and entrapped gas
is coupled to solute transport in water. We present both
models in a one-dimensional setup, but they can easily be
extended to two or three dimensions. As volatile com-
pounds, we consider the noble gases He, Ne, Ar, Kr, and
Xe, and the two main air constituents N2 and O2. Chemical
and radioactive transformations are neglected. In natural
systems, the non-conservative behavior of certain gases,
e.g., the consumption of O2 by aerobic respiration, or the
production of N2, CO2, and CH4 by denitrification, oxida-
tion of organic carbon, and methanogenesis, respectively,
may have to be considered. For example, Balcke et al.
[2007] investigated kinetic gas-water transfer during air
sparging in sand-column experiments, and Amos and Mayer
[2006] analyzed gas partitioning in methanogenic systems.
Williams and Oostrom [2000] examined oxidation of anoxic
water by oxygen transfer upon water table fluctuations. The
mentioned processes are particularly important when they
change major contributions to the sum of partial pressures.
Such considerations, however, are beyond the scope of the
present study.
2.3.1. Local Equilibrium Model
[19] In the local equilibrium model, we assume that the

immobile gas phase and the mobile water phase are locally
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in physicochemical equilibrium [Cirpka and Kitanidis,
2001]. Kinetic effects of inter-phase mass transfer are
neglected so that gas exchange is controlled solely by the
different gas solubilities and not by the molecular diffusiv-
ities of the volatile compounds. Mass conservation of a
single compound i requires:

Q
@ci;tot
@t

þ @

@x
qci �QD

@ci
@x

� �
¼ 0 ð5Þ

with porosity Q, the specific-discharge q, the aqueous-phase
concentration ci, and the dispersion coefficient D. ci,tot
denotes the total concentration of compound i, that is, the
mass summed over all phases per pore volume, which can
be computed as:

ci;tot ¼ Sg � cgi þ ð1� SgÞ � ci ð6Þ

which ci
g is the volumetric concentration of compound i in

the gas phase, and Sg is the gas saturation, i.e., the fraction
of the pore volume occupied by gas.
[20] Neglecting the compressibility of water and pore

space, the continuity equation can be expressed as:

@q

@x
¼ Q

@Sg
@t

ð7Þ

[21] Equations (5)–(7) hold for both kinetic and instan-
taneous gas transfer. In the local equilibrium model, we
assume that Henry’s law holds throughout the domain at all
times:

c
g
i ¼ KH ;i � ci ð8Þ

Considering the ideal gas law for all gas components to
relate volumetric gas concentrations ci

g to partial pressure
and summing up all partial pressures leads to the total gas
pressure pg:

pg ¼ pw þ R � T �
X
i

c
g
i ð9Þ

which is also defined as the the sum of the pressure paq in
the aqueous phase and the capillary pressure pc:

pg ¼ paq þ pc ð10Þ

Assuming that the gas phase is made of spherical bubbles
with radius r, the gas pressure pg can be computed by:

pg ¼ patm þ r � g � h� zð Þ þ 2s � Vpor

nb
� 3Sg
4p

� ��1=3

ð11Þ

in which r is the mass density of water, g = 9.81 m/s2 is the
acceleration constant due to gravity, h is hydraulic head, z is
the geodetic height, and s is the surface tension of water.
nb/Vpor denotes the number of gas bubbles per pore volume.
[22] We solve the coupled system of equations by an

operator-split method. Within a time step, we first solve for
advective-dispersive transport in the aqueous domain by a
Finite-Volume discretization in space and implicit Euler

integration in time, keeping the gas phase constant. Subse-
quently, we re-equilibrate the aqueous and gaseous phases.
Combining equations (6), (8), and (9),we can compute the gas
pressure pg as function of the gas saturation Sg for given total
concentrations ci;tot. This gas pressure must equal the value
given by equation (11). We determine the corresponding
value of Sg by Newton-Raphson iteration.
2.3.2. Kinetic Bubble Dissolution (KBD) Model
[23] In the kinetic bubble dissolution (KBD) model of

Holocher et al. [2003], the kinetic mass transfer between the
air phase, assumed to consist of spherical bubbles, and the
water phase is modeled by a water-side boundary layer gas-
exchange approach. Here, the mass-flux Ji of compound i
per surface area of a bubble is assumed proportional to the
saturation surplus of the aqueous-phase concentration with
respect to the gas-phase concentration:

Ji ¼ ki � ci �
c
g
i

KH ;i

� �
ð12Þ

in which a positive flux is from the aqueous to the gaseous
phase, and ki is the mass transfer coefficient of compound i
approximated by [Epstein and Plesset, 1950]:

ki ¼ Dw;i �
1

r
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
v

2pr � Dw;i

r� �
ð13Þ

with the molecular diffusion coefficient Dw,i of compound i
in water and the seepage velocity v = q/(1 � Sg)/Q. The total
flux from the aqueous phase to a single bubble is given by
multiplying Ji with the surface area of the bubble.
Summation over all compounds and consideration of the
ideal gas law leads to the rates of change of the bubble
radius r and the gas saturation Sg:

dr

dt
¼ R � T

pg �
2s
3r

X
i

Ji ð14Þ

dSg

dt
¼ 4p � r2 � nb

Vpor

� dr
dt

ð15Þ

in which pg is given by equation (11).
[24] In contrast to the local equilibrium model, the

conservation equation for the total concentration,
equation (5), must be split into equations for the concen-
trations in the aqueous and gaseous phases, respectively:

Q
@ðð1� SgÞ � ciÞ

@t
þ @

@x
qci �QD

@ci
@x

� �
¼ �Q

dðSg � c g
i Þ

dt
ð16Þ

dðSg � c g
i Þ

dt
¼ 4p � r2 � nb

Vpor

� Ji ð17Þ

in which the transport equations of all individual volatile
compounds are coupled by the pressure constraint of
equation (9).
[25] In the numerical implementation, the aqueous-phase

concentrations ci and the number of moles in the gaseous
phase per pore volume, ci

g � Sg, are used as primary
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unknowns. The transport terms of equation (16) are dis-
cretized by the Finite Volume method, and the resulting
system of ordinary differential equations is solved by Gear’s
method (MATLAB1 function ode15s). For a more detailed
description of the KBD model see Holocher et al. [2003].

3. Experimental Methods

3.1. Experimental Set-Up

[26] We performed a laboratory experiment using a
packed sand column in order to test the validity of the local
equilibrium and KBD models and to relate the interpretation
of noble gas concentrations by the CE model to known
hydraulic conditions. The experimental set-up is shown in
Figure 1. The acrylic glass column had a length of 1 m and
an inner diameter of 5.2 cm. It was equipped with sampling
ports at both the inflow and outflow of the column. The
column was packed with clean, well-sorted quartz sand with
a grain size of 1.6 to 2.5 mm (Dorsilit1 Nr.5G, Dorfner).
The column was installed horizontally. As boundary con-
ditions, we applied constant heads of 1.855 m and 1.845 m
to the in- and outflow, respectively, which resulted in a
hydraulic gradient of 0.01.
[27] The sand column was filled vertically from the

bottom to the top with air-equilibrated water. During the
filling process, residual air was entrapped in the column.
After the column had been filled completely, it was turned
into a horizontal position and connected to one of the
leveling reservoirs leading to a hydraulic head of about
1.85 m. To allow re-equilibration of the water and the
entrapped gas phase, flow was started not until 3 h after
filling the column.
[28] We used local tap-water which had been equilibrated

with the atmosphere by slowly stirring it in an open
reservoir (V � 100 L) for about one week. To ensure
complete equilibration, the water was analyzed for dis-
solved noble gases prior to the experiment. Biological

consumption of oxygen was prevented by adding about
10 mg/L chlorine dioxide. The experiment was conducted in
a climatized room with a constant air temperature of 20�C
and a constant relative humidity of 90%. The mean atmo-
spheric pressure was 9.691 � 104 Pa.
[29] At time zero (3 h after connecting the column to one

of the leveling reservoirs), flow was initiated by connecting
also the other reservoir. The inflowing water was in gas
equilibrium with the atmosphere, whereas the pressure of
both water and entrapped gas in the column was about
18’500 Pa higher than the atmospheric pressure. Thus the
column was continuously flushed with water that was
undersaturated with respect to the gas/water equilibrium
within the column, leading to dissolution of the entrapped
air.
[30] Water samples for the analysis of dissolved noble

gases were taken both from the inflow and outflow of the
column during the experiment, which lasted about 46 h.
Water samples (22.5 mL) were put into copper tubes, which
were then sealed gas-tight by pinch-off clamps, following
the standard sampling procedure [Beyerle et al., 2000]. The
abundances of the dissolved noble gases He, Ne, Ar, Kr, and
Xe were analyzed by mass spectrometry in the Noble Gas
Laboratory at ETH Zurich [Beyerle et al., 2000]. The
accuracy of the noble-gas analysis is listed in the caption
of Table 1.

3.2. Hydraulic Parameter Identification

[31] We determined the seepage velocity v = q/Q and the
dispersion coefficient D by a conservative-tracer experiment
using sodium chloride. The tracer was injected continuously
into the inflow of the column, while the breakthrough curve
was recorded at the outflow by quasi continuously measur-
ing the electrical conductivity (temporal resolution: 1 min).
The applied tracer dosage increased the electrical conduc-
tivity only slightly from about 800 mS/cm to about
1150 mS/cm. In the range of applied salt-tracer concen-
trations, buoyancy effects of the tracer test can be excluded.
The parameters v and D were determined by fitting the
analytical solution for stepwise injection to the data [Kreft
and Zuber, 1978]:

cn L; tð Þ ¼EC L; tð Þ � EC0

ECin � EC0

¼ 1

2
� erfc L� v � tffiffiffiffiffiffiffiffiffiffiffi

4D � t
p

� �

þ 1

2
� exp v � L

D

� �
� erfc Lþ v � tffiffiffiffiffiffiffiffiffiffiffi

4D � t
p

� �
ð18Þ

in which cn is normalized concentration, EC(L,t) is the
measured electric conductivity at the outlet, ECin that in
the injected solution, and EC0 that before application of the
tracer. L is the length of the column. Fitting was done by
minimizing the squared residuals using the Nelder-Mead
simplex algorithm implemented in MATLAB1 [Lagarias et
al., 1998].
[32] The porosity Q can be determined according to:

Q ¼ q

v
¼ Q

v � Acol

ð19Þ

where q is the Darcy velocity (specific discharge), Q is the
total volumetric flow, and Acol is the cross-sectional area of
the column.

Figure 1. Experimental set-up for the sand-column
(length: 1 m, diameter: 5.2 cm) experiment. About 100 L
of air-saturated water (ASW) was prepared in an open
reservoir (R). The hydraulic heads at both ends of the
column were kept constant making use of leveling
reservoirs (LR). Water samples for the analysis of dissolved
noble gases could be taken at both inflow and outflow of the
column. Total dissolved gas pressure (TDGP) was measured
in the inflowing water, in the middle, and at the end of the
column.
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[33] The hydraulic conductivity K can be estimated as
follows:

K ¼ q

I
ð20Þ

with I = 0.01 being the hydraulic gradient (see Figure 1).
[34] The resulting parameter values were D = 2.58 �

10�6 m2/s for the dispersion coefficient, v = 2.95� 10�4 m/s
for the mean seepage velocity, K = 1.18 � 10�2 m/s for the
hydraulic conductivity, and Q = 0.4 for the porosity.

3.3. Total Dissolved Gas Pressure (TDGP) Probes

[35] In addition to the analysis of dissolved noble gases,
total dissolved gas pressure (TDGP) probes were used to
measure the total content of dissolved gases in the column
during the experiment. The TDGP probe consists of a gas-
permeable silicone-rubber tube (length: 10 cm, outer diam-
eter: 2 mm, inner diameter: 1 mm) with a pressure trans-
ducer attached at one end. The other end of the tube is
knotted tightly to close it off. Two tubes are rolled up in a
spiral and installed directly into the sand at the outflow of
the column. The pressure transducer is connected to the
silicone-rubber tubes via short stainless-steel cannulas
(length: 1 cm) which are led through the acrylic glass wall
of the column. In addition, a further TDGP probe was
installed in the inflow of the column to measure the TDGP
in the inflowing water.
[36] The gas volume inside the silicone-rubber tube’s

void is in gas exchange with the surrounding water phase,
and the total gas pressure inside the tube is measured
relative to the ambient atmospheric pressure. The equilibra-
tion time of the TDGP probe is approximately 15 min
[unpublished data of H. Surbeck; Manning et al., 2003]. If
the sum of the partial pressures of the dissolved gases in the
water exceeds the atmospheric solubility equilibrium pres-
sure, the total pressure inside the tube must exceed the
atmospheric pressure. As the partial pressures of N2 and O2

amount to about 99% of the total pressure in atmospheric
air, the TDGP signal in water is usually given essentially by
the sum of the partial pressures of these two gases.
[37] The main advantage of the TDGP probe is its ability

to measure the total dissolved gas content of the water in a

quasi-continuous mode. During the experiment, the TDGP
of the water was measured every 30 min.

4. Experimental Results

4.1. Dissolved Noble Gas Concentrations

[38] The concentrations of noble gases in the samples
taken during the sand-column experiment are listed in
Table 1. Like in field studies, the data were interpreted by
the closed-system equilibration (CE) model of Aeschbach-
Hertig et al. [2000], resulting in apparent values of the
noble gas temperature Tng, the amount A of entrapped air,
and the fractionation factor F of the excess air component
(see section 2.2 and Table 2).
[39] Samples I1–I3 were taken in the reservoir of water

used for injection into the column. This water was close to
equilibrium with the atmosphere (kci � ci

eqk/cieq < 0.02), the
concentrations were approximately constant, and the deter-

Table 2. Noble Gas Temperature Tng, Apparent Amount of

Entrapped Air A, and Fractionation Factor F of the Water Samples

From the Sand-Column Experiment as Determined by UA or CE

Models, Respectivelya

No. Time, h Tng, �C A, cmSTP
3/kg F [�]

Inflow
I1 0.00 20.2 ± 0.1 0.16 ± 0.03 0
I2 20.00 19.8 ± 0.1 0.15 ± 0.03 0
I3 46.00 20.0 ± 0.1 0.13 ± 0.03 0

Outflow
1 0.00 22.0 ± 0.9 311 ± 268 0.82 ± 0.00
2 5.25 20.1 ± 0.4 7.55 ± 2.32 0.52 ± 0.08
3 11.50 20.5 ± 0.2 2.90 ± 0.04 0
4 15.00 20.5 ± 0.2 2.54 ± 0.04 0
5 17.50 20.9 ± 0.2 2.12 ± 0.04 0
6 22.50 20.2 ± 0.2 1.29 ± 0.04 0
7 27.50 20.1 ± 0.1 0.44 ± 0.03 0
8 34.00 20.0 ± 0.1 0.18 ± 0.03 0
9 42.25 19.9 ± 0.1 0.07 ± 0.03 0

aOnly for the samples no. 1 and 2, the UA model did not yield any
acceptable fit. Therefore these two samples were fitted using the CE model.
Note that the UA model is also included in the CE model as a special case
for F = 0.

Table 1. Noble Gas Concentrations and Isotope Ratios in the Water Samples From the Sand Column Experimenta

No. Time [h] He [10�8] Ne [10�7] Ar [10�4] Kr [10�8] Xe [10�9] 3He/4He [10�6] 22Ne/20Ne [�] 40Ar/36Ar [�]

Inflow
I1 0.00 4.36 1.78 3.01 6.62 9.14 1.38 0.1023 295.3
I2 20.00 4.34 1.77 2.99 6.57 9.19 1.36 0.1021 296.1
I3 46.00 4.35 1.77 2.98 6.55 9.05 1.38 0.1020 296.2

Outflow
1 0.00 5.13 2.09 3.42 7.38 9.97 1.37 0.1022 295.7
2 5.25 5.53 2.23 3.26 6.93 9.45 1.37 0.1020 295.9
3 11.50 5.82 2.25 3.20 6.86 9.40 1.38 0.1019 295.5
4 15.00 5.63 2.19 3.17 6.78 9.36 1.37 0.1021 295.5
5 17.50 5.39 2.11 3.13 6.69 9.00 1.37 0.1023 295.8
6 22.50 4.95 1.98 3.08 6.68 9.29 1.36 0.1019 296.0
7 27.50 4.51 1.83 3.01 6.59 9.26 1.37 0.1020 295.1
8 34.00 4.36 1.78 3.00 6.56 9.22 1.37 0.1019 295.2
9 42.25 4.33 1.75 2.99 6.60 9.15 1.36 0.1021 295.1

aThe samples I1– I3 were taken from the inflow of the column, the samples 1–9 from the outflow of the column. All noble gas concentrations are given
in cmSTP

3 /g. The overall measurement errors (1s errors) are ±1% for He, Ne, and Ar, ±1.5% for Kr, ±2% for Xe, ±0.7% for 3He/4He, ±0.3% for 22Ne/20Ne,
and ±0.2% for 40Ar/36Ar.
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mined noble gas temperature Tng = 20.0 ± 0.2�C was
identical to the constant ambient air temperature of 20�C.
The noble gas temperatures Tng determined in samples taken
during the experiment from the outflow of the column were
less than 1 K higher than the real water temperature (cf.
Table 2). We conclude that the noble gas temperature Tng
was a reliable indicator of the true water temperature in our
experiment.
[40] Figure 2 shows the evolution of the noble gas

concentrations during the column experiment. After filling
the column at t = �3 h, the initially air-equilibrated water
dissolved part of the entrapped air, leading to the observed
supersaturation of 10–20% at t = 0 h. After initiation of the
water flow at t = 0 h, the concentrations of the light noble
gases He and Ne continued to increase, whereas the con-
centrations of the heavy noble gases Ar, Kr, and Xe
decreased. This is so because Ar, Kr, and Xe have signif-
icantly higher solubilities than He and Ne. With respect to
atmospheric air, the entrapped air therefore became enriched
in He and Ne, and depleted in Ar, Kr, and Xe. Later, at
about t = 15 h, all noble gas concentrations decreased due to
the progressively dissolving gas phase. After about 35 h, the
entrapped air was virtually completely dissolved by
the water flowing through the column, which is indicated
by concentrations in the outflow being approximately
identical to those in the inflow.
[41] Figure 3 shows the evolution of the He and Ar

concentrations during the experiment. The first two sam-
ples, taken at t = 0 h and t = 5.25 h (see Figures 2 and 3)
contain excess air components which appear fractionated
with respect to pure atmospheric air if applying the CE
model for interpretation (values of F > 0, listed in Table 2).
All other samples (3–9; see Figures 2 and 3) are interpreted
to contain pure, unfractionated excess air, yielding the best
fits for F = 0. The time needed to flush the column is about
1 h. That is, after the column had been flushed about 5–
10 times, the transition occurred from fractionated to
apparently unfractionated excess air, and after the column
had been flushed about 30 times, the entrapped air was
dissolved completely.

[42] The shift of samples 3–6 toward a slightly higher
temperature can be explained by a small relative excess of
the least soluble gases (He, Ne) with respect to the better
soluble noble gases Ar, Kr, and Xe (cf. section 5.3). As
described below, this relative surplus of the least soluble
(noble) gases is characteristic for apparently unfractionated
excess air formed during the later stage of bubble dissolution.
[43] The observation that the excess air component is

fractionated during the early stage of gas dissolution and
apparently unfractionated at later times during the experi-
ment is in agreement with results of Holocher et al. [2002].
The samples containing apparently unfractionated excess air
were taken in the presence of a dissolving gas phase,
contradicting the classical interpretation of unfractionated
excess air, which is assumed to result from complete
dissolution of entrapped air. The associated amount A of
excess air determined by the UA model (or by the special
UA-case of the CE model for F = 0) corresponds to an
initial gas saturation of <0.3%. The numerical simulations
of reactive transport discussed below show that these values
are much too small. That is, the fractionation factor F and
the amount of excess air A determined by the CE model are
sensitive to the conceptual assumption of a closed system
and must be handled with care. In section 5.3, we will
assess the occurrence of apparently unfractionated excess
air in more detail.
[44] To gain a better understanding of the underlying

physical processes and the role of kinetic effects on the
formation of excess air, we simulated the dissolution of
entrapped air using both the KBD model [Holocher et al.,
2003] and the local equilibrium model [Cirpka and
Kitanidis, 2001], as described in section 2.3. The parameter
values used for the KBD and local equilibrium models are
summarized in Table 3 (‘Sand column’). The parameters r
and Sg

ini were obtained from fitting the KBD model to the

Figure 2. Measured dissolved noble gas concentrations
and total dissolved gas pressures (TDGP) during the sand-
column experiment. All noble gas concentrations are
normalized by their respective concentrations in the
inflowing water. The TDGPs are normalized by the ambient
atmospheric pressure.

Figure 3. Measured He and Ar concentrations during the
sand-column experiment. Filled circles: atmospheric solu-
bility equilibrium at different temperatures; dashed line:
addition of unfractionated air; dotted line: solubility
equilibrium at increasing pressure. Samples 1 and 2 are
between the lines for pure excess air and pressure
enhancement, indicating fractionation with respect to the
composition of atmospheric air. All other samples (3–9)
contain unfractionated excess air, because their elemental
composition closely follows the dashed line.
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experimental data. Figure 4 shows the simulated noble gas
concentrations for the sand-column experiment using the
two models.
[45] The noble gas concentrations simulated by the KBD

model (Figure 4a) agree very well with those measured in
the water samples from the outflow of the column. The local
equilibrium model (Figure 4b), by contrast, simulated
qualitatively different breakthrough curves. In particular,
the local equilibrium assumption prognoses a sharp front of
complete gas dissolution which was obviously not observed
in the experiment. We thus conclude that kinetic effects
which are included in the KBD model, but not in the local
equilibrium model, were important for the gas dissolution
process in the column experiment. Under the conditions of
the experiment, the assumption of local equilibrium be-
tween water and entrapped air is not valid. In section 5.1,
we will investigate by parameter studies under which
conditions kinetic effects may be neglected.

4.2. Total Dissolved Gas Pressure

[46] Total dissolved gas pressure (TDGP) was measured
during the experiment, starting at time t = �3 h, when the
sand column was filled with air-equilibrated water
(Figure 2). The increase in TDGP from t = �3 h to the
start of the experiment at t = 0 h, while the water stagnated
in the column and re-equilibrated with the entrapped gas
phase, probably represents both the typical response time of
the TDGP probes and the delay due to kinetic gas exchange
between the initially air-equilibrated water and the entrap-
ped air. Starting at time t = 0 h, when the water flow was
initiated, the TDGP at the outflow of the column was quasi-
constant, lasting until about t = 20 h, when the TDGP
decreased. This decrease is due to the complete dissolution
of the entrapped gas phase indicated by TDGP values at the

outflow being identical to those at the inflow at t > 35 h.
The time of this decrease in TDGP agrees reasonably well
with the time of decrease in the noble gas supersaturations
(see Figure 2). However, it occurs slightly later. The
maximum TDGP relative to the atmospheric pressure of
about 1.18 agrees very well with the hydraulic head of
1.85 m above the geodetic height of the sand column.
[47] We believe that the delay between the decrease in

TDGP relative to the noble gas concentrations may be
caused by the hydrophobicity of the silicone rubber. During
gas entrapment, hydrophobic surfaces are preferential loca-
tions for the remaining gas phase which in turn leads to a
longer presence of gas in contact to the TDGP probes
during the experiment.
[48] Despite the mentioned delay, the results indicate that

the TDGP probe is a simple, easy-to-use device to measure
the total dissolved gas pressure in water samples. TDGP
probes may be appropriate to estimate the amount of excess
air if noble gas measurements are not available, for example
in the context of the interpretation of environmental tracer
data such as SF6 as anthropogenic trace gas used for
groundwater dating, which is very sensitive to the presence
of excess air [Busenberg and Plummer, 2000]. The use of a
TDGP probe to estimate excess air in the field, however,
requires the consideration of the non-conservative behavior
of certain gases, e.g., the consumption of oxygen [see
Manning et al., 2003].

5. Parameter Studies on System Behavior

5.1. Relevance of Kinetic Effects

[49] Neglecting dispersion and inter-phase mass transfer
kinetics, Cirpka and Kitanidis [2001] analyzed the coupled

Table 3. Model Parameter Values Used in the KBD and Local Equilibrium Model Simulationsa

Simulation Sand Column Unfrac. EA Model Comparison

Model parameter Value Value

Flow direction Hb Hb H, VD, VUd

h Hydraulic head [m] 1.85e 1e 1e (H), 0f (VD), 1f (VU)
L Column length [m] 1 1 1
r Initial bubble radius [mm] 1.5g 0.5 0.5
Q Total porosity [�] 0.4 0.4 0.4
Sg
ini Initial gas saturation [%] 6.89g 4.76 4.76

T Water temperature [�C] 20 10 10
patm Atmospheric pressure [105 Pa] 0.969 1.013 1.013
S Salinity [per mille] 0 0 0
q Darcy Velocity [m/s] 1.18 � 10�4 10�6 10�4, 10�5, 10�6

D Dispersion Coefficient [m2/s] 2.58 � 10�6 0 0
Inflow concentration

i = He [�] 1.02 1 1
i = Ne [�] 1.01 1 1
i = Ar [�] 1.01 1 1

ci
in/ci

eq i = Kr [�] 0.99 1 1
i = Xe [�] 1.01 1 1
i = N2 [�] 1 1 1
i = O2 [�] 1 1 1

aThe simulation ‘Sand column’ refers to the experiment conducted in this work. The simulation ‘Unfrac. EA’ is used to
assess the formation of apparently unfractionated excess air. The parameter values used for different scenarios to compare the
KBD and local equilibrium models are summarized under ‘Model comparison’.

bH: Horizontal.
cVD: Vertically downward.
dVU: Vertically upward.
eAbove center of column.
fAbove top of column.
gFitted parameter value.
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transport of the dissolved gases in the presence of an
entrapped gas phase using the theory of hyperbolic systems.
Each partitioning compound is characterized by its
corresponding Henry’s law coefficient. Transport of the
various volatile compounds in the presence of an immobile
gas phase is coupled via the total gas pressure, pg, according
to equation (9). Without this coupling, variations in the
concentration of each dissolved gas would be propagated
independently through the domain, each with its own
characteristic velocity. Because of the coupling, concentra-
tion changes are split into several combinations of concen-
tration changes traveling through the domain with a
characteristic velocity. Each such traveling combination of
concentration changes is denoted a concentration wave. In a
system with n different gases, n waves with characteristic
composition and celerity travel through the system, the last
of which is associated with complete dissolution of the gas
phase. Because the dissolved concentrations and partial
pressures of the noble gases are very small in comparison
to those of the main air constituents N2 and O2, variations in
the noble gas concentrations have hardly any effect on the
gas saturation, and therefore hardly affect the concentrations
and partial pressures of the other gases. By contrast,
changes in the concentrations of the main constituents N2

and O2 significantly affect the concentrations and partial
pressures of all the other gas species.
[50] Dispersion and inter-phase mass transfer kinetics

smooth the traveling waves so that distinct steps may no
more be observed. This was obviously the case under the
conditions of the sand-column experiment. However, if
the characteristic timescale of gas transfer is small and the
timescale of dispersion is large in comparison to the
advective timescale, the system behavior should approach
the description of advective transport coupled to instanta-
neous gas transfer.
[51] In the following parameter studies, we will vary the

flow velocity to increase the advective timescale in order to
quantify the difference in the results of the KBD and local
equilibrium models. To eliminate the effect of the column
length, we use the dimensionless Damköhler number Da to
characterize the relative importance of kinetics in the mass
transfer between water and the entrapped gas phase:

Da ¼ Ab � L � ki
Vw � v ð21Þ

in which L is the column length, v is the seepage velocity, ki
is the mass transfer coefficient according to equation (13),
and (Ab/Vw) is the specific interfacial area:

Ab

Vw

¼ Ab

Vb

� Vb

Vw

¼ 3

r
� Sg

1� Sg
ð22Þ

where Ab is the surface area of the assumed gas bubble , Vb

is the bubble volume, and Vw is the water volume.
Substitution of equations (13) and (22) into equation (21)
yields:

Da ¼ 3L � Sg � Dw;i

v � r � ð1� SgÞ
1

r
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
v

2p � r � Dw;i

r� �
ð23Þ

[52] Both the gas saturation Sg and bubble radius r change
during the experiment. As a result, the Damköhler number
also changes. For comparison purpose, all following results
refer to the initial Damköhler number Daini, which is
computed with the radius, gas saturation, and seepage
velocity at the beginning of the experiment. Several authors
report that the assumption of local equilibrium is valid for
Da > 100 [Brusseau, 1992, and references therein], whereas
Da < 100 would indicate that mass transfer is significantly
controlled by kinetics.
[53] We compute the root mean square error e to quantify

the deviation of the KBD model predictions, ci
KBD(t), from

those of the local equilibrium model, ci
LE(t):

e¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

ni

X
i

1

tKBDdiss

Z tKBD
diss

0

cLEi ðtÞ � cKBDi ðtÞ
c
LE;ini
i � c

eq
i

 !2

dt

vuut ð24Þ

with i = He, Ne, Ar, Kr, Xe, N2, O2. ni is the number of
compounds i considered, ci

LE,ini is the concentration of
compound i at t = 0 calculated by the local equilibrium
model, and tdiss

KBD is the time at which the entire gas phase
has been dissolved according to the KBD model.

Figure 4. Measured (symbols) and modeled (solid lines)
noble gas concentrations in the sand-column experiment
simulated using the KBD model (a) and the local
equilibrium model (b). All concentrations are normalized
by the respective concentrations in the inflowing water. The
dotted line denotes the start of the experiment at t = 0 h.
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[54] Figure 5 shows the values of e as function of the
initial Damköhler number Daini. For Daini < 100 the root
mean square error e is relatively large, for Daini > 100, the
values of e are about 0.02 and remain virtually constant for
increasing values of Daini. We therefore conclude, in agree-
ment with previous authors, that for Daini > 100 the KBD
and local equilibrium models yield similar results, and the
assumption of local equilibrium between the water and the
entrapped gas phase seems to be justified.

5.2. Impact of Flow Direction

[55] Since hydrostatic pressure dominates the solubility
equilibrium between water and the entrapped gas phase, the
dissolution of entrapped gas depends significantly on flow
direction. If the direction of flow is horizontal, the hydro-
static pressure is almost constant along a short flow
distance, and hence the gas equilibrium is virtually identi-
cal along the same distance. In contrast, in the case of
vertical flow, there is a hydrostatic pressure gradient either
in the direction of flow (for vertically downward flow) or
in the reverse direction (for vertically upward flow). As a
result, the gas equilibrium also changes along the flow
paths. The temporal characteristics of gas dissolution are
therefore different for horizontal, downward, and upward
flow directions.
[56] Figure 6 shows the results of simulations using the

KBD and local equilibrium models for horizontal, vertically
downward, and vertically upward flow. All other model
parameter values are identical for all simulations (see Table
3, ‘Model comparison’). For better comparability, time t is
transformed to the nondimensional pore volume Vp:

Vp ¼
q � t
Q � L ð25Þ

[57] Three main differences in the system behavior, caused
by the orientation of flow, are obvious (see Figure 6):
[58] (i) In all simulations the supersaturations evolve into

a quasi-constant, plateau-like phase which lasts for a long
time period during dissolution of the gas phase. However,

the behavior from the beginning of the simulation to that
plateau phase is different for different flow directions. In the
case of horizontal flow, there is a stepwise increase in the
supersaturations of the lighter gases (He, Ne, N2), and a
stepwise decrease in the supersaturations of the heavier
gases (Ar, Kr, Xe, O2). In the case of vertically downward
flow, by contrast, the supersaturations increase or decrease
into the plateau phase, forming a ramp instead of a step. In
the third case of vertically upward flow, the lighter gases
first decrease and then increase to the plateau phase, and the
heavier gases first increase and then decrease to the plateau
phase.
[59] (ii) The timing of the complete dissolution of the

entrapped air also depends strongly on flow direction. For
horizontal flow direction, the relationship between complete
bubble dissolution in the flow direction and the distance
traveled is linear. In the case of vertically downward flow,
complete bubble dissolution takes place almost simulta-
neously throughout the column. Only very close to the
inflow does the entrapped air dissolve significantly faster
than in the rest of the column. In the case of vertically
upward flow, the time of complete gas dissolution increases
faster than linearly with distance.
[60] (iii) The evolution of the gas saturation is also

different for horizontal and vertical flow directions. In the
case of horizontal flow, the gas saturation remains almost
constant until abrupt, complete gas dissolution. In the case
of vertically downward flow, the gas saturation decreases
linearly with time, whereas vertically upward flow leads to
an increase in gas saturation close to the top of the column
until instantaneous dissolution of the gas phase occurs. This
is so because the equilibrium concentration of the gaseous
compounds decreases with travel distance. As a conse-
quence, a water parcel picks up volatile compounds near
the inlet and partially releases it again further toward the top
of the column.

5.3. Apparently Unfractionated Excess Air

[61] An unexpected finding of our experiments is that all
samples taken in the outflow of the column at t 5
6 h contained apparently unfractionated excess air (samples
3–9 in Figure 3, see above), although an entrapped and
progressively dissolving gas phase was definitely present
during that time. As already stated, unfractionated excess air
is usually attributed to the complete dissolution of entrapped
air [Heaton and Vogel, 1981]. Our observation casts doubts
on the interpretation of noble gas data from typical field
samples where the flow and transport system is barely
known.
[62] During the experiment, an entrapped gas phase was

present and this gas phase has undergone fractionation as
indicated by the change of composition in the course of the
experiment. Apparently, the composition of the observed
gas excess, and therefore the composition of the gas flux out
of the entrapped gas bubbles into the water, was very similar
to the composition of free atmospheric air. After an initial
phase, the poorly soluble noble gases He and Ne had
accumulated in the remaining gas phase, while the concen-
trations of the more soluble compounds Ar, Kr, and Xe had
decreased. In the remaining time of gas dissolution, the
change in partial pressure in turn partially compensated the
differences in gas solubilities, leading to the generation of
apparently unfractionated excess air.

Figure 5. Comparison of the results obtained from the
local equilibrium and KBD models, depicted as root mean
square errors e versus initial Damköhler numbers Daini.
Significant differences between the KBD and local
equilibrium model results are only obvious for Daini < 100.
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[63] To verify this hypothesis, we calculated the elemen-
tal ratios of the gas excess component, defined as the
difference between the measured concentration and the
atmospheric equilibrium concentration of the gas consid-
ered, and compared them with the partial pressure ratios in
atmospheric air (Figures 7a and 7b). Because the local
equilibrium model exhibits clear fronts, we performed the
simulations with the latter model using the parameter values
given in Table 3 (column ‘Unfrac. EA’). Note that this
simulation and the results discussed below do not refer to
the experiment described in section 4 but represent generic
simulations performed to illustrate the formation of appar-
ently unfractionated excess air in the presence of a contin-
uously dissolving gas phase.
[64] For less than about 6 pore volumes, phase 1 of the

simulation (see Figure 7), the elemental ratios of the gas
excess vary strongly and are significantly different from the
atmospheric ratios, forcing the formation of fractionated
excess air. After about 6 pore volumes, in phase 2 of the
simulation, the elemental ratios in the gas excess are almost
constant and in parts very similar to the partial pressure
ratios in the atmosphere. The more similar the gases are in
terms of solubility, the more the elemental ratios of the gas

excess agree with the atmospheric ratios (e.g., He/Ne, Kr/
Xe, Ar/O2). The ratios of gases with more different sol-
ubilities differ considerably more from the atmospheric
ratios (e.g., He/Xe). Figures 7c, 7d, and 7e show the fitted
parameters Tng (noble gas temperature), A (amount of
entrapped air), F (fractionation factor), qCE (pressure factor)
obtained from the simulated noble gas concentrations, using
the CE model. In phase 1, the CE model proposes the
formation of fractionated excess air, indicated by F > 0. The
fractionation then decreases until unfractionated excess air
is formed in phase 2; i.e., the value of F decreases to 0 at the
end of phase 1. The noble gas temperature Tng (Figure 7c)
also varies considerably during phase 1 in response to the
variations in the elemental ratios of the gas excess. That is, a
relative surplus of the more soluble and more temperature-
dependent noble gases, e.g., a low ratio of He/Xe, is
compensated for by a low noble gas temperature, and vice
versa. In phase 2, the noble gas temperature varies only
slightly and remains almost constant with time. The relative
surplus of the least soluble noble gases He and Ne (see
Figure 7b) is compensated for by a noble gas temperature
that is slightly above the ‘real’ water temperature of 10�C
set for the simulation.

Figure 6. Effects of horizontal and vertical flow directions, simulated using the local equilibrium model
(solid lines) and the KBD model (dashed lines): (a) horizontal flow, (b) vertically downward flow, and
(c) vertically upward flow, for Daini = 365 (q = 10�6 m/s, t � 100 h). The graphs in the middle panel
show the number of pore volumes that are required until complete gas-phase dissolution is achieved as a
function of the relative flow distance x/L. The graphs in the right-hand panel show the gas saturation at
the end of the column.
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[65] The fitted parameter A reflects the correct gas satu-
ration of 5% only at the very beginning of the dissolution
process. Especially during phase 2, when the excess air
component seems to be unfractionated, the CE model (or
the special UA-case of the CE model for F = 0) proposes
values of A, which are much smaller than the real entrapped
gas volume. As shown in section 5.2, the real gas saturation
at the outflow of the column remains at about 5% until
complete dissolution of the gas phase occurs. We conclude
therefore that the CE model underestimates the entrapped
air volume significantly during the long lasting phase 2 with
almost constant noble gas concentrations. It is important to
note that the misleading gas saturation determined by the
CE model is based on the incorrect assumption that the
entrapped gas phase has the same composition as atmo-
spheric air, which is only true at the beginning of the
dissolution process when the model yield the correct value
for A. Nevertheless, since the CE model is routinely applied
to interpret noble gas concentrations in groundwater, it is

very important to note that, in the case of apparently
unfractionated excess air, the fitted value for the entrapped
air volume A is not at all identical to the real entrapped air
volume, and caution has to exercised when interpreting the
CE model parameter A.
[66] A pressure factor qCE of 1.1 is expected cor-

responding to the hydraulic head of 1 m. The pressure
factor qCE closely reflects the correct hydrostatic pressure
during the entire process of gas dissolution (see Figure 7e).
Therefore the pressure factor qCE seems to be suitable to
estimate the hydrostatic pressure exerted on the system
during the formation of excess air. Several authors proposed
the use of excess air as a proxy for pressure conditions
during groundwater recharge, which are mainly controlled
by groundwater table fluctuations [e.g., Stute and Talma,
1998; Kulongoski et al., 2004; Ingram et al., 2007;
Manning and Caine, 2007]. Excess Ne (DNe), which is often
used to express the amount of excess air and as a proxy for
hydrostatic pressure, only reflects the correct pressure during
phase 1 of the gas dissolution process (see Figure 7a) butDNe
overestimates the pressure by a factor of �2 during phase 2.
The pressure factor qCE therefore seems to provide the more
reliable estimate of the hydrostatic pressure, particularly
during phase 2 of the process of gas dissolution. It should
be noted that the pressure factor qCE only yields a correct
estimate of the pressure in the case of local solubility
equilibrium. If local equilibrium is not achieved, qCE under-
estimates the pressure. However, because the local equilib-
rium assumption seems to be valid under most natural
conditions (see below), qCE can be used to infer the hydro-
static pressure exerted on the system, i.e., qCEmay be used as
a proxy for groundwater table fluctuations.
[67] Importantly, during phase 2, the excess air compo-

nent seems to be unfractionated according to the parameter
fit using the CE model (F = 0), adjusting the noble gas
temperature to a value which is slightly above the assumed
water temperature of the numerical simulation (10�C). Such
a slight increase in the noble gas temperature was also
observed in the water samples from the sand-column
experiment (see section 4.1). The difference between noble
gas and real water temperature, however, is smaller than the
error of the noble gas temperature calculation using the CE
model. However, if the hydrostatic pressure exceeds about
0.2–0.3 bar (corresponding to a rise of the groundwater
table of about 2–3 m), the relative surplus of the least
soluble, light noble gases becomes too large to be compen-
sated for by the CE model, adjusting the determined noble
gas temperature to higher values; i.e., no statistically ac-
ceptable fit for Tng, A, and F can be achieved. The fact that
most groundwater samples from field studies yield accept-
able fits using the CE model may indicate that such pressure
conditions (i.e., large groundwater table fluctuations) are
rare or that phase 2 is seldom reached in natural systems.

6. Discussion and Conclusions

[68] The sand-column experiments conducted in combi-
nation with simulations using the KBD and local equilibri-
um models show that inter-phase mass transfer kinetics play
an important role in the dissolution of entrapped air for
small values of the initial Damköhler number Daini < 100;
i.e., in the case of large flow velocities or small travel
distances through the quasi-saturated zone. For large values

Figure 7. (a) Relative concentration during the dissolution
of entrapped air as calculated by the local equilibrium
model. (b) Elemental ratios of the gas excess relative to the
partial pressure ratios of atmospheric air. (c) Noble gas
temperature Tng, (d) excess air A, and (e) fractionation factor
F and pressure factor qCE determined by the CE model
[Aeschbach-Hertig et al., 2000].
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of Daini > 100, both models yield similar results; i.e., the
assumption of local equilibrium between the water and gas
phases is appropriate for low flow velocities and large
distances.
[69] Groundwater table fluctuations in temperate climate

zones are usually within the range of a few meters at most,
and the thickness of the quasi-saturated zone is therefore
limited. Thus for vertical flow, the characteristic length scale
used in the calculation of the Damköhler number is limited.
Under these conditions, flow velocities of 10�4 m/s or
larger require that the kinetics of gas dissolution are
accounted for, whereas they may be neglected for velocities
smaller than 10�5 m/s. For horizontal flow, the travel
distance in the quasi-saturated zone can be considerably
larger, thus extending the range in which the local equilib-
rium model is a reasonable assumption for the dissolution of
entrapped gas in natural porous media.
[70] For excess-air formation by regional groundwater

recharge, where horizontal velocities are in the order of 1 m/d
and horizontal distances are in the order of hundreds of
meters, Damköhler numbers of Da > 100 are most likely to
be reached. The related vertical velocities are in the order of
�1mper yearwith vertical distances of a fewmeters themost.
Again, this points to Damköhler numbers of Da > 100. That
is, we assume that the local equilibrium assumption is valid
for typical situations of regional groundwater recharge. This
is different for gas exchange between river infiltrate and
entrapped gas in the hyporheic zone of a river with a natural
river bed. Residence times in the hyporheic zone are typically
in the order of a few hours, leading to values of Da consid-
erably smaller than 100. This implies that for typical situa-
tions of hyporheic exchange clear non-equilibrium
partitioning conditions prevail.
[71] If the flow direction is predominantly horizontal, the

combination of advection-dominated transport and local
gas-water partitioning in equilibrium leads to sharp fronts
traveling through the quasi-saturated domain. Continuous
concentration changes may be caused by inter-phase mass
transfer kinetics. However, they can also be caused by
transport coupled to equilibrium partitioning if the flow
direction is downward. In case of upward flow, the disso-
lution of entrapped gas at depth may be combined with
intermediate increase of gas saturation at low depth. The
dependence of partitioning equilibrium on hydrostatic pres-
sure should be accounted for in the design of experiments.
Holocher et al. [2002] performed laboratory experiments
with downward flow and compared the results to large-scale
experiments in a sand filter where the flow direction was
also downward. Geistlinger et al. [2005], by contrast,
performed experiments in vertical columns with upward
flow in order to mimic conditions during air-sparging,
where flow typically is horizontal. The different flow
direction may complicate the transfer of laboratory experi-
ments to field conditions.
[72] Although a majority of groundwater samples contain

excess air which is fractionated with respect to the compo-
sition of free atmospheric air, unfractionated excess air is
also frequently found in groundwater samples and is usually
attributed to the complete dissolution of entrapped air. For
example, Ingram et al. [2007] report unfractionated excess
air from a sandstone aquifer system in the East of England.
The CE model was used to interpret the measured noble gas

concentrations and the fractionation factor F was found to
be 0 for most samples, i.e., the excess air component is
(apparently) unfractionated. In most of the samples, the fit
of the CE model lead to small values of A, expressing the
amount of entrapped, and completely dissolved air
(2 cmSTP

3 = kg 4 A 4 5 cmSTP
3 /kg). The CE model

interpretation, i.e., the special UA-case of the CE model for
F = 0, therefore suggests a residual gas saturation of only
0.2–0.5%, which conflicts with observations of typical
entrapped air volume ratios ranging from a few per cent
up to several tens of per cent [Christiansen, 1944; Fayer
and Hillel , 1986; Stonestrom and Rubin , 1989;
Faybishenko, 1995; Wang et al., 1998].
[73] The results of our study give a new interpretation of

apparently unfractionated excess air in conjunction with
small fitted values of A. In our experiment and in our model
simulations, such a combination occurred without complete
dissolution of entrapped air. During the progressive disso-
lution of the entrapped gas phase, fractionated excess air
was only produced during the beginning of the dissolution
process. Apparently unfractionated excess air was generated
during a predominant period of time during which the gas
phase evolved in such a manner that the inter-phase mass
fluxes of volatile compounds between the aqueous and
gaseous phases showed elemental ratios that are very
similar to the partial pressure ratios in atmospheric air. We
conjecture that a CE-model fit with F = 0 and A <
10 cmSTP

3 /kg points to conditions similar to phase 2 of our
study, characterized by incomplete dissolution of entrapped
air in a transient state.
[74] We believe that apparently unfractionated excess air

is an indicator of complete dissolution of entrapped gas only
when the fitted amount of dissolved gas is in the range of
reported values for residual gas saturation (i.e., A �
10 cmSTP

3 /kg). Dissolving such amounts of entrapped gas
in a closed system, as postulated by the CE model, requires
a substantial increase of hydrostatic pressure. Reported
fluctuations of the groundwater table, however, typically
are in the range of a few meters at the most, which is
confirmed by limited values of excess air (10% 4 DNe 4
120%) [Kipfer et al., 2002, and references therein]. With
limited increase in hydrostatic pressure, it is not possible to
completely dissolve several per cent of entrapped gas without
continuous flushing of the porous medium by groundwater
with atmospheric composition of volatile compounds. How-
ever, the ubiquitous presence of excess air in most aquifers
suggests that complete dissolution of entrapped air bubbles by
flushing rarely occurs under natural conditions.
[75] In natural aquifers, the ratio of flow velocity (and

hence the residence time within the quasi-saturated zone) to
the frequency of water table fluctuations most likely deter-
mines whether fractionated or apparently unfractionated
excess air is produced. That is, if the flow velocity is high,
the time of phase 1 (cf. Figure 7), during which fractionated
excess air is produced, is relatively short. In this case, the
probability of observing fractionated excess air is high only
if the groundwater table fluctuates frequently. By contrast, if
the flow velocity is very low, phase 1 lasts longer, so that
fractionated excess air is more likely to be observed also in
systems with slowly fluctuating groundwater table.
[76] The mechanism proposed here to interpret the appar-

ent fractionation F and associated amount A of entrapped gas
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needs further confirmation from field measurement under
natural conditions. In the standard case of environmental-
tracer studies, only a few samples are taken and analyzed for
noble-gas concentrations. As we have shown, the parameters
determined by fitting the CE model to such data change with
time when the noble gas compounds undergo gas transfer
coupled to advective-dispersive transport. In typical field
situations, it is not known to which time phase of the gas
dissolution process a particular sample is related to. Samples
of larger groundwater age most likely reflect mixtures of
water samples related to particular time phases. Under these
conditions, we see difficulties in interpreting the apparent
values of F and A. The pressure factor qCE, by contrast,
seems to provide a reasonable estimate of the hydrostatic
pressure acting on the system during the formation of excess
air. The noble gas temperature Tng also appears to be close to
the real temperature at the time of gas dissolution, even
though its derivation is based on the conceptually incorrect
assumption of stagnant water. That is, Tng determined by the
CE model may be used for paleo-climate reconstruction
without introducing systematic bias [e.g., Aeschbach-Hertig
et al., 2000], provided that the composition of the dissolving
gas phase is similar to that of the atmosphere.
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