
213

Studies of long-term changes in lake ecosystems often
require the analysis of historical water column data that were
originally measured at inconsistent sampling depths. To facil-
itate the comparison of such data, some form of interpolation
is usually employed to yield estimates of the data at standard
depths (e.g., Livingstone 2003; Coats et al. 2006; Rempfer et
al. 2010) before going on to produce time-series based on
these data. Because of their simplicity and ease of use, two-

point linear interpolation (between the two measured values
on either side of a gap) and cubic spline interpolation (which
incorporates information from several measurements on each
side of a gap) are both commonly used for this purpose. How-
ever, despite the importance of interpolation accuracy when
standardizing profile sampling depths, very little published
information is available on this topic. In the interest of con-
sistency between studies, it would be advantageous to formal-
ize the selection of an interpolation method for lake water col-
umn profiles.

In other contexts, comparisons have been conducted of
various interpolation methods. Most of these comparisons
have focused on temporal interpolation (Amritkar and Kumar
1995; Baltazar and Claridge 2002; Claridge and Chen 2006) or
spatial interpolation in two dimensions (Holdaway 1996; Eis-
cheid et al. 2000; Skaugen and Andersen 2010). These studies
applied a multitude of different interpolation methods, and
found that each one performed differently depending on the
data set being considered. There is therefore no “one-size-fits-
all” interpolation method that is best for all data sets. How-
ever, the simplest form of interpolation often proves to be the
optimal choice (e.g., Chen and Claridge 2000; Baltazar and
Claridge 2002; Claridge and Chen 2006). With this in mind,
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this study is confined to the two comparatively simple inter-
polation methods mentioned above—two-point linear inter-
polation and cubic spline interpolation—for regularizing spa-
tial sampling intervals and filling data gaps in lake profiles.
The study aims to obtain greater assurance of compatibility,
quality, and reliability when analyzing lake profiles with
inconsistent sampling intervals or missing data.

Materials and procedures
Data

The study compared the two interpolation methods by cre-
ating artificial data gaps, referred to henceforth as “pseudo-
gaps,” in measured water column profiles. The pseudo-gaps
were then filled using each of the two interpolation methods.
The relative ability of each interpolation method to recon-
struct missing profile data was assessed based on the accuracy
with which it was able to fill the pseudo-gaps.

This procedure requires many lake profiles that have been
measured at standard sampling depths with no data gaps.
Multi-annual data sets from five lakes in Switzerland (Lake of
Zurich, Greifensee, Lake of Lugano, Aegerisee, Lake of Walen-
stadt) and one in northern Italy (Lake of Garda) were exam-
ined to find the longest, most complete data set in which the
profiles were sampled consistently at the same standard
depths. The most suitable data set was found to be that from
the Lake of Zurich from 1976 to 2010. During this period, the
lake was sampled at approximately monthly intervals a total
of 420 times at its deepest point. Sampling depths were con-
sistent at 0.3, 1, 2.5, 5, 7.5, 10, 12.5, 15, 20, 30, 40, 60, 80, 90,

100, 110, 120, 130, and 135 m. All profiles with data missing
from any of these 19 standard depths were excluded from the
study from the outset. However, there were only few such pro-
files. For total phosphorus concentration, for example, 19 pro-
files had to be excluded based on this criterion; for other vari-
ables used in this study, even fewer profiles needed to be
excluded. Further details on the Lake of Zurich data set are
given by Zimmermann et al. (1991), Livingstone (2003), and
Jankowski et al. (2006).

To assess the representativeness of the Lake of Zurich pro-
files, we qualitatively compared the profiles of physical (e.g.,
temperature), chemical (e.g., oxygen), and biological (e.g.,
chlorophyll a) variables from the Lake of Zurich (1976-2010)
with corresponding profiles from the other five lakes listed
above. The profiles from all six lakes were found to be similar
in shape and seasonal variation, and we therefore concluded
that the Lake of Zurich profiles were broadly representative of
lakes in the European Alpine region. However, as this com-
parison only considered lakes from this particular region, cau-
tion should be exercised when applying the results of this arti-
cle beyond temperate climate lakes.

To provide a range of profile shapes, four representative
lake variables were included in the analysis: water tempera-
ture, oxygen concentration ([O2]), total phosphorus concen-
tration (TP), and chloride concentration ([Cl–]). Measured pro-
files of all four variables in the Lake of Zurich during a typical
year (1993) are shown in Fig. 1. These particular lake variables
were selected as together they cover the majority of lake pro-
file types: e.g., orthograde (temperature), positive clinograde
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Fig. 1. Water column profiles of (a) temperature, (b) oxygen concentration ([O2]), (c) total phosphorus concentration (TP), and (d) chloride concen-
tration ([Cl–]), measured in the Lake of Zurich in 1993. 



(temperature, [O2]), negative clinograde (TP, [Cl–]), positive
heterograde ([O2]), negative heterograde ([Cl–]), and positive-
negative heterograde ([O2]). It should be stressed here that this
analysis is not concerned with explaining the behavior of
these variables themselves, but with the methodology neces-
sary to cope with interpolating the range of profile shapes rep-
resented by these variables at different times of the year.

Based on their shapes, the profiles can be roughly divided
into three depth zones. Within the first depth zone, compris-
ing the epilimnion and metalimnion (0–20 m), profile shapes
vary the most, both spatially and temporally. In this depth
zone in summer and fall, temperatures are constant within the
mixed surface layer but decrease uniformly through the strat-
ified thermocline. [O2] and [Cl–] show a great degree of vari-
ability with depth, in contrast to TP, which remains approxi-
mately constant. In the first depth zone in winter and spring,
profiles of all four variables vary little with depth. Tempera-
ture, [O2], and [Cl–] show a marked seasonal variability in pro-
file shape, but seasonal variability in TP is much less pro-
nounced. In the second depth zone, the upper hypolimnion
(20–80 m), all variables have approximately uniform profiles
regardless of season. In the third depth zone, the lower
hypolimnion (80–136 m), temperature and [Cl–] profiles are
approximately constant with depth, whereas [O2] decreases
with depth and TP increases with depth.
Procedure

In the following, the term “spatial sampling interval” refers
to the vertical distance between adjacent measurements in the
same sampling profile. The term “spatial data gap” refers to
one or more consecutively missing measurements from the
standard set of depths, and the “spatial data gap size” is the
number of missing measurements. Note that because spatial
sampling intervals are not uniform, the length in meters of a
spatial data gap of a given size is also not uniform. The core
functions of the R language and environment were used for all
aspects of the analysis (R Development Core Team 2011).

All available temperature data from all six lakes mentioned
above were analyzed to determine typical spatial data gap
sizes. We found that less than 3% of spatial data gaps con-
tained more than three consecutively missed measurements
(Fig. 2). Interpolation is thus most often needed to fill spatial
gaps of between one and three measurements. This range was
therefore chosen as the range of spatial pseudo-gap sizes to be
used in the comparison.

The comparison of spatial interpolation methods used a
leave-k-out cross-validation, where k = 1,2,3 is the pseudo-gap
size (method derived from Baltazar and Claridge 2002; see
Arlot and Celisse 2010 for a full review of cross-validation).
Given a complete profile yi (i = 1…n) of n observations (where
n = 19 in the specific case of the Lake of Zurich data set), the
procedure for creating and filling 1-point pseudo-gaps was as
follows. First, observation y2 was removed to create a new pro-
file with one 1-point pseudo-gap between observations y1 and
y3. This gap was then filled by interpolating across it (either by

two-point linear interpolation or by cubic spline interpola-
tion), creating a new value, x2. The interpolation error for this
pseudo-gap was calculated as e2 = x2 – y2. Starting from the orig-
inal profile each time, and going down the profile from j = 2 to
j = n – 1, the process was conducted n – 2 times, yielding n – 2
new profiles, each with one interpolated pseudo-gap at a
unique depth. The first and last points of the measured profile,
y1 and yn, were always retained to avoid endpoint effects. For a
pseudo-gap size of k = 2, the same procedure was used, except
that observations yj and yj+1 were removed each time for 
j = 2…n – 2. For a pseudo-gap size of k = 3, observations yj, yj+1,
and yj+2 were removed each time for j = 2…n – 3. An interpola-
tion error was calculated for every point within each interpo-
lated pseudo-gap; e.g., for every pseudo-gap of size 2, interpo-
lation errors ej = xj – yj and ej+1 = xj+1 – yj+1 were calculated.

Linear interpolation across a pseudo-gap was conducted
solely based on the two measured values bounding the pseudo-
gap—i.e., on the two values yj-1 and yj+1 adjacent to the removed
value yj—and is therefore extremely local. Because of the
nature of the spline function, cubic spline interpolation yields
a value that is influenced not only by the measured values
directly bounding the pseudo-gap, but also by several mea-
sured values on either side. However, because the effect of a
constraint on a spline diminishes rapidly with increasing dis-
tance (Emery 2001), spline-interpolated values are still influ-
enced predominantly by values measured in the vicinity of the
pseudo-gap.
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Fig. 2. Proportional frequency of occurrence of spatial data gaps of a
given size (expressed as the number of consecutive missing mea-
surements) within temperature profiles normally measured at a set of
standard depths from which at least one measurement was missing. The
plot is based on profiles from the Lake of Zurich (1972–2010; 470 pro-
files), Greifensee (1942–2002; 609 profiles), Lake of Lugano (1987–2008;
416 profiles), Aegerisee (1950–1994; 278 profiles), Lake of Walenstadt
(1972–2010; 391 profiles), and Lake of Garda (1991–2008; 219 profiles).
Of the 2383 profiles, 354 contained at least one missing measurement,
and there were a total of 810 spatial data gaps of varying size. 



Before analysis, the calculated interpolation errors for each
variable were sorted in three different ways: (i) by pseudo-gap
size only; (ii) by pseudo-gap size and then by the month in
which the measurement was made; and (iii) by pseudo-gap
size, by month, and then by measurement depth. The three
resulting groups of interpolation errors provided a varied
assessment of the performance of the interpolation methods
as well as insight into how sampling practices (which affect,
for example, the density of measurements as a function of
depth) influence interpolation accuracy.

Assessment
The statistical measures chosen to assess quantitatively the

accuracy of each interpolation method were the root mean
square error (RMSE), the mean bias error (MBE), and the max-
imum absolute bias error (MABE). The RMSE, defined as:

, (1)

where ne is the total number of interpolated data points within
a given range of depths and profiles, gives an overall measure
of the accuracy of the interpolation within this range. The
MBE is defined as:

. (2)

A negative MBE represents a consistent underestimate of
the observed value by the interpolated value and a positive
MBE represents a consistent overestimate. Both RMSE and
MBE are well-accepted and commonly used statistical meas-
ures that have been employed for the same purpose in similar

studies (e.g., Amritkar and Kumar 1995; Baltazar and Claridge
2002; Neilsen et al. 2010). The MABE, defined as:

, (3)

was included additionally to provide insight into the magni-
tude of error each interpolation method could potentially cre-
ate. Since both RMSE and MBE are averages, they do not pro-
vide an indication of the range of error associated with each of
the interpolation methods.

To assess the significance of the results, the RMSE, MBE, and
MABE were compared with the measurement uncertainty (MU),
on the assumption that any error less than the MU is not sig-
nificant. Not all MUs were known, nor were they necessarily
consistent throughout all measurement years. Therefore, as a
conservative approach, the largest known MU for a given vari-
able was chosen for comparison purposes (Table 1). The relative
performance of the two interpolation methods was assessed in
terms of the difference of the RMSE (or MBE, or MABE) associ-
ated with two-point linear interpolation and the RMSE (or MBE,
or MABE) associated with cubic spline interpolation. This dif-
ference will be referred to henceforth as the “RMSE difference”
(or “MBE difference,” or “MABE difference”).
Pseudo-gap size

Interpolation errors were grouped by variable and by
pseudo-gap size to calculate RMSE values (Table 1). For temper-
ature, [O2], and TP, the RMSE exceeded the corresponding MU
for all pseudo-gap sizes, but for [Cl–] the RMSE exceeded the
MU only for the cubic spline interpolation of a 3-point pseudo-
gap. For all variables and pseudo-gap sizes, the RMSE associated
with two-point linear interpolation was always less than or
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Table 1. The root mean square errors (RMSEs) and maximum absolute bias errors (MABEs) associated with the linear interpolation and
cubic spline interpolation of lake profiles over pseudo-gaps of various sizes, and the corresponding differences (cubic spline minus lin-
ear). The variables are temperature (T), oxygen concentration ([O2]), total phosphorus concentration (TP), and chloride concentration
([Cl–]). Pseudo-gap sizes vary from 1 to 3, where the size of a pseudo-gap is the number of missing data points within the gap. For com-
parison purposes, the measurement uncertainty (MU) for each variable and pseudo-gap size is also listed. The profiles employed were
measured in the Lake of Zurich during 1976-2010. 

Linear Cubic spline Difference

Variable [units] (± MU) Pseudo-gap size RMSE MABE RMSE MABE RMSE MABE

T [°C] 1 0.5 5.3 0.5 7.5 0.0 2.2
(± 0.1°C) 2 0.8 7.0 0.8 11.8 0.1 4.8

3 1.1 8.7 1.4 27.8 0.3 19.2

[O2] [mg L
–1] 1 0.8 7.1 1.0 9.9 0.2 2.8

(± 0.3 mg L–1) 2 1.0 8.2 1.5 14.4 0.5 6.2
3 1.2 8.7 2.2 32.8 1.0 24.1

TP [µg L–1] 1 8.3 131.0 9.6 123.9 1.3 –7.1
(± 1.8 µg L–1) 2 9.7 152.4 11.8 149.6 2.1 –2.8

3 11.6 165.1 15.4 238.9 3.9 73.7

[Cl–] [mg L–1] 1 0.1 2.3 0.2 2.3 0.0 0.1
(± 0.27 mg L–1) 2 0.2 2.2 0.2 2.6 0.1 0.4

3 0.2 2.2 0.3 4.2 0.2 2.0



equal to that associated with cubic spline interpolation. Using
a pseudo-gap size of 3 as an example, temperature RMSEs were
1.1°C for linear interpolation and 1.4°C for cubic spline inter-
polation; [O2] RMSEs were 1.2 mg L–1 for linear interpolation
and 2.2 mg L–1 for cubic spline interpolation; TP RMSEs were
11.6 µg L–1 for linear interpolation and 15.4 µg L–1 for cubic
spline interpolation; and [Cl–] RMSEs were 0.2 mg L–1 for linear
interpolation and 0.3 mg L–1 for cubic spline interpolation.

For all four variables, the difference of the RMSE associated
with linear interpolation and the RMSE associated with cubic
spline interpolation increased rapidly with pseudo-gap size
(Table 1). For a pseudo-gap size of 1, there was little difference
between the two interpolation methods, but as the pseudo-
gap size grew larger, cubic spline interpolation became increas-
ingly less accurate than linear interpolation. For [Cl–], the
RMSE differences were however very small at all pseudo-gap
sizes, implying that for this variable the choice of interpola-
tion method is not critical.

The MABEs associated with linear interpolation were con-
sistently less than those associated with cubic spline interpo-
lation, except for TP (pseudo-gap size of 1 and 2). The MABEs
tended to increase with pseudo-gap size, as did the MABE dif-

ferences, which were generally much larger for a pseudo-gap
size of 3 than for a pseudo-gap size of 1 or 2. This means that
the increase in MABE with increasing pseudo-gap size was less
in the case of linear interpolation than in the case of cubic
spline interpolation. For all variables and pseudo-gap sizes, the
MABEs exceeded the corresponding MUs by at least an order
of magnitude.
Season and month

When grouped by pseudo-gap size and month, the RMSE
values for both methods showed a strong seasonal cycle in all
cases, with values being lowest in winter and spring, increas-
ing during summer, and peaking in fall (Fig. 3). For tempera-
ture, the RMSEs associated with both methods exceeded the
MU from April through December. For [O2] and TP the same
was true throughout the entire year. For [Cl–] the RMSEs asso-
ciated with linear interpolation were below the MU for 1-
point and 2-point pseudo-gaps, and only exceeded the MU
during August and September for a 3-point pseudo-gap. The
RMSEs associated with the cubic spline interpolation of [Cl–]
exceeded the MU from August through November for a 2-
point pseudo-gap, and from June through November for a 3-
point pseudo-gap.
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Fig. 3. Seasonal variation in the root mean square error (RMSE) associated with linear interpolation and with cubic spline interpolation, for pseudo-gap
sizes of 1, 2, and 3. The variables are (a) temperature (T, °C), (b) oxygen concentration ([O2], mg L

–1), (c) total phosphorus concentration (TP, µg L–1),
and (d) chloride concentration ([Cl–], mg L–1). Dotted lines indicate measurement uncertainty (MU). The shaded areas indicate the difference of the
RMSEs associated with each of the two methods. 



In general, in all months the RMSEs for both methods
increased with increasing pseudo-gap size, but as the rate of
increase was higher for cubic-spline interpolation than for lin-
ear interpolation, the RMSE differences (Fig. 3, shaded areas),
and therefore the improvement of linear interpolation over
cubic spline interpolation, also increased with pseudo-gap
size. For a pseudo-gap size of 1, the RMSE differences for all
four variables were small throughout most of the year. As the
pseudo-gap size was increased to 2 and 3, the RMSE differences
became progressively larger, particularly from approximately
July to November. There was a strong seasonality in the RMSE
differences (Fig. 3, shaded areas), which were smallest in win-
ter and spring but underwent an increase in summer to reach
a maximum in fall.
Measurement depth

The influence of measurement depth on interpolation accu-
racy was investigated by successively grouping the interpolation
errors by variable, pseudo-gap size, depth, and month, before
calculating the RMSEs. As general patterns were similar for all
pseudo-gap sizes, only the results for a pseudo-gap size of 2 are
shown (Fig. 4). For all three pseudo-gap sizes, the previously dis-
cussed seasonality in the RMSE (i.e., minimum in winter and
spring, maximum in fall) and dependence on pseudo-gap size
(i.e., RMSE increasing with pseudo-gap size) was once again evi-
dent. Additionally, the results showed a concentration of high
RMSEs in the metalimnion and upper hypolimnion, centered
around a depth of 20 m (Fig. 4). The RMSEs of TP were also high
near the lake bottom, while for the other three variables the
RMSEs were low below approximately 80 m, remaining near or
below the respective MUs for all three pseudo-gap sizes. The
RMSEs for [Cl–] exceeded the MU from August to November for
depths above 20 m for linear interpolation and above 40 m for
cubic spline interpolation. This depth limitation of [Cl–] was
present for all three pseudo-gap sizes; however, the frequency of
occurrence of cases in which the RMSE exceeded the MU tended
to increase with pseudo-gap size.

For the majority of depths and months, the RMSEs associ-
ated with linear interpolation were lower than those associ-
ated with cubic spline interpolation (Fig. 4). For all three
pseudo-gap sizes, the RMSE differences were largest at depths
above 80 m for temperature, [O2], and [Cl–], and below 100 m
for TP (Fig. 4, shaded areas). Between June and November, the
RMSE associated with linear interpolation occasionally
exceeded that associated with cubic spline interpolation for
temperature in the lower epilimnion and the metalimnion,
and for TP at the lake bottom. However, the number of such
occurrences was comparatively low.
Mean bias error

The effectiveness of the two interpolation methods was
also assessed for all three pseudo-gap sizes using the MBE
and the same grouping method used for the RMSE (i.e.,
pseudo-gap size, month, and depth). For the most part, the
MBEs remained below or near the respective MUs. Therefore,
only the MBEs for a pseudo-gap size of 2, sorted by depth

and month, are presented as an example (Fig. 5). In the cases
when the MBE did exceed the MU, the magnitudes of the
MBE associated with cubic spline interpolation were smaller
than those associated with linear interpolation. The MBEs
for temperature, [O2], and [Cl–] showed similar seasonal and
spatial patterns to those exhibited by the RMSEs; i.e., the
MBEs were low in winter and spring and high in summer and
fall, with the largest bias occurring in the metalimnion and
upper hypolimnion (Fig. 5). The MBE for TP followed the
same seasonal pattern but the highest values occurred below
100 m. The MBE differences for temperature, [O2], and [Cl–]
generally increased with increasing pseudo-gap size, as the
magnitude of the MBEs of both methods increased propor-
tionally. Although the MBE difference for TP also increased
with pseudo-gap size, this was mainly accounted for by an
increase in the MBE associated with linear interpolation, as
the MBE associated with cubic spline interpolation changed
very little with pseudo-gap size.

Discussion
Two-point linear interpolation and cubic spline interpola-

tion are both simple to apply, but from the outset, each can be
seen to have both advantages and disadvantages. For instance,
any minimum or maximum that lies in a gap between two
measured values clearly cannot be satisfactorily represented
using linear interpolation. Linear interpolation will always
overestimate the minima in profiles and underestimate the
maxima, resulting in reduced variability within the profile and
a bias toward the mean. The values produced by cubic spline
interpolation do not suffer from this bias and may yield more
realistic values for the extrema within a profile, but this comes
at a cost: because spline-interpolated data can lie outside the
range of measured data, unrealistically low minima and unre-
alistically high maxima may result. This tends to happen when
adjacent measurements are spatially close but differ substan-
tially in magnitude from one another, which is most likely to
result when the sampling interval is small but measurement
error is large. The likelihood of this kind of overshoot makes it
necessary to check spline-interpolated data to ensure that they
are physically reasonable. This can be done either by eye or by
adding an additional automatic stage to the interpolation
process to flag values that are physically impossible (e.g., neg-
ative concentrations) or unlikely (e.g., extremely high concen-
trations or extremely high concentration gradients within the
interpolated profile, or interpolated concentrations that differ
excessively from the measured values above and below them).
If profile interpolation is to be completely automated, with no
checking by eye, then linear interpolation is safer because
unpleasant surprises are much less likely. However, the inter-
polated profile resulting from a spline interpolation is by defi-
nition continuous with respect to its first and second deriva-
tives, which is not the case for a linearly interpolated profile.
Thus the gradients of linearly interpolated profiles are discon-
tinuous, making flux calculations unreliable.
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This study has shown the errors associated with two-point
linear interpolation to be consistently smaller than those asso-
ciated with cubic spline interpolation. Additionally, the analy-
sis provides useful insight into how interpolation is affected
by season, depth, and spatial data gap size. For all four vari-

ables investigated, the two methods performed equally well
throughout the entire profile in winter and spring, when the
RMSEs and MBEs associated with each of the two methods did
not generally exceed the MU (Figs. 4, 5). In summer and fall
the same was true below approximately 60 m for water tem-
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Fig. 4. Monthly profiles of the root mean square errors (RMSEs) associated with linear interpolation and cubic spline interpolation. Calculated interpo-
lation errors for a pseudo-gap size of 2 were grouped by measurement depth and month. The variables are (a) temperature (T, °C), (b) oxygen con-
centration ([O2], mg L

–1), (c) total phosphorus concentration (TP, µg L–1), and (d) chloride concentration ([Cl–], mg L–1). Dotted lines indicate mea-
surement uncertainty. The shaded areas indicate the difference of the RMSEs associated with each of the two methods. 



perature, [O2], and [Cl–] (but not for TP). Where there was a
measurable difference in performance, linear interpolation
produced consistently smaller errors than cubic spline inter-
polation. Although the RMSE increased with pseudo-gap size
for both methods, the errors associated with cubic spline inter-

polation increased at a faster rate than those associated with
linear interpolation, and as a result the RMSE difference also
increased with increasing pseudo-gap size. In the rare situa-
tions in which the RMSE associated with cubic spline interpo-
lation was smaller than that associated with linear interpola-
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Fig. 5.Monthly profiles of the mean bias error (MBE) for linear interpolation and cubic spline interpolation. Calculated interpolation errors for a pseudo-
gap size of 2 were grouped by measurement depth and month. The variables are (a) temperature (T, °C), (b) oxygen concentration ([O2], mg L

–1), 
(c) total phosphorus concentration (TP, µg L–1), and (d) chloride concentration ([Cl–], mg L–1). Dotted lines indicate measurement uncertainty. The shaded
areas indicate the difference of the MBEs associated with each of the two methods. 



tion, the difference between the RMSEs was small and did not
increase with pseudo-gap size (e.g., temperature in Fig. 4).

Despite the fact that the RMSE values associated with linear
interpolation were consistently lower than those associated
with cubic spline interpolation (Fig. 4), the bias associated
with the latter was smaller (Fig. 5). Cubic spline interpolation
both overestimated and underestimated the true values over a
wide range of error magnitude, whereas linear interpolation
consistently produced overestimates or underestimates
(depending on the profile shape), but within a smaller range
of error magnitude. The difference between the methods can
be illustrated using density distribution plots of the errors
(Fig. 6). The distributions of the errors associated with cubic
spline interpolation have a broad, shallow peak near zero,
with long tails, whereas those associated with linear interpo-
lation are either slightly negative or slightly positive, with a
high, narrow peak, and short tails.

The reason for the difference in the density distributions is
made clear by the example shown in Fig. 7. In Fig. 7a,
observed water temperatures at 5 m, 7.5 m, and 10 m have
been removed to create a 3-point pseudo-gap, which is then
filled using both two-point linear interpolation and cubic
spline interpolation. The interpolation errors (listed in Fig. 7a)
associated with the cubic spline interpolation are slightly
smaller than those associated with the linear interpolation
(see also Fig. 4). In Fig. 7b, a 3-point pseudo-gap created by
removing the measurements at 20 m, 30 m, and 40 m, and
interpolated similarly, results in the opposite situation: the

interpolation error associated with the two-point linear inter-
polation is much smaller than that associated with the cubic
spline interpolation. There are two key differences between
the two scenarios. The first is in the magnitude of the errors:
while cubic spline interpolation errors can be small (Fig. 7a)
they can also be large (Fig. 7b), whereas linear interpolation
errors are consistently small. The second is in physical plausi-
bility: under normal conditions, the spline-interpolated pro-
file of Fig. 7b is not physically realistic (assuming the temper-
ature of maximum density to be 4°C, then between
approximately 20 m and 30 m denser water would be overly-
ing lighter water, and between about 30 m and 40 m water
temperatures would be < 0°C). The large interpolation errors
depicted in Fig. 7b occur only when data points are missing in
regions where gradients are changing; i.e., where d2C/dz2

≠ 0,
where C is concentration or temperature and z is depth. In
regions where d2C/dz2 is zero or close to zero, less information
is lost when data points are missing, making it easier for either
interpolation method to accurately fill the data gap.

The density distribution of errors associated with the lin-
ear interpolation of temperature (T) at 20 m depth, where
d2T/dz2 can be large during certain times of the year, differs
clearly from that associated with the linear interpolation of
the other three variables at the same depth (Fig. 6). Instead of
a high, narrow peak, the error distribution for temperature
has a small peak near zero and a large shoulder up to approx-
imately 2°C. At 20 m depth, the temperature profile is typi-
cally either uniform (e.g., during winter) or is transitioning
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Fig. 6. Density distribution plots of interpolation errors (interpolated minus observed) for (a) temperature (Te), (b) oxygen concentration ([O2]e), 
(c) total phosphorus concentration (TPe), and (d) chloride concentration ([Cl

–]e) at 20 m depth for all three pseudo-gap sizes (1, 2, and 3) combined.
Two types of distribution plot are shown for each variable to highlight the width and height of peaks, as well as tail sizes. 



from a low to a high gradient (e.g., during summer stratifica-
tion, Fig. 7). In the former case, linear interpolation can accu-
rately interpolate any data gaps and the interpolation errors
are small, giving rise to the peak in the distribution near zero.
In the latter case, linear interpolation will consistently over-
estimate the observed values, and interpolation errors will be
positive (Fig. 7b). As the pseudo-gap size increases, the mag-
nitudes of the interpolation errors also increase, leading to a
concentration of interpolation errors Te within the approxi-
mate range 0°C ≤ Te ≤ 2°C (Fig. 6a). This can be seen clearly
in Fig. 7b, where a 3-point pseudo gap produces a linear inter-
polation error of Te = 2.1°C at a depth of 20 m. The contrast
in density distribution between cubic spline interpolation
and linear interpolation at 20 m depth illustrates very well
the trade-offs between the advantages and disadvantages of
the two interpolation methods discussed above. During the
stratification period, d2T/dz2 is large, and as a result, linear
interpolation consistently overestimates the temperature, but
without creating unrealistically high or low values. Cubic
spline interpolation is able to accurately interpolate the tem-
perature at 20 m (peak at approximately zero), but does so at
the risk of creating unrealistically high or low values, which
are reflected in the large tails in the density distribution of Te

(Fig. 6a).
Interpolation errors associated with both linear and cubic

spline interpolation show a strong seasonal dependence.

Errors are low in winter and spring, increase during summer
and are high in fall. The same seasonal pattern also holds true
for the RMSE difference and for the MBE difference. The
homogeneity of the winter and spring profiles makes it easy
for both methods to interpolate all three pseudo-gap sizes
accurately. During summer and fall, the existence of gradients
in the profiles (Fig. 1) makes interpolation difficult, particu-
larly over large gaps (e.g., Fig. 7). Even TP profiles, which do
not show much seasonal variation themselves (Fig. 1), show a
seasonal pattern in their RMSE values (Fig. 3c).

Figs. 4 and 5 show that most of the seasonal pattern in RMSE
and MBE can be attributed to interpolation errors in and near
the metalimnion (and in the case of TP, near the lake bottom).
For water temperature, [O2], and [Cl–], interpolation errors were
small and rarely exceeded MU below approximately 60 m. This
pattern of error distribution also held true for the RMSE differ-
ence between the two methods. As discussed above, changing
gradients in a profile result in large errors during summer and
fall. As these gradients are located around the metalimnion and
upper hypolimnion (and near the lake bottom for TP), this is
where the largest interpolation errors occur. Below approxi-
mately 60 m, profiles are generally homogeneous (except for
TP), and are therefore easier to interpolate accurately. The depth
dependence of the magnitude of the interpolation errors can be
linked to the physics of an individual lake. A lake that does not
mix regularly will develop varying thermal and chemical gradi-
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Fig. 7. Two examples of the linear interpolation and cubic spline interpolation of part of a temperature profile (measured in the Lake of Zurich on 08
Sep 1993) for a pseudo-gap size of 3, showing (a) a situation in which cubic spline interpolation is the more accurate (interpolation over the pseudo-
gap from 2.5 to 12.5 m depth) and (b) a situation in which two-point linear interpolation is the more accurate (interpolation over the pseudo-gap from
15 to 60 m depth). The magnitudes of the interpolation errors for both methods are marked on the figure. The profiles of observed temperature are
plotted at the standard measurement depths, whereas the interpolated profiles are shown with a uniform sampling interval of 1 m to highlight differ-
ences between the results of the two interpolation methods. 



ents, giving rise to large interpolation errors. In contrast, a lake
subjected to consistently strong mixing events will have weaker
thermal or chemical stratifications, minimizing changes in gra-
dients and therefore interpolation errors. Existing information
on typical lake profiles and mixing patterns can therefore give
a preliminary indication of how successful empirical interpola-
tion is likely to be in filling any data gaps.

This discussion has focused on a comparison of the size of
the errors produced by the two interpolation methods. How-
ever, the size of the errors should also be considered in the
context of the usefulness of the interpolated values. The MABE
values in Table 1 show that for all pseudo-gap sizes and vari-
ables, both interpolation methods have the potential to pro-
duce large errors. Although the magnitude of the MABEs is dis-
concerting, density distribution plots of the errors (Fig. 6)
show that extremely large MABEs are in fact rare, and that
most interpolation errors (concentrated in the vicinity of the
peaks in Fig. 6) are small. Nevertheless, because both interpo-
lation methods have the potential to produce large errors in a
number of situations, further steps (e.g., visual inspection of
the interpolated profiles) may be necessary to identify unac-
ceptably large errors.

Comments and recommendations
The two methods compared in this study, two-point linear

interpolation and cubic spline interpolation, are two of the
simplest gap-filling methods available. Yet the results of this
study show that both linear and cubic spline interpolation can
provide reasonably accurate results when interpolating gaps of
various sizes in lake profiles. For both methods, interpolation
errors were smallest when the pseudo-gap size was small, and
increased as the pseudo-gap size grew. However, the rate of
increase with pseudo-gap size was lower for linear interpola-
tion than for cubic spline interpolation, and as a result, linear
interpolation was substantially more accurate than cubic
spline interpolation when interpolating over large pseudo-
gaps. Two-point linear interpolation is therefore generally rec-
ommended for the interpolation of data gaps in lake profiles,
as it is likely to yield more accurate and more consistent
results than cubic spline interpolation.

However, the limitations discussed above must be taken
into consideration. In addition, when either interpolation
method is applied, it is important to be aware of the size and
location of data gaps, and to verify the results of the interpola-
tion. Interpolation is in a sense a necessary evil, and Figs. 3-6
show that errors associated with any automatic interpolation
can be unacceptably high. Automatic profile interpolation,
therefore, needs to be supplemented with an automatic
method of detecting physically implausible interpolation
errors, and ideally, with visual inspection of the interpolated
profiles. Furthermore, the results suggest that neither method
can satisfactorily interpolate a 3-point pseudo-gap, so that for
gap sizes of 3 or more points, a process-based physical model
may be the only feasible method of interpolation.

This study has also highlighted the importance of selecting
proper sampling intervals. The data set used for the analysis
seemed well-designed, with measurement densities high near
the lake surface, decreasing through the metalimnion and
upper hypolimnion, and increasing again slightly toward the
lake bottom. However, the cross-validation analysis found the
highest interpolation errors for all variables in the metal-
imnion and upper hypolimnion, and near the lake bottom for
TP. Clearly, smaller spatial sampling intervals at these depths
would not only reduce interpolation errors, but also capture
gradients and variations with greater accuracy.
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