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Estimating traveltimes and groundwater flow patterns using 3D time-lapse
crosshole ERT. imaging of electrical resistivity fluctuations induced by ‘
infiltrating river water t - -
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ABSTRACT l

a The infiltration of river water into aquifers is of high rele-
vance to drinking-water production and is a key driver of bio-
geochemical processes in the hyporheic and riparian zone, but
the distribution and quantification of the infiltrating water are
difficult to determine using conventional hydrological methods
(e.g., borehole logging and tracer tests). By time-lapse inverting
crosshole ERT (electrical resistivity tomography) monitoring
data, we imaged groundwater flow patterns driven by river water

' infiltrating a perialpine gravel aquifer in northeastem Switzer-
land. This was possible because the electrical resistivity of the
infiltrating water changed during rainfall-runoff events. Our
time-lapse resistivity models indicated rather complex flow

pattems as a result of spatially heterogeneous bank filtration
and aquifer heterogeneity. The upper part of the aquifer was
most affected by the river infiltrate, and the highest groundwater
velocities and possible preferential flow occurred at shallow to
intermediate depths. Time series of the reconstructed resistivity
models matched groundwater electrical resistivity data recorded
on borehole loggers in the upper and middle pans of the aquifer,
whereas the resistivity models displayed smaller variations and
delayed responses with respect to the logging data in the lower
part. This study demonstrated that crosshole ERT monitoring of
natural electrical resistivity variations of river infiltrate could be
used to image and quantify 3D bank filtration and aquifer
dynamics at a high spatial resolution.

. t

INTRODUCTION

Pumping wells close to many rivers produce large quantities of
drinking water (e.g., 40% of Swiss drinking water is produced by
such wells; BUWAL, 2004). In addition, infiltrating river water de-
livers nutrients to the hyporheic and riparian zones (Triska ct al.,
1993). Maintaining adequate water supply and quality is clearly es-
sential for both human survival and the biodiversity of many terres-
trial and aquatic ecosystems. An understanding and quantification
of infiltration rates and associated groundwater flow and transport
mechanisms are necessary for effective water management and pro-
tection. The groundwater residence times after river-water infiltra-
tion for drinking water production are legally imposed in many
countries (e.g., BUWAL; 2004), such that reliable methods are

needed to detennine these times. This is challenging due to the large
spatial and temporal variations of the underlying processes (Fleck-
enstein et al., 2006). Furthermore, improved understanding of hy-
porheic flow dynamics will help to resolve other questions, such as
the potential of the surface water groundwater mixing region to at-
tenuate pollutants (Schwarzenbach and Westall, 1981) or enhance
denitrification (Ranalli and Macalady, 2010).

Conventional hydrological field methods for studying interac-
tions between river water and groundwater (Kalbus et al., 2006)
usually provide data representing limited support volumes (e.g.,
from borehole logging) or data with inadequate spatial resolution
(e.g., from tracer tests), which makes it difficult to gain a detailed
understanding of groundwater flow pattcms in the vicinity of rivers.
In this regard, geophysical techniques offer a valuable complement
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to hydrological methods. In addition to being noninvasive (e.g., air-
bome and surface surveys) or minimally invasive (e.g., borehole
and crosshole surveys), geophysical techniques supply information
that partially fills the gaps in scale and resolution associated with
traditional hydrological investigations (Hubbard and Rubin, 2000).
Geophysical techniques have provided useful infomiation for build-
ing conceptual models that improve our understanding of exchange
processes between river water and groundwater at scales ranging
from meters (Nyquist et al., 2008) to kilometers (Slater et al..
2010). Numerous investigations have also demonstrated the effi-
cacy of geophysical methods inanalyzing hyporheic exchange me-
chanisms (Acworth and Dasey, 2003; Singha ct al., 2008; Ward
ct al., 2010; Cardenas and Markowski, 201]) and in exploring
the influence of surface water salinity or pollution on groundwater
quality (Slater and Sandberg, 2000; Falgas et al., 2009; de Franco
et al., 2009; Nguyen et al., 2009; Ogilvy et al., 2009; Viezzoli et al.,
2010; Hatch ct al., 2010; Kirkegaard et al., 2011). Electrical and
electromagnetic methods have been the most popular geophysical
techniques in studies related to surface water groundwater interac-
tions. A major reason for their popularity is that electrical resistivity
is closely linked to porosity, pore structure, water content, and pore
fluid salinity through relatively well-understood petrophysical
relationships (Lesmes and Friedman, 2005). The current practice
and future trends of electrical resistivity tomography (ERT) for
monitoring purposes were recently showcased and explored at
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Figure 1. (a) Location of the Thur River catchment, Thur valley
aquifer, and the Widen study site in northeastem Switzerland (mod-
ified from a figure prepared by the Swiss Federal Office of Topo-
graphy). (b) Plan view of part of the Widen site showing borehole
positions with respect to the river. The black arrow in the upper right
comer represents the groundwater flow direction under low water
conditions estimated from the hydraulic heads measured by loggers
in the boreholes. The boreholes containing groundwater loggers are
marked with diamonds. Note the orientation of this diagram. (c) Ver-
tical section A'A through the study site (see location in b) showing
electrode installations, stratigraphy, groundwater level, and river-
water flow direction. The average elevation of the flat ground sur-
face is 396.26 m. The elevafion of the water table ranges from 391.9
to 393.0 m (dependent on river stage).

the First Intemational Workshop on Geoelectrical Monitoring, held
in Vienna, from 30 November to 2 December 2011. Applications
covered not only hydrology projects, but also geothermal, CO; se-
questration, permafrost monitoring, civil engineering, and contami-
nant monitoring. _

Tracking the effects of natural stimuli has been the most appro-
priate means for obtaining measurable hydrological or geophysical
responses in large-scale surface-water—groundwater studies (e.g.,
those associated with seawater intrusion, large rivers, or catch-
ments; Yeh et al., 2008). Several studies have demonstrated the ad-
vantages and efficacyof using natural fluctuations of state variables
(e.g., temperature, electrical resistivity, water height, or isotope con-
centrations) within river-aquifer systems. For example, temperature
and electrical resistivity time series of river water and groundwater
have been used to calculate traveltimes of infiltrating river water in
groundwater (Sheets et al., 2002; Hoehn and Cirpka, 2006; Cirpka
et al., 2007; Constantz, 2008; Vogt et al., 2010). However, most
studies have been limited to a few observation-well measurements
that may not be representative due to the inherent heterogeneity of,
for example, alpine and perialpine fluvial deposits (Huggenberger
et al., 1998). ' ‘ ' " .

ln this paper, we investigate to what extent 3D crosshole ERT
monitoring of temporally varying electrical resistivity of infiltrating
river water can be used to image how the river water propagates intg
an adjacent aquifer. We rely on ERT data acquired during and sub-
sequent to a rainfall-runoff event in the vicinity of a perialpine gray.
el aquifer in northeastem Switzerland. Our aim is to assess in detail
the arrival times and transport of the infiltrating river water through-
out the study site, which cannot be resolved using point measure-
ments in observation wells alone. . , . .

Coscia et al. (201 1) describe the dense crosshole ERT monitoring
network at our study site, demonstrated the sensitivity of the
recorded monitoring data to groundwater electrical resistivity and
groundwater height (water table level) fluctuations, and provided
a 3D electrical stratigraphy model of the region. In addition, Coscia
et al. (2012) present filtering methods for minimizing the effects of
temperature and groundwater height fluctuations on the apparent
resistivity data. The present contribution builds on these previous
studies by focusing on the imaging and quantification of ground-
water dynamics. . . .

After reviewing essential details of our study site and data acqui-
sition strategy, we summarize how the data were processed using
the methods developed by Coscia et al. (2012). We then briefly d¢.
scribe the time-lapse inversion scheme we use, together with the
results of applying this scheme to the filtered crosshole ERT mon-
itoring data. By analyzing time series of electrical resistivity values
extracted from the inversion models at chosen locations, we then
obtain infomiation about the groundwater flow arrival-time distri-
bution, its speeds and directions, and mixing processes.

STUDY SITE AND DATA ACQUISITION I

At our study site in northeastem Switzerland (Figure la), the
Thur River is constantly infiltrating a highly permeable gravel aqui-
fer (Cirpka ct al., 2007). Detailed investigations reveal that the
7-m-thick aquifer is overlain by a 3-m-thick surface layer of loam
and underlain by a lacustrine clay aquitard (Figure lc; Diem et al.,
2010; Doetsch et al., 2010a; Klotzsche et al., 2010; Coscia et al.,
2011). The fluvial sediments of the aquifer were deposited after the
last glaciation at the beginning of the Holocene (Naef and Frank,



3D time-lapse ERT Imaging E241

2009). Gravel is the dominant constituent, followed by sand and silt.
According to the USCS classification of sediments (SN670008a,
1997), the aquifer can be defined as GM (silty gravel); '

Multilevel slug tests suggest that the hydraulic conductivity of the
aquifer has a geometric mean of 4.2x l0'3 m/s (Diem et al.,
2010). It appears to be more penneable at shallow to intermediate
depths than at greater depths. The upper ~l m of the aquifer is un-
saturated under nonnal discharge conditions of ~47 m3/s (www
.hydrodaten.admin.ch), but fully saturated under high discharge
conditions of >500 m3/s (Diem et al., 2010). According to catch-
ment modeling (Baumann et al., 2009), the groundwater close to the
river flows in a 40°-50° direction away from the westerly flowing
river, toward the southwest. Cirpka ct al. (2007) identify a stratified
groundwater body with a local flow component at the top associated
with the infiltrating river water and a regional flow component at the
bottom of the aquifer. A horizontal pumping well located about
200 m inland from the study site produces approximately
9000 m3/d of water.

For our experiments, eighteen ~12-m-deep boreholes that are lo-
cated close to the river were utilized (Figure lb). Each borehole is
slotted and equipped with a geoelectric cable and ten electrodes
spaced at 0.7 m intervals through the gravel aquifer. The cables
are connected to a flood-proof hut, where the ERT recording device
and a computer are installed. The latter controls the measurement
sequence, stores the data, and allows the entire monitoring
system to be remotely checked and the data downloaded (see
Figure lb and lc). Fourteen sensors and integrated data loggers
are installed in selected boreholes (marked by diamonds in
Figure lb) at depths of ~4.6 , ~6.6 , and ~8.6 m. The sensors pro-
vide continuous measurements of water electrical resistivity, hy-
draulic pressure (which is converted to groundwater height), and
temperature. Errors of single measurements according to the man-
ufacturer‘s manual are :l:2% for resistivity, :l:0. l % for pressure, and
:l:0.25°l( for temperature. The same types of sensor record data at a
river gauging station ~50 m downstream of the boreholes.

_ We employed a circulating fully 3D ERT collection scheme that
yielded ~15, 500 data values every 7 h. The ERT monitoring started
in March 2009 and tenninated in December 2010. Despite various
technical problems, more than one-year’s worth of apparent resis-
tivity data were acquired, with the longest continuous period of
measurements covering ~3 months. Further details on the site, in-
strumentation, installation, and the ERT recording strategy are given
by Coscia et al. (2011). The research program was designed to de-
termine temporal and spatial variations in the true (or bulk) subsur-
face resistivity distribution from the apparent resistivity time-lapse
measurements. This, in tum, was used to investigate groundwater
transport processes and elucidate aquifer dynamics by exploiting
natural variations in the resistivity of infiltrating river water.

PROCESSING THE CROSSHOLE ERT DATA

Our time series of raw ERT apparent resistivities (pZ“") are af-
fected by variations of groundwater resistivity, groundwater height,
and groundwater temperature (pgw, hgw, and T"), which, in tum,
are influenced by fluctuations in river water resistivity, river water
height (or river stage), and river water temperature (pm, h"“’, and
T'“'). The processing that we apply to the various time series is
described in detail by Coscia et al. (2012). ~

Accounting for temperature effects -

, We begin by filtering out variations in the different time series at
periods smaller than the ~7 h required to acquire a single complete
ERT apparent resistivity data set. Subsequently, we correct pg" and
p“" to the yearly median values of groundwater and river water tem-
perature using a method described in ISO7888 (1985). Seasonal
trends Yin river temperature T"“' are responsible for maximum
changes of ~l6°C in groundwater temperature T3" and an asso-
ciated ~29% variation of pg“. To remove the effects of seasonal
temperature trends on pf", we apply a linear regression procedure
that minimizes the correlation between output apparent resistivities
p,, and variations in groundwatertemperature T3". In this way, we
obtain temperature-detrended pa values that mostly depend on pg“
and h$“’.

Accounting for water height effects V g

Rapid increases in p'“' are caused by the dilution of total dis-
solved solids in the river water after rainfall events, which, after
a certain time delay (as the river water infiltrates the aquifer), gen-
erate increases in pg". Maximum effects of the dilution process on
pg” are typically on the order of 10%-15% with respect to values
under normal flow conditions, which translate to similar relative
changes of the aquifer’s bulk resistivity p. Increasing discharges fol-
lowing rainfall also create significant increases in river-water
height, which induce near-instantaneous increases in groundwater
height. These increases_afl’ect the ERT apparent resistivity data due
to changes in the relative proportions of the unsaturated (electrically
more resistive) and saturated (electrically more conductive) zones of
the aquifer. A rise in groundwater height causes a decrease in ap-
parent resistivity for most, but not all, electrode configurations.
Thus, variations in h'“’ and hg" usually have the opposite effect
to variations in p“" and pg“ on the ERT data, with the water-height
components tending to partially or totally mask the water-resistivity
components during periods of large water-height fluctuations (e.g.,
>0.5 m with respect to normal conditions).

Before we time-lapse invert the apparent resistivity data for var-
iations in the aquifer’s bulk resistivity and, by inference, variations
in groundwater resistivity, we need to account for the effects of the
water-height fluctuations. In principle, this could be achieved by
either (l) including the water-height fluctuations as known para-
meters in the inversion process, (2) numerically modeling the ef-
fects of the fluctuations and subtractipg them from pa before
inversion, or (3) estimating the effects of the fluctuations from
the various recorded time series and again subtracting them from
pa before inversion. Of these three possibilities, (3) is the most prac-
tical. Our approach, detailed by Coscia et al. (2012), is based on the
assumption that temporal variations of p,, for each electrode con-
figuration can be described as a superposition of two contributions:

1) river water resistivity time series convolved with a smoothly
varying causal filter function of finite length ’

2) linear and quadratic representations of water-height variation
multiplied by appropriate sensitivity factors. '

The quadratic tenn in contribution (2) is required to account for a
slightly nonlinear relationship between apparent resistivity and
groundwater height, which we found in a systematic numerical
modeling study of simple ID models with varying thicknesses
and resistivities of the saturated zone (Coscia et al., 2012). Because
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each of the ~l5,5OO electrode configurations yields a different pa
time series, they each require a uniquely defined filter function and
pair of sensitivity factors. The coefficients of each filter function
and the sensitivity factors are estimated by deconvolving the tem-
perature-detrended apparent resistivities (output data) with the river-
water resistivities and heights (input data) for a specified calibration
period, which amounts to solving a linear inverse problem for each
electrode configuration. For this study, the calibration period is
shown in Figure 2. V

To obtain filtered apparent resistivity time series pg dominated by
the aquifer’s bulk resistivity, it is simply necessary to subtract con-
tribution (2) from pa. Figure 2a shows pa and pi values for a typical
ERT configuration that is strongly affected by variations in the water
height, which is shown in Figure 2c. The quantities plotted in
Figure 2a are changes in the apparent resistivities relative to the
apparent resistivities at the onsets of the displayed time series 6/2,
and 6,15. Note the pronounced anticorrelation between the 6p,
and the h"" and h$“' time series. The effectiveness of the filtering
procedure is evaluated in detail by Coscia et al. (2012), but can
be appreciated by observing the high correlation between 6;r,§ and
pg“ (Figure 2b). In the following sections, times are expressed in days
from the beginning of the time-lapse inversion period (Figure 2),
chosen to be just before the first strong variations in water height.

Resampling and editing the data

Because of the fast rainfall-runoff dynamics and the high flow
velocities in the gravel aquifer relative to the ~7 h needed to record
each ERT data set, the apparent resistivities acquired during a single
acquisition period did not reflect a snapshot of the groundwater
conditions; inverting these data could have resulted in temporal
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Figure 2. £1? Variations in unfiltered and filtered apparent resistivity
6p, and 6 ,, (values are relative to apparent resistivities at the be-
ginning of the calibration period) for one example electrode config-
uration out of the 15,500 measured ones during the calibration
period 6/12/09-6/01/l0. (b) Resistivity p“' of river water (rw)
and groundwater (gw), the latter measured in borehole P3 (see lo-
cation in Figure lb) at ~6.6-m depth. (c) River water and ground-
water heights h“" and hg“ du 'ng the calibration period. Filter
coefficients used to estimate pfare based on data collected over
the entire displayed calibration period. The time-lapse inversion
period is marked in dark gray. -

smearing of the time-lapse inversion images (Day-Lewis et al.,
2003). To minimize this effect, the smoothly varying pg data for
each electrode configuration were resampled to the same equally
spaced times using spline interpolation. A consistent editing proce-
dure to eliminate potentially low quality pg data was our final step
prior to the time-lapse inversions (see Coscia et al. [2012] for de-
tails). After this selection stage, we had ~l 1,000 pf; values for each
of 54 data sets (time frames) spaced at ~7 h intervals. _

TIME-LAPSE INVERSION OF ERT DATA SETS

Forward and inverse modeling r I .

The ERT inversions are perfomied using the open-source finite-
element modeling and inversion codes of the Gimli library (www
.resistivity.net; Gunther et al., 2006; Riicker et al., 2006), which
uses unstructured meshes created with the Tetgen software package
(http://tetgen.berlios.de). The unstructured mesh allows 3D topo-
graphy and intemal boundaries to be represented in a flexible man.
ner. The parameter mesh is built to represent the geometry of the
inversion domain. Based on this mesh, refined meshes are created
for the forward calculations (Riicker et al., 2006). We define sepa-
rate inversion regions across which model regularization is discon-
nected; for each region we assign different inversion parameter
values (Table 1; Giinther et al., 2006). This decoupling is important
to avoid smearing associated with the relatively resistive gravel
aquifer being in contact with the underlying conductive clay aqu1_
tard (Coscia et al., 201 l). ,

The time-lapse inversion is perfonned using an extended fonnu-
lation of the ratio approach ofDaily et al. (1992), in which we inven

' l°81o(%9('"r=r))I H {(1)
. r

where p,',_, are the temperature-detrended, water-height-corrected
apparent resistivities at time I, pin are the apparent resistivities
at the beginning of the time-lapse period t = O, and g(mbk) are
the computed apparent resistivities for the background model ob-
tained by inverting p,{v,,; The original formulation assumed
g(m,,,k) to be constant, corresponding to a uniform resistivity earth.
The problem with this is that the sensitivity matrix will be inap-
propriate if there is significant heterogeneity in the resistivity.
Our modified approach accommodates this, and is more tolerant
of the nonlinearity of the inverse problem. The error models are
adapted iteratively using robust data reweighting (Claerbour and
Muir, 1973). We also canied out inversions of the same data using
the time-lapse difference approach of LaBrecque and Yang (2001)
and obtained very similar results to the ratio method. These ap-
proaches, as opposed to independent inversions at each time frame,
are intended to mitigate the effects of systematic (static) and numer-
ical errors, which can be much larger than the random measurement
errors. This is especially important when the subsurface resistivity
variations between each measurement phase are quite small. Nenna
et al. (2011) recently attempted to combat the lack of prior knowl-
edge of subsurface properties and the limited information about data
noise. They applied an extended Kalman filtering approach to invert
2D ERT data while accounting for changes in the physical state of
the system. It incorporates knowledge acquired from all previous
time steps into the estimation of parameters at the current time
step. This is a form of temporal regularization intended to minimize
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imaging artifacts, but it requires extremely high sampling rates
relative to the expected rate of change in the monitored physical
system. ’ ' ‘ / ‘ '

The various time-lapse images ‘obtained with any of the above
three schemes are computed and analyzed under the assumption that
the subsurface resistivities do not change during the time over
which one complete set of apparent resistivity measurements are
made. We ensured this by resampling the smoothly varying appar-
ent resistivities at exactly the same time for each configuration (see
previous section). The altemative would be to perform a 4D inver-
sion of the monitoring data over the dynamically changing earth
model (see Kim et al, 2009). Because the temporal regularization
using such an approach can lead toinversion artifacts, Karaoulis
et al. (2011) have recently proposed an active time-constrained
(ATC) 2D resistivity inversion scheme, in which the temporal reg-
ularization is allowed to vary with time. It requires a threshold to
characterize the significance of the observed resistivity changes
with time, and this depends strongly on the data. Further testing
and adaptation to 3D is required. Importantly for our study, the final
images obtained by applying the new active time-constrained tech-
nique to both synthetic and real data were only marginally better in
the region of interest than ratio images from difference inversions
(Karoulis et al., 2011).

For the particular experiment described in the present study, the
time constants of the dynamic infiltration process (and hence the
resistivity changes) are not so short relative to the acquisition time
(seven hours) for each measurement phase, the signal-to-noise
(S/N) levels are quite low and the overall apparent resistivity
anomalies are quite large. Therefore, the ratio method following fil-
tering and resampling of the apparent resistivities is an appropriate
approach.

TIME-LAPSE INVERSIONS OF A
RAINFALL-RUNOFF EVENT

The rainfall-runoff event _l

The ERT time-lapse inversion procedure was applied to the 54 pi
data sets acquired during the 15 days starting on 7 December 2009.
This corresponded to the dark gray area in Figure 2a of the calibra-
tion period used to estimate the filter functions and sensitivity
factors. At the beginning of the time-lapse inversion period, the
hydrological conditions were stable, h$“' was 392.2 masl, and
pg“ varied (according to the position of the borehole loggers)
between 26.9 and 27.8 flm for the yearly median groundwater
reference temperature. During the time-lapse period, hgw varied
by a maximum of 0.8 m (dashed line in Figure 2c) and pg“ varied
by a maximum of 2.4 Om (dashed line in Figure 2b), which

corresponded to an increase of ~l0% with respect to the back-
ground values. ' '. , ~ I

Time-lapse inversion of the studied event

For the ERT modeling, we assumed that the surface of the instal-
lation field was planar and horizontal at an altitude of 396.26 masl,
corresponding to the average ground elevation measured at the eigh-
teen boreholes (maximum difference :l:0.25 m), whereas the river-
bank was taken to be planar and northward dipping at ~40°
(Figure lc; Coscia et al., 2011). The forward model domain had
primary and secondary meshes of ~86,800 and ~694,000 elements,
respectively. The inversion model domain was a ~67,400 element
subset of the forward model primary mesh. g , I

The main geological interfaces (i.e., the loam—gravel and gravel-
clay boundaries) delineated the separate inversion regions in the in-
itial model. The coordinates of these slightly undulating interfaces
were detennined from information provided by drill cores and geo-
physical logs in each borehole. The interface between the saturated
and unsaturated gravel aquifer was defined by the groundwater
height at the beginning of the time-lapse inversion period. Regular-
ization was decoupled in the inversion across the main regions to
prevent artifacts (see Coscia et al., 20l 1). After several inversion
tests, we decided not to explicitly include the boreholes as separate
inversion regions in the time-lapse computations. The borehole fluid
effect described by Doetsch et al. (20l0b) at the same field site is
important for standard electrode configurations (AM-BN or AB-
MN) operating between two closely spaced boreholes, but is only
of minor importance for our nonstandard circulating 3D ERT con-
figurations (see also Coscia et al., 2011, 2012), which for each mea-
surement uses electrodes in three different boreholes. Moreover, the
effect is generally less important in time-lapse inversions because, for
each electrode configuration, it acts similarly on each time-lapse
measurement and such systematic errors almost cancel when invert-
ing differences or ratios. In addition, the roughness operator used to
regularize the inversion (Giinther et al., 2006) does not account for
variations in the mesh size. This results in reduced regularization
where the mesh elements are small, such that the smoothing con-
straints are effectively weaker close to the boreholes. Consequently,
when including boreholes in the parameterization and using this type
of regularization in time-lapse inversions, erroneously strong resis-
tivity variations can appear near the boreholes and erroneously small
variations can be imaged in between the boreholes.

We used a value of 30,000 for the initial regularization strength
(i.e., the weighting factor A that determines the trade-off between the
data misfit temi and the model roughness penalty term in the
objective function) for all regions of the gravel aquifer. It was

Table 1. Inversion parameters used for each region of the time-lapse inversion model. ,

Region Regularization type I Scaling factor n for the Bounding values
regularization parameter A p|,,,,,,, - pup,“ (Qm)

Loam ' . Damping
Unsaturated gravel aquifer Isotropic smoothing _
Saturated gravel aquifer t Isotropic smoothing
Aquitard (Clay layer) _ Damping . .

to to-2000
1 . ‘ so-2000
1 ' ttprooo

to 5-45
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successively decreased at each iteration step by a factor of 0.5.
Table 1 lists the type of regularization adopted for the different in-
version regions, the n scaling factors used to enhance or reduce (in a
relative sense) the regularization strength /I within each region, and
the lower and upper pemiissible bounds of the model parameters.

The initial error model for the time-lapse inversions comprised
two terms: an absolute error component of 0.1 mV and a relative
error component of 1% of the measured voltage. Errors in the cur-
rent strength and electrode coordinates (hence geometric factors)
were deemed minor compared to the voltage error. Moreover, for
time-lapse inversions positional errors are constant and along with
other systematic errors largely cancel out. In selecting the final in-
version models used for further analysis, we picked for each time
the models for which either the 12 (i.e., the sum of squares of the
data residualsnonnalized with the data errors divided by the num-
ber ofdata points) decrease of the data misfit at the subsequent itera-
tion was <0.l, or A < 1900, corresponding to a maximum of five
iterations; The final data misfits for the different time-lapse models
varied between 0.4% and 2.4%, with a median value of 1.6%.

ERT TIME-LAPSE INVERSION RESULTS

We begin this section by showing vertical slices through the 3D
6p models that represent percent changes in resistivity relative to the
background model at six chosen times. Next, we analyze the 6p time
series extracted at different positions within the inversion volume.
We then show temporal variations of 6p across several depth
sections. , - . i
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Analysis of hydrologically relevant time frames - -

To visualize the spatial and temporal variations in the ERT time-
lapse resistivity models, we extract six vertical slices between the
boreholes in Figure 3a, three oriented north-south (NSl, NS2, and
NS3) and three oriented east-west (EW1, EW2, and EW3). The
6pg“’ and 5hg"’ time series provided by loggers at ~6.6-m depth
in boreholes P3 and P12 are shown for comparison in Figure 3b
and 3c. Like 6p, the 6pB"’ time series are percent changes relative
to the pg“ values at the beginning of the time-lapse period, whereas
Shgw are absolute height differences. The six vertical slices at the six
chosen time frames marked by green dashed lines in Figure 3b and
3c are presented in Figure 3d—3i. The chosen time frames corre-
spond to . » ‘

I) Immediately after the beginning of 5p" variations and ap-
proximately at the peak of the 5hg"’ time series ' ' "

Il) during an initial period of increasing 5pg“’ (i.e., the first peak)
HI) ' during a period of increasing tips", but when 611$“ has retumed

to its background level ‘ i
IV) ' at a maximum of tip“ ' V i
V) near the beginning of the period of decreasing §pg“'

V1) toward the end of the period of decreasing 6/23“

Despite the large increase in groundwater height (Figure 3c), the
6p model at time I (Figure 3d) reveals generally small (< 1%) var.
iations, with a few regions along EW2 displaying more significant
increases of up to 3%. Less than a day later (Figure 3e), 6,0 through-
out most of the gravel aquifer displays increases on the order of4%-
5%, very similar to the percent increases of fipgw over the same time
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period (Figure 3b). There is a volume in the westem part of the 5p
model with even stronger increases. The volume at the intersection
of EW2 and NS2 and several zones at depth are practically un-
changed. The uppermost meter of the saturated gravel at time III
has high 6p values of up to 10% (Figure 3t), except at the intersec-
tion of EW2 and NS2. The highest values appear in the eastem part
of the aquifer (NSI and the eastem regions of EW1 and EW2), in
which a thicker part of the aquifer (the upper two thirds) is sensing
the propagating resistivity signal. The lowermost region furthest
from the river shows no resistivity changes at this stage.

. During the period of maximum 6pg"’ (Figure 3.b), the upper two
thirds and most of the lower gravel aquifer show increased 6p values
(Figure 3g). In the westem part of the study site far from the river
(e.g., EW3), the effect is barely visible in the lower pan of the aqui-
fer. Notice that the NS2 slice contains strong variations throughout
the aquifer thickness, whereas the neighboring slices NSl and NS3
contain smaller variations in the lower part. At time V (Figure 3h),
only the most shallow pan of the gravel aquifer (upper meter) dis-
plays 6p values greater than 7%. The highest values are seen at the
westem end of EW2. Finally, the zone between EW1 and EW2 is
the first to approach the original background conditions (Figure 3i).
The part of the aquifer more distant from the river (e.g., slice EW3)
still shows 6p > 2% through most of the aquifer thickness.

Resistivity time series .

Figure 4a presents 5,0 time series for three depths at three loca-
tions within the gravel aquifer. These time series represent mean 6p
values within 0.5-m-high cylinders of 1 m radius centered at the
positions of interest. Locations l and 2 are situated in the east
and west close to the river, and location 3 is in the west far from
the river: For each of these locations, we display the time series at
4.6, 6.6, and 8.6 m depths, corresponding to the approximate depths
of the groundwater resistivity loggers. The median 6p of the entire
saturated aquifer is also plotted in Figure 4a.

Generally, the signal is more damped and the peak is delayed
with increasing depth. Moreover, the time series are different for
the two locations close to the river. Location 2 has a first peak ap-
proximately two days before the main peak. This first peak is almost
absent in the time series at locations 1 and 3. Finally, the arrival
times of the maxima vary from four to eight days, with the earliest
arrivals at shallow depths close to the river and the latest arrivals in
the lower pan of the aquifer most distant from the river. .

Temporal variations of 6p throughout the depth of the
saturated gravel aquifer ‘ ’

The spatial distribution of 5p time variations along vertical pro-
files at 16 different locations is shown in Figure 5. The magnitudes
of 6p generally decrease with depth, but to differing degrees. High
5p values occur at locations 5, 10, 14. and 16 along a zone that
extends from the river toward the southwest. The vertical extent
of large changes decreases along this zone. Locations 3 and 4 close
to the river and locations 6 and 7 in the west also have relatively
high 6p values in the upper part of the aquifer.

~ Figure 6 is the same as Figure 5, except that the time series have
been nomialized by assigning, at each location, values of zero and
one to the background and peak magnitudes at each depth, respec-
tively. These plots highlight temporal signal variability. They reveal
that the peak traveltimes generally increase with depth and that

delays with depth increase with distance from the river (see lines
of locations that trend toward the southwest). This behavior is
not found everywhere. The peak arrives first at intermediate aquifer
depths at location 8, and it arrives first in the deeper parts at loca-
tions 2, 3, and 9. In addition, secondary peaks are clearly observed
at locations 1 and 6. ‘ r

Comparison of ERT and groundwater resistivity
time series - '

A comparison of the 6p and the 6p¥"’ time series allows us to
evaluate the extent to which the ERT time-lapse inversion models
represent changes of groundwater resistivity and thereby image
flow patterns. Figure 7 displays the 5p time series and correspond-
ing 6,03“ time series recorded on eleven loggers located along the
main diagonal line of boreholes (P3, C2, C3, and P12 in Figure lb)
at three different depths. To pick the maxima of both time series,
we first apply a low-pass 14-h moving average filter and then
interpolate both suites of values to 155 equally spaced points over
the 14 days of the inverted time series. s ' " v

The general shapes and amplitudes of the 6p and the 6p" time
series are alike in the upper and middle parts of the gravel aquifer,
but differ somewhat in the lower part. In particular, the amplitudes of
the 5p and the 6pg“’ maxima are comparable in Figure 7a-7h, but the
6p maxima are unifonnly much smaller than the 5/:5“ maxima in
Figure 7i-7k. Most imponantly, the arrival times of the 6p and
the 6pg“’ maxima are similar in the upper and middle regions of
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Figure 4. (a) Time-lapse bulk resistivity changes 5/1' for three dif-
ferent depths at the three locations indicated in (b). Solid, dotted,
and dashed lines con-espond to locations l, 2, and 3, respectively.
The black line shows the median 6p value for the entire saturated
aquifer. The gray area highlights the temporal range of the peak
arrivals. (b) Plan view of the three locations with respect to the river
and the l8 boreholes. Note the orientation of this diagram. <



E246 Coscia et al.

the aquifer (e.g., no arrival-time differences for Figure 7a, a maxi-
mum difference of 0.8 days for Figure 7c, and a mean difference
of 0.3 days), whereas the 6p maxima are markedly delayed relative
to the 5p3”’ maxima in deeper parts of the investigated volume (e.g.,
anival times are delayed by 0.7-2.7 days). The three loggers in each
of the boreholes represented in Figure 7 were separated by rubber
packers to decrease vertical flow of water from one level to another.
Ideally, a single sensor should be used and tightly screened at the
level of interest. We cannot exclude the possibility that some vertical
mixing (upward or downward flow) has occurred and biased the log-
ger measurements in the deeper pans of the aquifer. Furthemiore, the
sensitivity of the resistivity measurements to changes in the lower
region of the aquifer is quite low for the acquisition geometry em-
ployed. This is caused by electrodes located only in the saturated
gravel and by significant current channeling in the clay. ,

Background resistivities, traveltimes, and flow
velocities ' ' ‘ '

After demonstrating that the ERT-derived time series image in-
filtrating river water in the groundwater, we extracted time-lapse
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Figure 5. (a) Temporal variations of bulk resistivity 6p through the
saturated aquifer at the 16 locations shown in (b). (b) Plan view of
the locations with respect to the river. Note the orientation of this
diagram. - '

resistivities at points distributed on a grid (l-m spacing between
nodes) at depths approximately corresponding to those of the bore-
hole sensors (i.e., at 4.6, 6.6, and 8.6 m). The resulting 6p time ser-
ies were scaled by assigning zero and one to the background and
maximum values, respectively, and the traveltimes were picked at
amplitudes equal to 0.5. Background resistivities (i.e., those of the
initial model used for the time-lapse inversions) are displayed in
Figure 8a-Sc, whereas traveltimes relative to the start of the
time-lapse period are presented in Figure 8d-8f. . 1

Because we do not know the infiltration locations and flow paths
of the infiltrating river water, we can only estimate a local velocity
(i.e., speed and direction) at any desired point based on traveltimes
within a specified distance of that point. A local velocity is calcu-
lated by assuming that the flow is approximately horizontal and can
be described by a local planar front out to a distance of 3 m from the
desired point. Based on arrival-time differences between the desired
point and points within 3 m of it, local velocities at the three depth
levels are estimated using a grid search procedure in which the
speeds and horizontal flow directions are varied until the smallest
misfit in a least-square sense is obtained between the computed
and ERT-derived arrival-time differences. The resultant velocity
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estimate is only valid when the curvature of the changes in the time-
lapse resistivity model is negligible for the scales considered. Note
that the approach is not mass conservative, such that nonphysical
results may be obtained'(e.g., accumulations of mass and apparent
local flow directions that are much more variable than in reality).
Furthermore, only the horizontal components of the flow velocities
at each of the three levels are considered, with the vertical compo-
nents ignored. Consequently, the local velocity estimates shown in
Figure 8g-8i should be viewed with some caution.

Natural gamma, gamma-gamma, and neutron-neutron logs re-
corded along the lengths of all boreholes (Coscia et al., 2011) pro-
vide important constraints on the interpretations of the background
resistivities, traveltimes, and local velocities in Figure 8. In addition,
electrical resistivity logs were recorded at ten locations between the
boreholes using a direct-push system. The nuclear logs indicate that
the low resistivities dominating the southem pan of the 4.6-m-depth
slice (Figure 8a) correspond to a high-porosity zone that probably
contains clean gravels with relatively high hydraulic conductivities.
Low resistivities close to the river at 8.6-m depth (Figure 8c) are
caused by clean fine sands, whereas low values in the south at this
depth are caused by higher concentrations of clay/silt and associated
higher surface conductivities. The uniformly high resistivities at in-
temiediate depths (Figure Sb) are a consequence of low clay/silt
content and relatively low porosities (Doetsch et al., 2010a; Coscia
et al.,‘ 2011)."

Traveltimes in Figure 8d—8f vary both laterally and vertically.
They are generally shortest in the upper part of the aquifer. The most
important features at 4.6-m depth are the anomalously early arrivals
in the south some distance from the river and the bull's eye of late

anivals near the center. The early arrivals in the south correlate with
the prominent low resistivities in Figure 8a. The geophysical logs
provide no direct information as to the source of the delays near the
center. At 6.6-m depth, the traveltimes are regular (compare
Figure 8e with Figure 8d and Sf), increasing systematically with
distance from the river. This regularity correlates with the unifomt
high resistivities in Figure 8b and the associated low clay/silt con-
tent and low porosities in this depth range. The longest traveltimes
in this depth slice occur in the southem comer of the site. It also
appears that arrivals are somewhat earlier in the west than in the
east. in the deeper part of the gravel aquifer at 8.6 m (Figure 80,
the traveltimes are earliest close to the river in the west and increase
with distance from the river toward the south and southwest.

The highest speeds appear to occur in the middle of the aquifer
and the lowest speeds in the bottom pan (Figure 8g—8i). The mean
speeds and flow directions are 2.1 m/d and 66° (with respect to the
river flow direction) at 4.6-m depth, 5.2 m/d and 67° at 6.6-m
depth, and 1.6 m/d and 53° at 8.6-m depth. Estimated flow speeds
vary throughout the study volume from l to 25 m/d, with the stron-
gest variations in the shallow ground (4.6 m). The local horizontal
flow directions are variable too. Although the overall flow is direc-
ted southwest from the river, locally strong departures exist. For
example, in all three depth intervals we observe elongated regions
of higher speeds. At 4.6-m depth in the northwest region, we ob-
serve a nonphysical feature (a sink attracting water), which is a re-
sult of our velocity estimation approach (no mass conservation
constraints and exclusion of vertical flow components). The low
local speeds in this region correlate with the late arrivals at the same
location. The low. speeds in the bottom part of the aquifer are
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consistent with the late arrivals displayed in Figure 8f. High speeds
are observed over the entire aquifer depth in the northeastem region
of the investigated volume. .

DISCUSSION

The fast responses of the groundwater height (head) to river
height variations are a consequence of the rapid propagation of pres-
sure pulses into the aquifer. It demonstrates that there is a good
hydraulic connection between the river and groundwater. By com-
parison, the electrical resistivity signal caused by the rainfall-runoff
event propagates much more slowly. The time-shift and transforma-
tion of this relatively abrupt river signal into a smooth groundwater
signal reflects the solute transport processes in which we are
interested. .

We find the strongest electrical resistivity signal in the upper part
of the aquifer and the weakest signals in the bottom part. We attri-
bute this to a higher portion of freshly infiltrated river water in the
upper part of the aquifer. As expected, traveltimes increase with
increasing distance from the river throughout the study site, but this
is especially pronounced in the bottom part of the aquifer. More-
over, this is the zone where the traveltimes are generally the longest.
As the groundwater flow is generally directed toward the southwest,
lower hydraulic conductivity in the bottom part of the aquifer is the
likely cause of this difference in traveltime behavior. . .

Depth: 4.6 m - Depth: 6.6 m . Dep : 8.6 m
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Cirpka et al. (2007) calculate traveltime distributions from more
than one year of river and borehole resistivity time-series. They also
observed increasing traveltimes with increasing depth and increas-
ing distance from the river. In contrast to their study, we have es-
timated traveltimes related to specific rainfall-runoff events, but the
results of the two investigations are in general agreement. Unlike
the Cirpka et al. (2007) study, we have assessed in detail the spatial
distribution of arrival times and transport of river water infiltrating
riparian groundwater. Beside the vertical differences of traveltimes
and flow speeds, we could also determine horizontal differences
covering the entire study volume, which would remain undetected
using point measurements restricted to a few boreholes. 1

By comparing our results with background resistivities obtained
during stable hydrological conditions, we can relate flow features to
aquifer properties and heterogeneity. The flow speed results are gen-
erally consistent with our interpretation of background resistivities
and traveltimes. The broad region of high local speeds at 4.6-m
depth (Figure 8g) is characterized by low resistivities (Figure 8a)
and relatively early an-ivals (Figure 8d), suggesting that this part
of the gravel aquifer has a relatively higher hydraulic conductivity
and could be a path of preferred or focused flow. The low local
speeds near the center at this depth correlate with the late arrivals
at the same location. We speculate that the preferential flow path
diverts the early arriving river water away from this central location.
The extensive high-speed zone at 6.6-m depth in the eastem to

southern parts of the aquifer (Figure 8h) could
link to the broad high-speed zone at 4.6-m depth

- (Figure 8g). The relatively high and low local
speeds in the east and west of Figure '8g are

_ . not readily explained by the relatively late and
-- early arrivals in Figure 8e_ at these respective

locations. In the deeper part of the aquifer, late
arrivals indicate the presence of sediments with
lower hydraulic conductivity, possibly the clayl

. silt-rich gravels represented by the low resistiv-
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Ba ities in the southem part of Figure 8c. The low
6 speeds at this depth (Figure 8i) are consistent
4 : with the late arrivals displayed in Figure 8f

and our interpretation of low-permeability mate-
: rial in the lower pans of the aquifer.

2 The-estimated mean speeds and flow direc_
tions (2.1 m/s and 66° at 4.6 m, 5.2 m/s and
67° at 6.6 m, and 1.6 m/s and 53° at 8.6 m) imply
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' 1 that the flow speeds and hydraulic conductivities
are rather heterogeneous, but that the flow direction
is relatively unifomi throughout the depth range
of the aquifer. The calculated flow directions and

10 speeds are overall in agreement with the 40°—45°
" flow directions based on hydraulic head measure-

ments during low flow conditions in the river.
In the upper and middle parts of the aquifer,

the 6p and the fipgw time series agree. In the bot-
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Figure 8. (a, b, c) Horizontal slices showing background resistivities at depths of (a)

- tom part, there are differences in the shape of the
signal and the arrival times of the peaks. We sug-
gest three possible explanations for the differ-
ences between the 6p and 6/13”’ time series in

4.6 m rt») 6.6 m, and (c) 8.6 m. (d, e, r). Horizontal slices showing traveltimes of the 50% i the lower PM of the gravel .aqvif<==r=
peak values of bulk resistivity at the same depths. (g, h, i) Horizontal slices of the -
estimated local flow velocities at the same depths. Colors represent speeds and white
arrows indicate directions.

1) Vertical advective flow in the boreholes
could smooth out and bias the signals sensed



3D time-lapse ERT imaging E249

by the groundwater resistivity loggers (the ambient vertical flow
- in the open boreholes reaches rates as high as 61 /min and it is

unlikely that the packer system around the boreholes described
by Coscia et al. (2011) prevents all of this upward flow). ‘

2) Geophysical logs recorded in the boreholes suggest that some
deeper parts of the aquifer have higher amounts of clay/silt and
associated higher surface conductivities than the shallower re-
gions (Coscia et al., 2011), such that changes in groundwater

A electrical resistivity translate to smaller relative changes in bulk
resistivity in the deeper regions (i.e., a larger component of the
bulk resistivity is not affected by the groundwater conditions).
Surface conductivity effects are usually ignored in geophysical
monitoring studies, but may influence transport property esti-
mates (Singha et al., 2011). Although surface conductivity
can partially account for the amplitude differences, it does

» -not explain the time shifts other than indirectly through delays
associated with flow through the lower permeable clays.

3) The 6p time series are volume-averaged estimates that account
for resistivity variations in regions of low to high hydraulic

' conductivity, whereas the 6pg“’ time series are flux-averaged
estimates that are mainly affected by transport processes in

‘ comparatively high-pemieability zones.

We do not know the relative importance of the above effects at
this stage of our investigation, but effects 2 and 3 likely play
important roles. A more rigorous treatment of flow pattems would
incorporate full 3D effects (vertical and horizontal flow) by using
inverted resistivity data from multiple depth levels simultaneously
rather than separately. V

. CONCLUSIONS ~ R
The main advantage of using 3D time-lapse crosshole ERT to

image infiltrating river water after a rainfall-runoff event is the high
resolution of the infonnation provided throughout the investigated
aquifer volume. Our results show that the heterogeneity of the grav-
el aquifer requires such detailed observations. High-discharge
events like the studied ones are critical for pumping wells close
to rivers due to higher groundwater-flow velocities and higher loads
of contaminants and particles. ,

To obtain hydrologically relevant information from ERT appar-
ent-resistivity data at the study site, it was necessary to correct for
the significant effects of groundwater height and temperature var-
iations. The corrected apparent resistivity data were time-lapse in-
verted using a versatile finite-element modeling and inversion
scheme based on unstructured meshes. After important rainfall-
runoff events, the resultant time series of percent bulk resistivity
differences 5p in the inversion models were found to closely match
percent groundwater resistivity differences 6p“ measured in bore-
holes distributed throughout the study site; the trends and shapes of
the two types of time series as well as the timing and amplitudes of
the principal features were very similar in the upper and central
parts of the aquifer. These results demonstrate that time-lapse
variations of bulk resistivity caused by temporally changing proper-
ties of the infiltrating river water can be used to track arrival times
and flow pattems in riparian groundwater systems.

For the rainfall-runoff event of our investigation, 6/2 changes from
zero (background value) to ~l0% (one or more maxima) and then
back to near zero throughout the ~15 x 10 X 5 m studied volume in
approximately 12 days. Variations in the timing and amplitude of 6p
changes demonstrate that the river-water infiltration at our study site

is unevenly distributed and that the aquifer is generally heteroge-
neous. The traveltimes of the 6p peak amplitudes vary by up to
four days, depending on location and depth. They are earliest at
shallow depths close to the river and latest at greater depths far from
the river. Generally, the effect of river-water infiltration decreases
with depth. Our investigation indicates that the highest portion
of freshly infiltrated river water mostly flows through the shallow
parts of the aquifer. Furthermore, they suggest that hydraulic con-
ductivity decreases in the bottom part of the aquifer. To explain the
distribution of the 6p values and the traveltimes and local speeds of
the 6p peak amplitudes, a distinct shallow- to intemiediate-depth
zone of higher permeability and associated preferential flow paths
is required within the eastem to southem regions of the study site.
This zone is distinguished by lower resistivities, lower concentra-
tions of clay/silt, and higher porosities than the surroundings. '
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