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Abstract. River-water infiltration is of high relevance for
hyporheic and riparian groundwater ecology as well as for
drinking water supply by river-bank filtration. Heat has be-
come a popular natural tracer to estimate exchange rates be-
tween rivers and groundwater. However, quantifying flow
patterns and velocities is impeded by spatial and temporal
variations of exchange fluxes, insufficient sensors spacing
during field investigations, or simplifying assumptions for
analysis or modeling such as uniform flow. The objective of
this study is to investigate lateral shallow groundwater flow
upon river-water infiltration at the shoreline of the riverbed
and in the adjacent riparian zone of the River Thur in north-
east Switzerland. Here we have applied distributed tempera-
ture sensing (DTS) along optical fibers wrapped around tubes
to measure high-resolution vertical temperature profiles of
the unsaturated zone and shallow riparian groundwater. Di-
urnal temperature oscillations were tracked in the subsurface
and analyzed by means of dynamic harmonic regression to
extract amplitudes and phase angles. Subsequent calcula-
tions of amplitude attenuation and time shift relative to the
river signal show in detail vertical and temporal variations of
heat transport in shallow riparian groundwater. In addition,
we apply a numerical two-dimensional heat transport model
for the unsaturated zone and shallow groundwater to obtain a
better understanding of the observed heat transport processes
in shallow riparian groundwater and to estimate the ground-
water flow velocity. Our results show that the observed ri-
parian groundwater temperature distribution cannot be de-
scribed by uniform flow, but rather by horizontal ground-
water flow velocities varying over depth. In addition, heat
transfer of diurnal temperature oscillations from the losing

river through shallow groundwater is influenced by thermal
exchange with the unsaturated zone. Neglecting the influ-
ence of the unsaturated zone would cause biased interpre-
tation and underestimation of groundwater flow velocities.
The combination of high resolution field data and modeling
shows the complex hydraulic and thermal processes occur-
ring in shallow riparian groundwater close to losing river
sections as well as potential errors sources for interpreting
diurnal temperature oscillations in such environments.

1 Introduction

The biogeochemical and ecological processes at the river –
groundwater interface depend on the exchange between both
water bodies (Boulton et al., 1998; Hayashi and Rosenberry,
2002). These exchange fluxes include water, solutes, and
heat. Quantifying these fluxes including their temporal and
spatial variability is crucial for a mechanistic understanding
of processes in the hyporheic and riparian zone. The fo-
cus of many studies has lied directly on the riverbed, where
hydraulic, chemical, and thermal gradients are the steep-
est (e.g. Fleckenstein et al., 2010). Various studies have
shown that hyporheic flow patterns are complex, with de-
tails depending on the exact pressure distribution at the river-
sediment interface, the (micro)morphology of the riverbed,
the spatial distribution of hydraulic conductivity within the
riverbed sediments, and the mean water exchange rate be-
tween the river and the aquifer (e.g. Kalbus et al., 2009;
Lewandowski et al., 2011). From a strict groundwater per-
spective, some details of hyporheic flow, such as the return
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flow through small-scale bedforms, is of minor relevance.
For groundwater questions, the key quantities of interest are
the net water flux from the river into the aquifer, or vice
versa, and the travel time distribution of solutes within the
riparian zone. While net exchange fluxes on the length
scales of river reaches are typically estimated by calibrat-
ing regional-scale groundwater models, the determination of
travel times requires groundwater observations within the
riparian zone close to rivers. These observations are of-
ten restricted to single point measurements in observation
wells, so that information about spatial variability and thus
the representativeness of the observations is missing.
In recent years, temperature fluctuations have increasingly

been used as a natural tracer for investigations of hyporheic
exchange and groundwater travel times (Fanelli and Lautz,
2008; Goto et al., 2005; Schmidt et al., 2006; Hoehn and
Cirpka, 2006; Su et al., 2004). In contrast to artificial tracer
tests for the determination of travel times and flow veloci-
ties upon bank filtration, the temperature fluctuations of river
water offer a natural, continuous varying signal that can be
measured in a cost-efficient and robust way. Recently, An-
derson (2005) and Constantz (2008) reviewed how heat can
be utilized as a tracer for hydrological purposes, where seep-
age rates in riverbeds and travel times in the riparian zone
are calculated based on temperature profiles and time se-
ries. In this context, quasi-transient analytical solutions of
one-dimensional (1-D) heat transport with sinusoidal fluctu-
ations of heat-input from the top and constant groundwater
temperature at bottom are most commonly applied (Silliman
et al., 1995; Stallman, 1965). Based on this approach, sev-
eral methods of time-series analysis have been developed to
calculate time-dependent streambed seepage rates using ex-
tracted amplitudes and time shifts of the diurnal tempera-
ture signal (Gordon et al., 2012; Hatch et al., 2006; Keery
et al., 2007; Vogt et al., 2010b). For short travel times in
the hyporheic zone of the riverbed, or in riparian groundwa-
ter close to the river, diurnal temperature oscillations are the
common signal of choice, because the high frequency allows
short monitoring periods in the range of single days to weeks.
As high-frequency temperature fluctuations are lost due to
strong dampening within a few meters of travel distance, the
travel time from a losing river to a near-by pumping well may
be inferred from the seasonal rather than diurnal temperature
signal (Sheets et al., 2002; Vogt et al., 2009), requiring longer
monitoring periods and neglecting dynamics on time scales
of weeks and smaller.
Thermal sediment properties needed for the analysis of

heat transport in porous media are less variable than hy-
draulic sediment properties, which is an advantage of heat
as tracer over Darcy based methods. However, simplify-
ing assumptions, commonly made in the analysis of heat
as a tracer, may lead to systematic errors in the interpre-
tation. Lautz (2010) showed that non-uniform flow causes
the biggest error in 1-D velocity estimates compared to other
non-ideal field conditions, such as a non-sinusoidal signal

and a thermal gradient. In addition, uncertainty in thermal
diffusivity, sensor spacing, and the accuracy of temperature
sensors can cause erroneous predictions of seepage veloci-
ties, especially for gaining conditions and low flow veloci-
ties (Shanafield et al., 2011). Rau et al. (2010) tested the
advantages, limitations and applicability of the methods of
Hatch et al. (2006) and Stallman (1965). They hypothesized
that analyzing temperature profiles and time series caused
by multi-dimensional flow using 1-D solutions may result
in inaccurate estimates and that the conditions of a repre-
sentative elementary volume (REV) needed in the analysis
may not be satisfied at the scale of investigation. Molina-
Giraldo et al. (2011) demonstrated in a modeling study that
conductive heat transfer between shallow aquifers, the un-
derlying aquitard, and the overlaying unsaturated zone may
significantly influence transport of seasonal temperature sig-
nals through groundwater, and neglecting these impact could
cause severe errors in the estimates of groundwater velocity
from these signals.
Classical groundwater temperature measurements may be

performed in observation wells equipped with thermistors
or thermocouples included in self-contained data loggers or
water-level loggers. An additional lag time should be ac-
counted for sensors not placed in a screened interval due to
thermal skin effects (Cardenas, 2010). Rau et al. (2010) sep-
arated the screened intervals with thermal insulator discs in
the well. Buried sensors without pipes may be deployed in
ephemeral streambeds and banks. Vogt et al. (2010b) mea-
sured high-resolution temperature profiles along a wrapped
optical fiber in direct contact to the riverbed sediments us-
ing Raman-scattering based distributed temperature sensing
(DTS). In DTS, the optical fiber is the temperature sensor.
The DTS control unit sends laser pulses into the optical fiber
and the backscattered light is detected and analyzed. From
the ratio of the temperature independent Stokes and temper-
ature depended anti-Stokes signals, the temperature at the
scattering point can be inferred (Selker et al., 2006). The
location of backscatter is computed from the travel time of
the backscattered light. Common commercial DTS devices
allow for a spatial resolution of 1 m along an optical fiber of
several kilometer length. Integrating over many laser pulses
improves the accuracy of the measurement. For hydrological
applications, typical measurement time intervals range be-
tween 0.5–15min. Depending on instrument manufacturer
and experimental set-up, the temperature resolution varies
from 0.01–0.5K. Suárez et al. (2011) performed an inten-
sive study on calibration, resolution, accuracy and repeata-
bility of DTS systems connected to wrapped optical fibers
compared to traditional temperature sensors. They report a
spatial resolution of about 2m along the fiber, which is two
times the sampling resolution, and a standard deviation of
0.035K for temperature measurements integrated over 5min.
Two-point calibration by a hot and a cold bath resulted in an
agreement between DTS and PT100 temperature measure-
ments with a root mean-square error of 0.05K. Overall these
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authors confirmed that wrapped DTS measurement systems
provide a reliable method to monitor temperature in space
and time.
Whereas the temporal and spatial variability of hyporheic

exchange in riverbeds has repeatedly been studied on differ-
ent scales (Käser et al., 2009; Wroblicky et al., 1998), the
vertical variability of horizontal riparian groundwater flow
upon bank-filtration is widely unproved by field data. This
has consequences in the interpretation of single-point tem-
perature time series for the assessment of bank filtration.
Likewise, classical 1-D interpretation of temperature time
series neglecting transverse heat conduction may cause a
systematic bias in estimated travel times. Molina-Giraldo
et al. (2011) showed that seasonal temperature signals are
severely modified by vertical conductive heat transfer be-
tween the aquifer and the underlying aquitard and the over-
laying unsaturated zone, respectively. Because diurnal sig-
nals are attenuated over shorter travel distances than seasonal
ones, the significance of heat conduction on overall transfer
of the periodic temperature signals may be smaller. However,
field data have not been analyzed in this regard.
The objective of this study is to investigate heat transport

upon river-water infiltration at the shoreline of the riverbed
and in the adjacent riparian zone of the losing River Thur in
northeast Switzerland by means of diurnal temperature os-
cillations at high vertical resolution. These profiles may be
modified by vertical variation of groundwater flow and con-
ductive heat exchange with the unsaturated zone. We want
to estimate these influences and examine the error that would
be introduced if we interpreted single-point diurnal temper-
ature time series by the classical 1-D heat-transport model
with uniform coefficients neglecting heat exchange with the
unsaturated zone. Towards this end, we use time series of
three high-resolution fiber-optic temperature profiles (verti-
cal resolution = 5mm) in the riverbed, at the shoreline of the
river, and in the riparian zone. The time-dependent amplitude
dampening and time shift of the diurnal signal in the sedi-
ments with respect to the river signal is calculated by means
of dynamic harmonic regression (Young et al., 1999). In ad-
dition, we simulate two-dimensional heat transport in a verti-
cal cross-section covering the saturated and unsaturated zone
to estimate groundwater flow velocities and to demonstrate
how transport of diurnal temperature signals within shallow
groundwater in the river bank is affected by heat exchange
with the unsaturated zone.

2 Theory

2.1 Heat transport equation in time and spectral
domains

Heat transport in porous media can be described
by the convection-conduction equation (Domenico

and Schwartz, 2008):

∂T

∂t
+vT ·∇T −∇ ·(DT ∇T ) = 0 (1)

with:

vT = ρwCw

ρsCs(1−n)+ρwCwn
q;DT

= λ1−n
s λ

nSw
w λ

n(1−Sw)
g I +ρwCwDdisp

ρsCs(1−n)+ρwCwnSw
, (2)

in which T denotes temperature (K), t is time (s), vT is the ef-
fective velocity of convective heat transport (m s−1), and DT

is the effective diffusivity tensor for heat transfer (m2 s−1).
ρw, Cw, and λw are the mass density (kgm−3), specific heat
capacity (J kgK−1), and thermal conductivity (Wm−1 K−1)
of water. ρs, Cs, and λs are the corresponding properties
of the solids; λg is the thermal conductivity (WmK−1) of
gas; n denotes porosity; Sw is the water saturation (-); and
I is the identity matrix. The bulk thermal conductivity is
approximated by the volume-weighted geometric average of
the water-, gas-, and solid-phase thermal conductivities. The
heat capacity of soil gas is neglected. The effective thermal
velocity depends on q, which is the specific discharge vector,
and the thermal diffusivity is related to Ddisp, which is the
hydrodynamic dispersion tensor.
We use the van-Genuchten/Mualem parameterization to

estimate the water saturation Sw in the unsaturated zone (van
Genuchten, 1980):

Sw =
(
1+(αhc)

N
) 1−N

N
, (3)

in which α (1/m) and N (-) are the van-Genuchten parame-
ters, and hc is the capillary head (m), which may be approxi-
mated as the distance to the groundwater table for hydrostatic
conditions in the unsaturated zone.
In the following review of analytical results, we assume

that the transport coefficients vT and DT are constant, facil-
itating convenient transformation of the heat-transport equa-
tion into the spectral domain. The Fourier transform T̃ (f,x)

of T (t ,x) in time is defined as:

T̃ (f,x) =
∫ ∞

−∞
T (t,x)exp(−2πitf )dt, (4)

in which f is the frequency (1/s), and i is the imaginary
number. Then, the heat-transport equation 2 becomes in the
spectral domain:

2πif T̃ +vT ·∇T̃ −∇ ·(DT ∇T̃ ) = 0, (5)

subject to Fourier-transformed boundary conditions.

2.2 Analytical solution of one-dimensional heat
transport equation

The standard model used for the analysis of temperature time
series in riverbeds is based on 1-D flow and heat transport
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with constant coefficients (Stallman, 1965). Here we set a
fixed, time-periodic temperature at the bottom of the stream,
with distance z = 0, and vanishing fluctuations at the limit
z → ∞ as boundary conditions:

T (z = 0,t)= T̄0+a0×cos(2π(t − tmax0 )f )

lim
z→∞T (z,t) = T̄∞ , (6)

in which T 0 and T ∞ are the mean temperatures (K) in the
river and the aquifer at infinite distance from the stream bot-
tom, respectively, a0 is the amplitude (K) of temperature fluc-
tuations in the river, and tmax is the time (s) of maximum
temperature in the river. In the spectral domain, the analyt-
ical solution is an exponential function of z with complex
exponent. Transformation into the time-domain yields (Stall-
man, 1965):

T (z,t)= T̄0+a0×exp
(

− z

zp

)
×cos

(
2π

(
t − tmax0 − z

c

)
f

)
, (7)

in which c and zp are the frequency-dependent
celerity (m s−1) and penetration distance (m) of
temperature propagation.

c = vT

√√√√1
2

+ 1
2

√
1+ 64π2f 2D2

T

v4T
; (8)

zp = 2DT

c−vT

. (9)

2.3 Dynamic harmonic regression

To extract the diurnal sinusoidal components from the tem-
perature time series, we use dynamic harmonic regression
(Young et al., 1999) as presented by Kerry et al. (2007) and
Vogt et al. (2010b). This non-stationary extension of Fourier
analysis is implemented in the Matlab-based captain toolbox
(Taylor et al., 2007). The forward model is similar to the
standard spectral representation of the time series:

T (t) = a0(t)+
nf∑
i=1

(
αi(t)cos

(
2πi

t

τ

)
+βi(t)sin

(
2πi

t

τ

))
, (10)

in which a0(t) is the trend, whereas αi(t) and βi(t) are the
sine and cosine contributions of the frequency i/τ , in which
τ is the base period (here one day). All time-dependent co-
efficients are assumed to be auto-correlated in time. For a
detailed description of the determination of α0(t), αi(t) and
βi(t) we refer to Young et al. (1999) and Taylor et al. (2007).
From the sine and cosine coefficients αi(t) and βi(t) the
time-dependent amplitude ai(t) and phase angle φi(t) for
frequency i/τ at time tare calculated:

ai(t) =
√

α2
i (t)+β2

i (t); (11)

ϕi(t) = tan−1
(

αi(t)

βi(t)

)
. (12)

We convert the resulting phase angles φ(z,t ,f ) of the diurnal
signal for each time point t and distance z to a time point of
maximum temperature tmax:

tmax(z,t,f ) = −ϕ(z,t,f )

2πf
. (13)

Then, the time shift tshift(z,t ,f ) between the diurnal river and
groundwater signals is iteratively calculated by:

tshift(z,t,f ) = tmax(z,t,f )− tmax(0,t − tshift(z,t,f ),f ). (14)

In addition, we compute the attenuation of the diurnal river
temperature signal A(z,t ,f ) during transport through the
riverbed to the riparian zone at each time point t and distance
z:

A(z,t,f ) = ln

(
ariveri (t − tshift(z,t,f ),f )

ai(z,t,f )

)
. (15)

For a time-constant observation distance z we determine the
apparent effective velocity vT (z,t ,f ) and the apparent effec-
tive diffusivity DT (z,t ,f ) of temperature transport after Vogt
et al. (2010b) based on the attenuation A(z, t , f ) and the
apparent celerity c(z, t , f ) of the diurnal temperature signal:

c(z,t,f ) = z

tshift(z,t,f )
, (16)

W(vT ,DT ) =
⎛
⎜⎝1− vT

c

√√√√1
2

+ 1
2

√
1+ 64π2f 2D2

T

v4T

⎞
⎟⎠

2

+
(
1− 2ADT

(c−vT )z

)2
, (17)

in which we have dropped the argument (z, t , f ) for conve-
nience. Thereto, the sum of the squared relative residuals of
c(vT ,DT ,f ) and zp(vT , DT , f ) is minimized and optimiza-
tion is done by the Nelder-Mead simplex algorithm that is
implemented in the Matlab function fminsearch (Lagarias et
al., 1998). Finally, the apparent Darcy velocity q(z, t) related
to the diurnal temperature signal (f = 1/day) is estimated, if
z is known and constant over time:

q(z,t) = vT (z,t,f )
ρsCs(1−n)+ρwCwn

ρwCw
. (18)

3 Field site

The field site is situated in northeast Switzerland at the west-
ern end of the pre-alpine Thur catchment, which is draining
the front ranges of the Swiss NE Limestone Alps (Alpstein)
into River Rhine (Fig. 1). River Thur exhibits fluctuations
in discharge and water table similar to unregulated alpine
rivers (low discharge (NQ) 2.2 m3 s−1, mean discharge (MQ)
47 m3 s−1, peaks (HHQ) up to 1130 m3 s−1, HHQ/MQ ra-
tio = 24; BAFU (2010)). Snowmelt and strong rain events in
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Fig. 1. Thur catchment and location of the field site at the restored
river section Niederneunforn/Altikon.

the headwaters cause short but rapid increases of discharge.
Mean annual precipitation of the field site area is 908 mm and
average monthly temperatures range from 0.9 ◦C in January
to 19.0 ◦C in July (https://gate.meteoswiss.ch/idaweb).
The aquifer in the Thur valley consists of Pleistocene

glacio-fluvial sandy gravels overlaying impervious lacustrine
clays. Alluvial fines of up to 2m thickness act as a confin-
ing layer on top of the aquifer, which is 5–7m thick and has
a hydraulic conductivity of ≈ 3× 10−3 m s−1 (Schneider et
al., 2011). During low flow, the aquifer is largely uncon-
fined, but it turns confined during higher river stage. The
riverbed consists of sandy gravel and is hydraulically well
connected to the aquifer. At the field site, the major ground-
water recharge originates from continuous river-water infil-
tration into the aquifer (Vogt et al., 2010a). The infiltration
velocity in the restored riverbed was estimated to fluctuate in
the range of 1.5× 10−5 m s−1 to 4.5× 10−5 m s−1 (Vogt et
al., 2010b).
The field site is located at a restored section of River Thur

and has been detailed investigated by the RECORD project
(Assessment and Modeling of Coupled Ecological and Hy-
drological Dynamics in the Restored Corridor of a River (Re-
stored Corridor Dynamics; http://www.cces.ethz.ch/projects/
nature/Record)). Here, the restored riverbed is 60–100m
wide and shows distinct riverbed morphology. The north-
ern bank stabilization has been removed resulting in a ripar-
ian zone with a natural succession of bare gravel, grass col-
onized gravel, willow belt and alluvial forest. Field instal-
lations consist of a river gauging station, observation wells
with integrated water-level, temperature, and electrical con-
ductivity sensors, meteorological stations and soil sensors,
among others (Schneider et al., 2011).

Fig. 2. Sketch of the experimental set-up in the field. During low
river stage the top sediments of the fiber-optic high-resolution pro-
filer at the shoreline were unsaturated. In the following temperature
data of the shoreline and bank are discussed in detail.

4 Methods

4.1 Fiber-optic high-resolution temperature profiling

We used three high-resolution fiber-optic temperature profil-
ers based on the experimental set-up of Vogt et al. (2010b),
consisting of a solid 2 inch PVC tube (OD= 60mm)
of 2m length and between 377 and 383m optical fiber
(OD= 0.9mm) (Fig. 2). Wrapping the fiber around the tube
converts the spatial resolution of the DTS from 1m along the
fiber to a vertical resolution of about 5mm (±0.1mm, for
the conversion the variability of wrapping must be known)
along the 1.92 to 1.93m long wrapped section. The opti-
cal fiber used for wrapping (Dätwyler GF-100) has a multi-
mode glass core with a critical bending radius of 25mm and
is protected by a flexible cladding and coating. Due to the
strong variability of river-stage, the DTS control unit was
placed at an elevated location 40m away from the shoreline.
We used a four-channel Agilent N4386 DTS system to mea-
sure the temperature along the optical fiber operating with
1m spatial resolution and single-ended measurements. Each
of the three fiber-optic high-resolution temperature profilers
was connected to one channel of the DTS system and mea-
sured consecutively for 30 s averaged to 15min measurement
intervals in a sequence measurement mode. The theoretical
temperature resolution of this specific set-up is 0.18K based
on the software PerfCalc 2.0 (AP Sensing GmbH). Connec-
tion of each wrapped optical fiber to the DTS system was
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made by a steel-protected fiber-optic cable (Drahtex Arma
Fiber) of which 5–10m were stored in a box filled with a
water-ice mixture for calibration. We monitored the tem-
perature in the ice bath, the river water and air temperature
with Onset TidbiT v2 sensors (0.02K resolution, 0.2K accu-
racy). The DTS data of each wrapped optical fiber showed
a different temperature offset and systematic drift and were
corrected by comparison with the TidBit data.
For field installation of the fiber-optic high-resolution

temperature profilers we used a direct-push machine that
pushed 3.25 inch metal rods with an expandable tip into
the sediments. The wrapped tubes fit into the metal rods
(ID = 67mm) of the direct-push system and remain with the
expendable tip in the ground after pulling the outer metal
rod. We installed one of the three high-resolution tempera-
ture profilers in the riverbed, one at the shoreline, and one
in the riparian bank along a presumed subsurface flow path
(Fig. 2). The investigated area is about 40m upstream of
the experiment of Vogt et al. (2010b) on the northern side of
the restored river section. Here, the riverbed has an eleva-
tion of 371.8m a.s.l. and the elevation of the bank is about
372.3m a.s.l. (Fig. 2). The installation depth of the lower
end of the wrapped fibers was 370.5m a.s.l., but the num-
ber of measuring points in air, river-water, saturated and
unsaturated zone varied depending on the location and on
water-level (Fig. 2). The presented data were acquired during
22 days in September 2010.

4.2 Numerical heat-transport model

We modified the 2-D spectral finite element model of
Molina-Giraldo et al. (2011) to simulate heat transport of di-
urnal temperature oscillations within a vertical cross section,
mimicking the conditions at the experimental site. The sim-
plified model is applied to the field conditions during the end
of the field observation period when groundwater head was
relatively stable and no precipitation occurred. The model
accounts for conductive/dispersive and convective heat trans-
fer in a steady-state groundwater flow field, conductive heat
transfer through the unsaturated zone on top, and diurnal
temperature fluctuations at the shoreline of the riverbed as
well as at the land surface of the river bank (Fig. 3).
The model consists of two layers representing the unsat-

urated and saturated zone of the riparian zone. The thick-
ness of the unsaturated zone is set to 0.5m and that of the
aquifer to 1m, mimicking the experimental set-up of the
high-resolution temperature profiler in the bank (see Fig. 2).
The horizontal extension of the model domain is 10m. The
uniform grid has a vertical resolution of 0.01m and a hor-
izontal resolution of 0.02m. A no-flow boundary condi-
tion is applied to the bottom of the domain. The water en-
ters the aquifer on the left side with horizontal flow and
leaves the aquifer through the right side. The flow field is
strictly horizontal and computed analytically. We start with
a uniform velocity distribution over the entire aquifer thick-

Fig. 3. Set-up of the numerical 2-D heat transport model. Blue
arrows indicate horizontal groundwater inflow, red arrows indicate
periodic heat input. For the periodic heat input on the left side of
the aquifer observed amplitude and time-shift profiles of the high-
resolution pole at the shoreline are converted into temperature fluc-
tuations.

ness. However, velocities can be adjusted to obtain horizon-
tal groundwater flow velocities varying over depth. We con-
sider horizontal flow in the unsaturated zone by multiplying
the groundwater-related specific discharge with the relative
permeability according to the van Genuchten (1980) param-
eterization. Recharge through the unsaturated zone caused
by precipitation or river flooding can be added to the simula-
tions, but was not necessary as no precipitation was observed
during the end of the field observation period.
At the land surface, the temperature oscillations are simu-

lated by a frequency of 1/day and a constant amplitude of
6K, which is shifted from the river signal as observed at
the bank temperature profiler. The amplitude of 6K refers
to the observed air temperature between 21 September and
23 September 2010. At the left-hand boundary of the ground-
water layer we used amplitude and time-shift profiles of the
high-resolution temperature profiler installed at the shoreline
from 22 September 2010 at 00:08CEST as boundary condi-
tion. The data were converted into temperature fluctuations.
For the unsaturated part of the left- and right-hand bound-
aries and for the bottom boundary, we assumed zero heat
flux. Heat flux at the right aquifer boundary is restricted
to convection. The thermal and hydraulic parameters used
in the model are literature values typical for sandy gravel
sediments consisting of a quartz-calcite mixture (Table 1).
The model simulates the 2-D distribution of Fourier trans-

formed temperature fluctuations T̃ (f,x). The amplitude
aT (K) and phase shift φT (s) of the simulated diurnal
temperature signal is then given by:

aT =
∥∥∥T̃

∥∥∥; (19)

ϕT = tan−1

∣∣∣∣∣ Re(T̃ )

Im(T̃ )

∣∣∣∣∣, (20)

which can further be transformed to a time-shift of the
temperature maximum according to Eqs. (12) and (13).
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Table 1. Thermal and hydraulic properties after Schön (1998) and
de Marsily (1986) used for analysis and modeling. N and α are
the van Genuchten parameters for sandy loam after Carsel and Par-
rish (1988).

Density of water (kgm−3) 1000

Density of solids (kgm−3) 2680
Specific heat capacity of water (J kg−1 K−1) 4190
Specific heat capacity of solids (J kg−1 K−1) 733
Heat conductivity of water (Wm−1 K−1) 0.58
Heat conductivity of solids (Wm−1 K−1) 4.47
Thermal conductivity of gas phase (Wm−1 K−1) 0.025
Porosity (–) 0.25
Longitudinal dispersivity (m) 0.1
Transverse dispersivity (m) 0.001
Specific discharge of aquifer
for uniform flow (m s−1) 6.9× 10−5

Specific discharge of aquifer
for depth variable flow (m s−1) 5.8–10.4× 10−5

α (1/m) 5
N 1.4

5 Results

5.1 Temperature distribution

During the monitoring period, the river water had a mean
temperature of 14.6 ◦C with diurnal amplitudes of 0.4–
2.3 ◦C. The mean air temperature was identical, but diurnal
amplitudes were in average 2.3 times higher. Throughout
the measurement campaign several minor storm events oc-
curred resulting in higher river stage (at 2, 9, and 13 Septem-
ber 2010). We stopped monitoring on 25 September when
a big storm event followed by a major flood occurred. Al-
though the experimental set-up was designed for temporary
use, the installations were fully operational after major flood
events. Manual measurements of the water table at the three
profilers agree well with extrapolated water level data of a
well close to the river, where a pressure sensor was installed.
The temperature data of the fiber-optic high-resolution

temperature profiler in the riverbed were analyzed after Vogt
et al. (2010b). The calculated seepage rates range between
0.6–1.0× 10−5 m s−1 in 0.2m and in 0.6–0.7m depth be-
low the riverbed and between 1.0–3.0× 10−5 m s−1 in 0.2–
0.6m depth. In the following, we focus on the shoreline
and the bank where an unsaturated zone exists and horizontal
flow is dominant.
The upper part of the high-resolution fiber-optic temper-

ature profiler at the shoreline lay above the sediments and
the rest in the sandy gravel sediments (Fig. 4a). In contrast
to the profiler in the riverbed, an unsaturated zone of up to
0.15m existed at the shoreline under low flow conditions.
During higher river stage, the sediments were flooded. A
sharp temperature contrast illustrates the interfaces between

air and river water as well as air and sediments (Fig. 4a).
The high-resolution fiber-optic temperature profiler in the
bank had only a small wrapped section exposed to the air.
Figure 4b shows the temperature data of the wrapped op-
tical fiber which was installed in the bank sediments with-
out air temperature. Here, the top sediment layer consists of
silty fine sand with a thickness of about 0.2m overlaying the
sandy-gravel aquifer. Until the end of the monitoring cam-
paign, when the major flood occurred, an unsaturated zone
with varying thickness of 0.25–0.60m existed in the bank.
In the deepest 0.2–0.3m of the 1.93m long wrapped

section, the DTS noise (standard deviation of the ice
bath = 0.2K) exceeded the very small diurnal temperature os-
cillations (amplitudes< 0.05K). Therefore, we focus on the
temperature distribution from above 370.7m a.s.l. to the land
surface. The data of the high-resolution temperature profil-
ers reveal in detail the temperature distribution in riparian
groundwater over depth and time. The unsaturated sediments
are characterized by the strongest oscillations, whereas the
lower groundwater shows the lowest diurnal temperature os-
cillations. The heat signal at the land surface propagates
into the unsaturated zone. If the distance to groundwater is
low, like at the shoreline, the maximum penetration depth
lies below the water table (Fig. 4c). In the riparian bank,
the signal of the land surface is strongly damped in the top
sediments and disappears before reaching the groundwater
table (Fig. 4d). The signals of river and land surface tem-
perature interfere at the shoreline in shallow groundwater,
whereas the middle and deeper groundwater temperatures are
apparently determined by the river signal only (Fig. 4c). In
the riparian bank the groundwater temperature seems to in-
fluence the deepest part of the unsaturated zone where the
signal of the land surface is completely damped, indicating
conductive heat exchange between groundwater and unsatu-
rated zone. In groundwater, the temperature pattern shows
slightly curved features that disappear below 370.7m a.s.l.
The curved shape of vertical groundwater temperature distri-
bution is more pronounced in the bank than at the shoreline
of the riverbed and originates from the earlier occurrence of
the temperature maximum in the middle part of groundwa-
ter compared to shallow and deeper groundwater (Fig. 4d).
Due to the high resolution, the temporal and spatial vari-
ability of the penetration depths of the river and land sur-
face signals as well as their interference is visible in the
temperature distributions.

5.2 Results of dynamic harmonic regression analysis

The temperature time series of each 5mm depth interval are
analyzed by dynamic harmonic regression for the frequency
1/d. The elevation of the land surface was stable during the
monitoring period. Therefore, the sensor position is known
and constant over time. According to Eqs. (13) and (14) we
use the output of the dynamic harmonic regression, namely
the amplitudes and phase angles, to calculate the amplitude
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Fig. 4. Temperature distribution along the fiber-optic temperature profilers. The black solid line indicates the water level. (A) Shoreline. The
white solid line indicates the top of the sediments. The presence of an unsaturated zone depends on the river stage. (B) Riparian bank. The
top of the figure marks the land surface. During the monitoring period the thickness of the unsaturated zone varied between 0.25–0.60m.
(C) Detailed temperature distribution of the sediments at the shoreline. (D) Detailed temperature distribution in the riparian bank.

attenuation and time shift of the diurnal signal in groundwa-
ter related to the river temperature. Although the ground-
water temperature might be influenced by the signal from
the land surface, we use only the river temperature as input-
signal to be consistent with classical studies using only a sin-
gle temperature sensor placed in an observation well and an-
other placed in the river. We also included the unsaturated

zone into the dynamic harmonic regression analysis, to il-
lustrate their temperature dynamics, even if the signal from
the land surface is the main source of heat input for the top
sediments of the unsaturated zone.
At the shoreline, where the top sediments vary between

flooded and dry, the flow direction is changing from vertical
to horizontal. Hence, 1-D analytical solutions to calculate
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Fig. 5. Results of dynamic harmonic regression. (A) Time shift of the diurnal river signal over depth and time in the sediments at the
shoreline. The black solid line indicates the water level. (B) Time shift of the diurnal river signal over depth and time in the riparian bank.
The black solid line indicates the water level. (C) Temporal and vertical variability of the time shift in the bank as a function of depth
during elevated water table (371.9m a.s.l. on 10 September 2010) and low water table (371.7m a.s.l. on 22 September 2010). (D) Temporal
and vertical variability of the amplitude attenuation below groundwater table in the bank as a function of depth during elevated water table
(371.9m a.s.l. on 10 September 2010) and low water table (371.7m a.s.l. on 22 September 2010).

the flow velocity cannot be applied here. In order to charac-
terize heat transfer between the profiles at the shoreline and
within the bank, we consider the time shift and amplitude
attenuation as function of depth in the two profiles. Assum-
ing that groundwater flow in the bank is lateral throughout
the observation period, we can roughly estimate a horizon-

tal heat-transfer velocity from the difference in time shifts at
identical depth and the distance between the two profiles.

The resulting spatiotemporal distribution of the estimated
time shifts for the high-resolution fiber-optic temperature
profiler at the shoreline and in the bank is shown in Fig. 5a–b.
The diurnal air temperature signal at the top of the sediments
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Fig. 6. Modeling results for depth varying horizontal groundwater flow velocity. (A) Simulated amplitude of the diurnal temperature signal.
The horizontal black solid line indicates water the table and the vertical black dashed line shows the location of the amplitude profile. (B)
Amplitude profile at 2.5 m distance to the river (black solid line). The black dashed line represents the observed amplitude at the pole in
the bank. (C) Simulated time shift of the diurnal temperature signal. The horizontal black solid line indicates water table, the vertical black
dashed line shows the location of the time-shift profile, and the white lines indicate isochrones of 1 h time shift. (D) Time-shift profile at
2.5m distance to the river (black solid line). The black dashed line represents the observed time-shift at the pole in the bank and the grey
solid line shows the time-shift profile for uniform horizontal groundwater flow without velocity differences over depth.

has an average time shift of −1.75 h compared to the river
temperature. In the shallow unsaturated sediments, the time
shift increases almost linearly with depth, especially in the
bank where an unsaturated zone continuously exists. The
time shift at the shoreline reaches a first maximum of up to
5–6 h in the depth of 371.4–371.6m a.s.l. and in the bank in
371.6–371.8m a.s.l. a maximum of up to 11–12 h. Within the
next 0.2–0.4m below the maximum, the time shift decreases
and then starts to increase again (Fig. 5c). In the bank, the
upper time shift maximum is at the interface between un-
saturated and saturated zone. By contrast, the upper time
shift maximum at the shoreline lies below the water table.
At the beginning of the monitoring period, a bad signal-to-
noise ratio caused negative time shifts in groundwater at the
shoreline. The spatiotemporal distribution of the amplitude
attenuation shows nearly the same pattern (Fig. 5d). The un-
saturated zone is characterized by an almost linear increase
in amplitude attenuation and groundwater by high amplitude
attenuation in the shallow part, then the attenuation decreases
and in the deeper part increases again. In contrast to the time
shift, at the unsaturated – saturated interface a stronger in-

crease of amplitude attenuation occurs, although the upper
maximum of attenuation lies below the water table, too.
Besides the vertical variability, a pronounced temporal

variability of heat transport exists. The special spatial pat-
terns of increasing, decreasing, and again increasing time
shifts with depth remain under different hydrological con-
ditions. At the shoreline, the time shift distribution is patchy
with shortest values when the sediments are flooded. Also
in the bank the shortest time shifts occur when the water ta-
ble is high, but here the locations of maximum and minimum
time shifts are more stable. While the time-shift distribu-
tion is constant in the unsaturated zone, groundwater exhibits
the strongest temporal variations (Fig. 5c–d). In the riparian
groundwater of the bank at 371.3m a.s.l. the time shift ranges
from 2 h for high and 8 h for low water table. Furthermore,
the amplitude attenuation is up to 3–4 times higher at low
water table conditions.

5.3 Model results

Figure 6a and c show the spatial distribution of the diurnal
temperature amplitude and time shift as simulated by the 2-D
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heat transport model. First, the simulations were run with a
uniform horizontal groundwater velocity. Subsequently, we
applied depth varying horizontal groundwater flow veloci-
ties to obtain a better agreement between modeled and ob-
served time shifts in riparian groundwater. The applied ver-
tical distribution of horizontal velocities is sinusoidal with a
minimum of 0.58× 10−4 m s−1 in 0.7 and 1.4m depth and
fastest velocities of 1.04× 10−4 m s−1 in the middle part of
the aquifer in 0.9–1.0m depth. These velocities are slightly
slower than the roughly estimated velocities from the differ-
ence in time shifts between the two profiles for 22 Septem-
ber 2010 00:08UTC +2 h, where we estimated for the pole
in the bank a velocity profile of 2× 10−4 m s−1 in the top
and deep part and fastest velocities with 4× 10−4 m s−1 in
the middle of the groundwater profile. The presented ampli-
tudes and time shifts are the simulation results for the depth
varying horizontal flow velocities.
The temperature signal originating from the land surface

strongly decreases in the top sediments of the unsaturated
zone over the entire width of the model domain shown by
the strong decrease in amplitudes (Fig. 6a). Below, horizon-
tal differences occur. The amplitudes at the left side in the
deeper part of the unsaturated zone become higher closer to
the water table, whereas the amplitudes are decreasing with
depth in the unsaturated zone on the right side. Compared to
the unsaturated zone, the amplitudes in the groundwater layer
are smaller with a maximum of 2.5K in shallow groundwater
close to the left heat input boundary. Amplitudes are decreas-
ing with depth in the deeper part of the groundwater layer.
With increasing distance from the river, the amplitude maxi-
mum moves continuously deeper below the groundwater ta-
ble. For illustration, Fig. 6b (black solid line) shows a verti-
cal amplitude profile at 2.5m distance to the river. This is the
distance to the river of the fiber-optic high-resolution tem-
perature profiler installed in the bank whose observed ampli-
tudes from 22 September 2010 00:08CEST are shown, too.
In the upper part of the unsaturated zone the data agree very
well, but with increasing depth small differences occur.
Figure 6c shows the time-shift distribution of the diurnal

signal with respect to the river signal. In the upper part of the
unsaturated zone, the time shift increases linear with depth.
The time-shift distribution in the deeper part of the unsatu-
rated zone and the groundwater layer is more complex, be-
cause the values show a vertical variability with first decreas-
ing and then again increasing values with depth. In flow di-
rection from left to right the time shift is increasing in the
groundwater layer. The zone of high vertical time-shift gra-
dients in the deeper part of the unsaturated zone is moving
closer to the water table with increasing distance from the
river. Figure 6d shows vertical time-shift profiles to illustrate
the vertical time-shift variability at 2.5m distance to the river
and to compare the simulated (black solid line) with the ob-
served (black dashed line) time shift of the fiber-optic high-
resolution temperature profiler installed in the bank from
22 September 2010 at 00:08UTC +2 h. The model repro-

Fig. 7. Simulated time-shift profiles at 2.5m distance to the river
with (red) and without (blue) heat exchange with the unsaturated
zone. The green line shows the difference between both profiles
and represents the time-shift error, if heat exchange is neglected.

duces the general trend of linear increase with depth in the
unsaturated zone and vertical time-shift variations in ground-
water, but the vertical variations of the measured groundwa-
ter data are stronger. Moreover, in the simulation the first
time-shift maximum lies above water table, whereas in the
bank of the riverbed the time shift maximum has almost the
same elevation as the water table. At the bottom of the
aquifer the simulated and measured time shifts agree well
with the measured data. We demonstrate the effect of depth
varying horizontal groundwater flow velocities on the time-
shift distribution in Fig. 6d. The shortest travel times at a
depth of about 1m reflect the zone of higher flow velocities.
The grey solid line shows that uniform horizontal groundwa-
ter flow velocity fails to explain the observed shortest travel
times in the middle groundwater, although time shifts in shal-
low and deep groundwater are well reproduced.
To demonstrate and quantify the error introduced by in-

terpreting the diurnal temperature signals disregarding the
impact of the unsaturated zone, we simulate heat transport
in groundwater without thermal exchange with the unsatu-
rated zone. Figure 7 shows vertical profiles of time shifts
for the complete model (red line, identical to the black solid
line in Fig. 6d), for a model neglecting the unsaturated zone
(blue line), and the difference between the two (green line).
The model neglecting conductive heat exchange with the un-
saturated zone leads to a time-shift profile exhibiting small
time shifts in shallow groundwater and large time shifts in
deep groundwater, mainly reflecting the vertical differences
of travel time at the left model boundary, which were taken
from the data of the high-resolution temperature profiler at
the shoreline. At larger depth, the simulations neglecting
thermal exchange with the unsaturated zone are practically
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identical to those considering the unsaturated zone. By con-
trast, thermal exchange with the unsaturated zone causes a
significant additional apparent retardation of diurnal tem-
perature signals in shallow groundwater. The difference in
time shift is the largest with 7 h close to the water table
and decreases to zero 0.75m below water table. This im-
plies that interpreting the shallow groundwater temperature
signal without considering the unsaturated zone may lead to
erroneous velocities by about a factor of three.

6 Discussion and conclusions

Investigating riparian groundwater flow close to losing rivers
is challenging due to temporal and spatial variations. In ad-
dition, field investigations are often limited by insufficient
sensors spacing and their analysis by simplifying assump-
tions. The focus of the present study is on using diurnal tem-
perature oscillations as natural tracer for locally surveying
vertical variations of lateral groundwater flow upon river wa-
ter infiltration. The experimental set-up using wrapped op-
tical fibers to monitor high-resolution temperature profiles is
based on the study of Vogt et al. (2010b). In contrast to the
latter, we use the high vertical resolution of the wrapped op-
tical fibers not for vertical flow but for vertical variations of
lateral flow, which may be considered typical in pre-alpine
riparian zones (Huggenberger et al., 1998) and have already
been hypothesized for the test site at River Thur (Doetsch
et al., 2012). Such variations are caused by spatial variabil-
ity of hydraulic properties in riparian sediments. In addition,
we have modified and applied the numerical heat-transport
model of Molina-Giraldo et al. (2011), which was originally
developed to analyze the propagation of seasonal tempera-
ture signals, to obtain a better understanding of the observed
temperature patterns and examine the error, introduced by in-
terpreting diurnal temperature oscillations using approaches
neglecting heat exchange with the unsaturated zone.
The fiber-optic high-resolution monitoring of diurnal tem-

perature oscillations enables detailed insights into the tempo-
ral and vertical dynamics of heat transport in shallow riparian
groundwater close to losing streams. Due to the high tempo-
ral and vertical resolution, characteristic curve-shaped tem-
perature patterns were observed in detail. Our results show
that the interpretation of these profiles is difficult, because the
observed distribution of temperature time shifts on the bank
is influenced by several factors, namely (1) the non-uniform
profile at the shore line, reflecting by itself complicated flow
paths from the river to different points along the depth profile
at the shore line, (2) the vertical variation of lateral ground-
water flow velocities, and (3) the conductive heat exchange
with the unsaturated zone. Without the high-resolution tem-
perature profiles, we would have missed the curved-shaped
patterns in temperature time shifts, and most likely we would
have interpreted single-point time series without considering

impacts of the unsaturated zone, thus leading to erroneous
lateral groundwater velocities.
Besides the vertical variations we detected that changing

river stages cause temporal variability of heat transport: In
our investigations, we have observed the shortest time shifts
and smallest amplitude attenuation in groundwater during
high river stage. In this situation, the hydraulic gradient
between river and groundwater is higher, resulting in faster
flow and therewith faster heat transport. Of course, the vari-
ability of velocity in response to variations in river stage de-
pends highly on local conditions, e.g. in the study of Cirpka
et al. (2007) at a different River-Thur site, the groundwa-
ter table quickly followed the river stage, so that velocity
fluctuations were less pronounced.
The numerical heat transport model has qualitatively re-

produced the vertical variability and curved-shape profiles of
temperature amplitude and time shift within riparian ground-
water. Compared to a rough estimation from the difference
in observed time shifts between the profiles at the shoreline
and the bank, the simulated flow velocities are about four
times slower. The flow velocities, both simulated and based
on field data, range between 0.6 and 4× 10−4 m s−1, which
is typical for pre-alpine gravel aquifers. In particular, the ver-
tical distribution of flow velocities with twice as high veloci-
ties in the middle part compared to the shallow and deep part
of the groundwater is important for future studies on biogeo-
chemical processes upon river water infiltration at the test site
and shows the variability of groundwater flow velocities in
fluvial sediments close to losing rivers. The model, however,
is simplified and was set up for a single representative flow
regime and does not exactly reproduce the spatiotemporal
temperature distribution.
We could show that thermal exchange with the unsaturated

zone affects the distribution of the diurnal temperature signal
in shallow riparian groundwater close to losing rivers. Two
different heat transport processes and two different heat in-
put sources interact, resulting in a complex temperature field.
Convective-conductive heat transport causes the propagation
of the river temperature signal into the aquifer. Heat conduc-
tion causes the propagation of the diurnal land-surface tem-
perature signal into the upper part of the unsaturated zone.
Our simulation results show that the strong attenuation of
this signal in the upper part of the unsaturated zone can be
explained by pure conduction without recharge or infiltration
in the unsaturated zone. Above the groundwater table the
amplitudes are too high to be attributed to conductive heat
propagation from the land surface exclusively. Therefore,
the temperature signal of shallow groundwater is propagat-
ing by heat conduction into the deeper part of the overlying
unsaturated zone. The influence of conductive heat trans-
port from groundwater into the unsaturated zone decreases
with increasing distance to the river. If the depth to ground-
water is very shallow, the diurnal land-surface signal propa-
gates into shallow riparian groundwater and interferes with
the river signal. By contrast, if the depth to groundwater is
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too deep for the diurnal land-surface signal to reach ground-
water, the diurnal river signal in groundwater influences the
temperature distribution in the unsaturated zone by conduc-
tive heat exchange. Both scenarios affect amplitude and time
shift of the diurnal temperature signal in shallow riparian
groundwater at a losing stream and result in a delayed diurnal
river-temperature signal in shallow groundwater. Even with-
out heat input at the land surface, the conductive exchange
with the unsaturated zone results in a retardation of the time
shift in shallow groundwater. Molina-Giraldo et al. (2011)
simulated the same effect for the seasonal temperature sig-
nal considering distances to the river of more than 50 m.
They also had to account for heat exchange with the un-
derlying aquitard. The latter was not needed in the present
study, because dampening of diurnal temperature fluctua-
tions is much stronger than for seasonal ones, which also
explains the shorter travel distances over which the diurnal
fluctuations can be observed.
The main error source for the interpretation of diurnal tem-

perature oscillations in young riparian groundwater close to
losing rivers lies in neglecting the thermal exchange with
the unsaturated zone. The resulting retardation effect delays
the travel time of the diurnal river-temperature signal by fac-
tor of 3 in shallow groundwater and vanishes at the studied
location about 0.75m below the groundwater table. There-
fore, the travel-time interpretation of diurnal temperature os-
cillations results in underestimated exchange fluxes, if the
heat exchange with the unsaturated zone in shallow riparian
groundwater is not taken into account. Additional misinter-
pretations of time shift by multiples of 1 d can occur, if the
time until the diurnal signal is totally damped is longer than
one day.
Uncertainty and error sources of our field study are related

to sensor resolution as for investigations with standard tem-
perature sensors, too. The time resolution of 15min inter-
vals was sufficient to monitor the diurnal temperature signal.
In contrast to point measurements or sensor-chains with a
sensor-depth uncertainty of up to 0.02m, we know the ex-
act depth and sensor spacing of the wrapped optical fiber.
Although the depth intervals were constant over time, pos-
sible changes of the land-surface elevation at the installation
locations could be observed due to a sharp temperature con-
trast and the high vertical resolution of the wrapped optical
fiber. The high vertical resolution of the fiber-optic profil-
ers and thus the detailed detection of vertical differences of
heat transport are their main advantages. Interpretation of the
complex temperature patterns remains vague, if a single point
sensor or a chain of point sensors is applied. Conversely,
compared to standard temperature sensors with a resolution
of 0.02K, DTS data are noisier. DTS noise can be attributed
to the experimental set up namely the instrument’s sampling
resolution/spatial resolution algorithm (Tyler et al., 2009),
white and flicker noise (Suárez et al., 2011), or altering splice
connections between the wrapped fiber and the robust con-
nection cable. DTS noise and precision can be improved by

increasing the measurement time interval or by manually cal-
ibrating temperatures along the optical fiber as presented by
Suárez et al. (2011). If the amplitude of the diurnal signal is
lower than the accuracy and noise of the measurement, which
was the case below 370.7m a.s.l. at our field site, the extrac-
tion of amplitude and phase angle becomes erroneous. In
general, the exact extraction of amplitudes and phase angles
by means of dynamic harmonic regression is important and
turned out to be a robust method even for noisy DTS-data.
During sunny days, solar radiation caused warming of the
fiber-optic cables exposed to air and very shallow river wa-
ter as reported by Vogt et al. (2010b). However, the impact
of solar radiation is similar for standard temperature sensors
(Neilson et al., 2010).
Overall, we recommend high-resolution temperature pro-

filers for investigations of lateral groundwater flow close to
losing rivers by means of diurnal temperature oscillations,
especially if vertical variations of groundwater flow can be
expected. The distributed fiber-optic sensor requires only a
single sensor calibration in contrast to sensor chains at mul-
tiple single-point sensors. Moreover, the installation depth
of single-point sensors in observation wells is difficult. If
the sensor is located close to the groundwater table, the un-
saturated zone affects the temperature data, and if the sen-
sor is installed too deep, diurnal temperature oscillations are
not detectable. Therefore, the combination of high resolu-
tion field data and modeling offers a qualified approach for
investigations in the complex hydraulic and thermal environ-
ment of the shallow riparian groundwater close to losing river
sections. Our field and modeling studies demonstrate the
need for accounting thermal exchange of groundwater with
the unsaturated zone when using time-shift or amplitude at-
tenuation of the diurnal temperature signal for calculation of
flow velocities. In contrast to well-to-well artificial tracer
tests, it is impossible to understand the complex flow system
completely, when a periodic signal as natural tracer is used,
which is infiltrating over the entire riverbed at the test site.
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