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Abstract

Accurate predictions of future conditions of sewer systems are needed for efficient rehabilitation planning. For this purpose, a range of sewer deterioration models has been proposed which can be improved by calibration with observed sewer condition data. However, if datasets lack historical records, calibration requires a combination of deterioration and sewer rehabilitation models, as the current state of the sewer network reflects the combined effect of both processes. Otherwise, physical sewer lifespans are overestimated as pipes in poor condition that were rehabilitated are no longer represented in the dataset. We therefore propose the combination of a sewer deterioration model with a simple rehabilitation model which can be calibrated with datasets lacking historical
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information. We use Bayesian inference for parameter estimation due to the limited information content of the data and limited identifiability of the model parameters. A sensitivity analysis gives an insight into the model’s robustness against the uncertainty of the prior. The analysis reveals that the model results are principally sensitive to the means of the priors of specific model parameters, which should therefore be elicited with care. The importance sampling technique applied for the sensitivity analysis permitted efficient implementation for regional sensitivity analysis with reasonable computational outlay. Application of the combined model with both simulated and real data shows that it effectively compensates for the bias induced by a lack of historical data. Thus, the novel approach makes it possible to calibrate sewer pipe deterioration models even when historical condition records are lacking. Since at least some prior knowledge of the model parameters is available, the strength of Bayesian inference is particularly evident in the case of small datasets.
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**Nomenclature**

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>Unit used for year</td>
</tr>
<tr>
<td>$t$</td>
<td>Pipe age</td>
</tr>
<tr>
<td>$\tau_k$</td>
<td>Age of pipe $k$ at the last available inspection</td>
</tr>
<tr>
<td>$D_k$</td>
<td>Age of pipe $k$ when the dataset used for inference was lastly updated</td>
</tr>
<tr>
<td>$R_k$</td>
<td>Age of pipe $k$ when rehabilitation started</td>
</tr>
<tr>
<td>Symbol</td>
<td>Description</td>
</tr>
<tr>
<td>--------</td>
<td>-------------</td>
</tr>
<tr>
<td>$i = 1, \ldots, m$</td>
<td>Index of condition states (1=best, m=worst)</td>
</tr>
<tr>
<td>$c_{k\tau}$</td>
<td>Condition state (CS) of pipe $k$ observed at its age $\tau$</td>
</tr>
<tr>
<td>$C(t)$</td>
<td>Condition state of a pipe at its age $t$</td>
</tr>
<tr>
<td>$T_i$</td>
<td>(Random) pipe age at transition from CS $i$ to CS $i + 1$</td>
</tr>
<tr>
<td>$t_i$</td>
<td>Realization of $T_i$</td>
</tr>
<tr>
<td>$T_0, t_0$</td>
<td>Pipe age at construction</td>
</tr>
<tr>
<td>$S_i(t)$</td>
<td>Survival function, probability that a pipe section of age $t$ is in CS $i$ or better</td>
</tr>
<tr>
<td>$\lambda_i$</td>
<td>Rate of pipe replacement rehabilitation ($\text{a}^{-1}$) if a pipe is in condition state $i$</td>
</tr>
<tr>
<td>$\boldsymbol{\alpha}$</td>
<td>Parameter vector of the likelihood functions $L_1(\boldsymbol{\theta})$ and $L_2(\boldsymbol{\theta})$</td>
</tr>
<tr>
<td>$M_j$</td>
<td>Hyperparameter, mean of the prior of $\theta_j$</td>
</tr>
<tr>
<td>$\Sigma_j$</td>
<td>Hyperparameter, standard deviation of the prior of $\theta_j$</td>
</tr>
<tr>
<td>$N$</td>
<td>Number of pipes of a sewer network with condition records used for model parameter inference</td>
</tr>
<tr>
<td>$N_{\text{exp}}$</td>
<td>Number of pipes built per year</td>
</tr>
<tr>
<td>$P_{i\text{reh}}$</td>
<td>Probability that a pipe in CS $i$ is rehabilitated within one year</td>
</tr>
</tbody>
</table>
1 Introduction

Reliable forecasts of sewer network conditions facilitate proactive, far-sighted sewer asset management which in turn furthers an optimal balance between (future) expenses and system performance. Generally, sewer pipe conditions are related to different aspects of system performance. They constitute potential health and environmental hazards as a result of leaking pipes (Rutsch et al., 2008) as well as flooding and other hazards due to collapsing and malfunctioning pipes (Saegrov, 2005). Hence, given a specific, desired service level, knowledge about future sewer pipe conditions allows strategies for maintenance, surveillance and rehabilitation of sewers to be adjusted (Kleiner, 2001), and better estimates to be made for future operational and investment costs.

A wide range of models has been developed aiming to predict pipe deterioration. An overview of deterioration models differing in their mathematical approaches, requirements on data and mode of calibration is given by Kleiner and Rajani (2001), Rajani and Kleiner (2001) and Tran (2007). Tran (2007) classifies sewer deterioration models into (i) deterministic, (ii) artificial intelligence and (iii) statistical types, while Ana and Bauwens (2010) and Tran (2007) conclude that statistical models relying on a probabilistic relationship between model input and output data are the most feasible and most frequently applied approaches. This is basically due to the complexity of the processes responsible for sewer deterioration and the impossibility of making sufficient mechanistic parameters available over time and space. The most basic data needed to describe deterioration are condition records and corresponding pipe ages. Other explanatory variables, such as diameter, laying depth, etc., may also be relevant (Ana et al., 2009; Müller, 2002).

Unsuccessful model calibration is often attributed to a lack of suitable data for this task as discussed in Ana and Bauwens (2010) and Schmidt (2009). If datasets lack
historical records, they represent the combined effect of deterioration and rehabilitation. Consequently, model calibration requires the use of a model that accounts for all of these processes. It was demonstrated by Scheidegger et al. (2011) that naively calibrating a deterioration model on the basis of such data leads to a significant overestimation of physical lifespans. Datasets without historical records are common in practice because operators are primarily interested in the current state of the sewer network and are unaware of the usefulness of data about its deterioration history. Lack of the following information hinders the calibration of sewer deterioration models:

(i) Condition records of sewer pipes which have been replaced by new ones. The corresponding records are discarded from the database and replaced by the new information.

(ii) Condition ratings of renovated or repaired sewer pipes from the time before such action. The repaired or renovated pipes are reassessed. On the basis of this reassessment, the condition rating prior to repair or renovation is overwritten by a new (and usually better) condition rating. Thus, certain records must be excluded from the analysis.

(iii) The renovation or repair of a pipe is not recorded. The pipe is consequently assigned a better state in the subsequent condition assessment.

When a sewer deterioration model is calibrated without accounting for rehabilitation, cases (i) and (ii) lead to a ‘survival selection bias’, since pipe rehabilitation depends on the pipe condition so that slow-aging pipes are overrepresented in the dataset. The data actually available suggests longer physical lifespans. Case (iii) causes a bias simply because the condition of a pipe was improved without recording the improvement. To our experience, sewer systems which underwent extensive rehabilitation in the past are in very good overall condition including older parts of the system. The datasets comprise
often very few records of pipes in poor condition. This indicates that the sewer
population is affected by the selective effect of rehabilitation. In the present paper, we
address the lack of historical data according to cases (i) and (ii). Similar issues have been
addressed in the context of failure prediction in water supply networks (Le Gat, 2009;
Scheidegger et al., 2013). However, the proposed approaches are not readily transferable
to the modeling of sewer pipe deterioration based on condition states.

We introduce a likelihood function for parameter estimation which takes account of the
fact that the observations used for inference refer exclusively to pipes which have not
been rehabilitated in the past. To derive this likelihood function, we combine a sewer
deterioration model with a rehabilitation model. This allows us to derive probabilities of
current states affected both by deterioration and rehabilitation. Generally, our principal
approach could be applied to describe deterioration of other infrastructure if conditions
are measured on an ordinal scale.

To account for the poor identifiability of such a combined model, we apply Bayesian
inference for parameter estimation, which allows us to combine the data with prior
knowledge of model parameters. This enables us to benefit from datasets despite their
limited information content.

In this paper we focus on the systematic error created by the lack of historical data. For
the sake of simplicity we ignore explanatory variables in our model. These improve
model predictions for specific pipe cohorts (Ana et al., 2009). Neglecting explanatory
variables may cause a bias for individual pipes but not on average for the whole pipe
population. However, an extension of the model with explanatory variables can easily be
implemented. The effect of input data uncertainty has been discussed elsewhere
(Scheidegger and Maurer, 2012).
The remaining parts of this paper are organized as follows: the general concept of the combined deterioration - rehabilitation model is introduced in Section 2. In Section 3, an example is given with specific distribution assumptions. In Section 4, the model behavior is analyzed. Model results from applications with real data are presented in Section 1. Finally, we discuss the potential of our approach and give an outlook on further research needs on this topic.

2 Model description

In this section, a general formulation of the combined sewer deterioration and rehabilitation model is proposed. We use a statistical deterioration model due to the probabilistic nature of pipe deterioration. The combined model is designed to be calibrated by using only the last available observed condition states of sewer pipes which have not been rehabilitated so far. After calibration, the deterioration model can be used on its own for predicting future deterioration of the sewer pipes as it would happen without further rehabilitation.

The condition of a pipe is described by an ordinal condition rating with $m$ condition states (CS). These condition ratings are usually determined on the basis of closed circuit television (CCTV) surveys (DIN EN 13508-1, 2013) and a coding system such as specified in DIN EN 13508-2 (2011). New pipes are always assumed to be in the best CS, $C = 1$. We denote the pipe age when the transition from CS $i \geq 1$ to CS $i + 1$ occurs as $T_i$ and define the age at construction as $T_0 = t_0 = 0$. The random variable $T_i$, $1 \leq i \leq m - 1$, is characterized by the probability density function $p_i(t_i \mid t_1, ..., t_{i-1}, \theta)$ that is parameterized with the parameters included in $\theta$. The deterioration model is completely defined by these probability density functions for all $i$ and the parameter values $\theta$. Figure 1 illustrates the relevant variables for the
deterioration of a sewer pipe over the course of its lifespan introduced in Sections 2 and 3.

Figure 1. Time line of a deteriorating sewer pipe section introducing relevant variables of the proposed sewer deterioration model. The ages $t_i$ are realizations of the random variable $T_i$.

To infer the parameters statistically, a likelihood function for the observed variables has to be formulated. This function is the probability of observing the data, given a model and its parameters. As the model is completely defined by the probability density functions of the random variables $T_i$, such a likelihood function can be derived from these densities. This will be done for the condition states at a given time in Section 2.1 for the case where all historical data for parameter inference is available or where no rehabilitation has taken place so far. We refer to this likelihood as the unconditioned likelihood function. In Section 2.2, this function is extended by a rehabilitation model to make it suitable for inference with data when historical condition records are lacking. We call this likelihood conditioned likelihood function.
2.1 Unconditioned likelihood function

Since only snapshot observations of pipe conditions are available, the ages $T_i$ are not observable. The CS of a pipe at age $t$ is $C(t)$. If a pipe is inspected at age $\tau$, the data consists of the observed CS, $c_\tau$. Therefore the likelihood for a single pipe $k$ must be formulated as the probability $P(C(\tau_k) = c_{k\tau} \mid \theta)$. Assuming that each pipe deteriorates independently of others, the joint likelihood $L_1(\theta)$ of all $N$ pipes becomes:

$$L_1(\theta) = \prod_{k=1}^{N} P(C(\tau_k) = c_{k\tau} \mid \theta)$$ (1)

In the following, we derive the likelihood for a single pipe. The index $k$ and the parameter vector $\theta$ are then discarded if they do not have to be addressed explicitly.

We derive the probability $P(C(\tau) = c_\tau)$ by integrating the joint probability density $p(t_1, \ldots, t_{m-1} \mid \theta)$ of the transition ages $T_i$, $1 \leq i \leq m - 1$,

$$p(t_1, \ldots, t_{m-1} \mid \theta) = p_1(t_1 \mid \theta)p_2(t_2 \mid t_1, \theta)\ldots p_{m-1}(t_{m-1} \mid t_1, \ldots, t_{m-2}, \theta)$$ (2)

over adequate sets of transition ages. We distinguish three cases, depending on whether the pipe at age $\tau$ is in (1) the best condition state 1, (2) a condition state between 1 and $m$, or (3) the worst condition state $m$:

(1) $C(\tau) = 1$: As $T_i > \tau$ the following applies:
\[ P(C(\tau) = 1) = P(T_i > \tau) = \int_{\tau}^{\infty} p_i(t_i) dt_i \]  

(3)

(2) \[ C(\tau) = i \text{ and } 1 < i < m : \text{As } T_{i-1} \leq \tau < T_i \text{ we can write:} \]

\[ P(C(\tau) = i, 1 < i < m) = P(T_{i-1} \leq \tau < T_i) \]

\[ = \int_{0}^{\tau} \int_{t_{i-1}}^{\infty} p_i(t_i) p_{i-1}(t_{i-1} \mid t_{i-2}, \ldots, t_1) dt_i dt_{i-1} \ldots dt_1 \]  

(4)

(3) In case of \[ C(\tau) = m \text{ the following applies:} \]

\[ P(C(\tau) = m) = P(T_{m-1} \leq \tau) = 1 - \sum_{i=1}^{m-1} P(C(\tau) = i) \]  

(5)

\[ \text{2.2 Conditioned likelihood function} \]

For parameter inference, we are restricted to exclusively using the condition data of pipes \( k, k = 1 \ldots N \) which have not been rehabilitated before having reached age \( D_k \).

\( D_k \) is the age of a pipe \( k \) at which the asset dataset was lastly updated (in the following, the pipe index \( k \) is again discarded wherever possible). Sewer pipe rehabilitation is not independent of the CS. We therefore need to condition the likelihood introduced in the previous section by the fact that condition records used for inference refer exclusively to pipes which have not been rehabilitated before their age \( D \), that is

\[ P(C(\tau) = c_i \mid NR(D), \theta) \]  

(The event that a pipe has not been rehabilitated before reaching age \( D \) is abbreviated by \( NR(D) \)). According to Eq. (1), the joint likelihood

\[ L_2(\theta) \]  

of all \( N \) pipes becomes:
We rewrite the conditional probability \( P(C(\tau) = c_r \mid NR(D), \theta) \) using Bayes' theorem. This yields probabilities which permit easier interpretation:

\[
P(C(\tau) = c_r \mid NR(D), \theta) = \frac{P(NR(D) \mid C(\tau) = c_r, \theta) \cdot P(C(\tau) = c_r \mid \theta)}{\sum_{j=1}^{m} P(NR(D) \mid C(\tau) = j, \theta) \cdot P(C(\tau) = j \mid \theta)}
\]  

\( P(NR(D) \mid C(\tau) = c_r, \theta) \) is the probability that a pipe has not been rehabilitated before \( D \) given \( C(\tau) = c_r \) and \( \theta \). A model is required for this probability which we term the rehabilitation model. One possible rehabilitation model is introduced in Section 3.3.1. The probability \( P(C(\tau) = c_r \mid \theta) \) is the likelihood as described by Eq. (1).

### 3 Model example for three condition states

#### 3.1 Model assumptions

In the following, an example of the model is described on the basis of the principles introduced in the previous chapter.

For this example, the following assumptions are made:

(i) Three condition states are used (\( m = 3 \))

(ii) \( T_1 \) is Weibull distributed with the parameters shape \( \alpha \) and scale \( \beta \):
\[ p_1(t_1) = \frac{\alpha}{\beta} \left( \frac{t_1}{\beta} \right)^{\alpha-1} e^{-\left(\frac{t_1}{\beta}\right)^{\alpha}} \] (8)

(iii) The time span \( T_2 - T_1 \) a pipe spends in CS 2 does not depend on the age of the pipe and is further assumed to be exponentially distributed. Given these assumptions, \( T_2 \) for given \( t_1 \) is exponentially distributed as well with the single parameter scale \( \mu : \)

\[ p_2(t_2 | t_1) = \frac{1}{\mu} e^{-\left[(t_2-t_1)/\mu\right]} \] (9)

(iv) \( R_k \geq T_0 \) is the age of pipe \( k \) at which rehabilitation was established.

(v) The applied replacement model introduced in Section 3.3.1 is parameterized by age-invariant, condition-state-dependent rehabilitation rates \( \lambda_i \).

We would like to emphasize that we consider the combination of the processes deterioration and rehabilitation in a single model designed to improve the prediction of sewer pipe deterioration as the main innovation of our approach, and not the individual models themselves. Various stochastic deterioration models exist which describe the (random) variable \( T_i \) (Baur and Herz, 2002; Micevski et al., 2002; Mishalani and Madanat, 2002). They mainly differ in the distribution of \( T_i \) and may comprise further features such as the consideration of additional factors such as the pipe diameter and material. The suggested combinations of Weibull and exponential distributions have been used successfully to describe stepwise survival processes as done by (Mailhot et al., 2000) for modeling subsequent breaks of water supply pipes. We abstained from using a simpler approach such as age or time invariant transition probabilities. These are not
appropriate to describe the aging of sewer pipes as discussed in Trujillo Alvarez (1995). This increases the mathematical efforts, but results in an applicable model.

Our principal concept is flexible, and individual aspects of the combined model as suggested above can therefore be altered or substituted by other models in case they prove to be more suitable for a given case.

3.2 Unconditioned likelihood function

Having framed the model as outlined above, we can now specify the equations needed to calculate the unconditioned likelihood according to Eq. (1) with the parameters \( \theta = (\alpha, \beta, \mu)^T \), which in turn is required to calculate the conditioned likelihood specified by Eq. (6).

The probability \( P(C(\tau) = c, \theta) \) is calculated using Eqs. (3-5) and Eqs. (8-9) (the parameter vector \( \theta \) is discarded):

\[
P(C(\tau) = 1) = P(T_1 > \tau) = \int_{\tau}^{\infty} p_1(t_1)dt_1 = e^{-(\tau/\beta)^\alpha} \tag{10}
\]

\[
P(C(\tau) = 2) = P(T_1 \leq \tau < T_2) = \int_0^{\tau} p_1(t_1) \int_{t_1}^{\infty} p_2(t_2 | t_1)dt_2dt_1
\]

\[
= \int_0^{\tau} \alpha \left( \frac{t_1}{\beta} \right)^{\alpha-1} e^{-\left(\frac{t_1}{\beta}\right)^\alpha - \left(\frac{\tau-t_1}{\beta}\right)^\alpha} dt_1 \tag{11}
\]

\[
P(C(\tau) = 3) = 1 - P(C(\tau) = 1) - P(C(\tau) = 2) \tag{12}
\]
### 3.3 Conditioned likelihood function

The equations derived in Section 3.2 and the rehabilitation model proposed below enables us to calculate the conditioned likelihood $L_2(\theta)$ according to Eq. (6) with the extended parameter vector $\theta = (\alpha, \beta, \mu, \lambda_1, \lambda_2, \lambda_3)^T$.

#### 3.3.1 Rehabilitation model

Pipe rehabilitation depends on various factors such as (i) condition state (ii) pipe age, (iii) lack of hydraulic capacity, (iv) coordinated rehabilitation projects involving other infrastructure than sewers and (v) budget restraints. However, we assume a simple model describing rehabilitation exclusively dependent on the CS which we suppose being the major driver for rehabilitation. Further factors could be included but would be intricate to identify based on the available information. Specifically, this model describes the CS-dependent probability $P_{\text{reh}}$ that a pipe is rehabilitated within one year once rehabilitation started. We further assume that this probability is age-invariant. From this probability we derive a constant rehabilitation rate $\lambda_i$ for each CS $i$ using the following equation:

$$\lambda_i = -\log(1 - P_{\text{reh}}) \beta^{-1}$$  \hspace{1cm} (13)

Formally, the rehabilitation model describes the functional survival of the pipes, i.e. the probability that a pipe with age $t$ has not been rehabilitated. Therefore, the rehabilitation rate can be interpreted as a hazard rate. In a first step, we consider the probability $P(\text{NR}(\tau) \mid C(\tau) = c, \theta)$ that a pipe has not been rehabilitated before age $\tau$ given $C(\tau) = c$ and $\theta$. This probability depends on the pipe ages $T_i$ at which transitions
occurred, and on $\tau$. If we knew the ages $\{T_1, T_2\}$, we could specify the rehabilitation rate $\lambda(t)$ for this pipe at age $t$, $0 \leq t \leq \tau$ as:

$$
\lambda(t \mid T_1, T_2, R) = \begin{cases} 
0 & t < R \\
\lambda_1 & t \geq R, t < T_1 \\
\lambda_2 & t \geq R, T_1 \leq t < T_2 \\
\lambda_3 & t \geq R, T_2 \leq t 
\end{cases}
$$ (14)

The probability $P(NR(\tau) \mid \tau, T_1, T_2, R, \theta_{46})$ that a pipe has not been rehabilitated before $\tau$ given (i) $\tau$, (ii) the ages $\{T_1, T_2\}$, (iii) $R$ and (iv) $\theta_{46} = (\lambda_1, \lambda_2, \lambda_3)^T$ can then be calculated:

$$
P(NR(\tau) \mid \tau, T_1, T_2, R, \theta_{46}) = e^{-\int_0^{\tau} \lambda(t)dt} = \begin{cases} 
1 & \tau \leq R \\
\frac{1}{\lambda_1} e^{-\lambda_1(\tau-R)} & R \leq \tau \leq T_1 \\
\frac{1}{\lambda_1} e^{-\lambda_2(\tau-R)-\lambda_1(\tau-T_1)} & T_1 \leq \tau \leq T_2 \\
\frac{1}{\lambda_1} e^{-\lambda_3(\tau-R)-\lambda_2(\tau-T_1)-\lambda_1(\tau-T_2)} & T_2 \leq \tau \leq T_1 \\
\frac{1}{\lambda_1} e^{-\lambda_3(\tau-R)-\lambda_2(\tau-T_2)-\lambda_1(\tau-T_1)} & R \leq \tau \leq T_1 \\
\frac{1}{\lambda_1} e^{-\lambda_3(\tau-R)-\lambda_2(\tau-T_2)-\lambda_1(\tau-T_1)} & R \leq \tau \leq T_2
\end{cases}
$$ (15)

Since the ages $\{T_1, T_2\}$ are unknown and only $C(\tau)$ is given, we must multiply Eq. (15) by Eq. (2), the joint probability density of the ages $T_i$ and integrate between the bounds of integration given in Table 1 for specific observed CS $C(\tau) = c_\tau$. To condition on $C(\tau) = c_\tau$, we divide by $P(C(\tau) = c_\tau)$ or respective the joint probability $p(t_1, t_2 \mid \theta)$, see Eqs.(2, 8-9), integrated between the bounds given in Table 1. This yields

$$
P(NR(\tau) \mid C(\tau) = c_\tau, \tau, R, \theta)
$$
\[ P(\text{NR}(\tau) \mid C(\tau) = c_{i\tau}, \tau, R, \theta) = \frac{\int_{t_{1\tau}}^{t_{2\tau}} P(\text{NR}(\tau) \mid \tau, T_1, T_2, R, \theta) p(t_1, t_2, \theta) dt_2 dt_1}{\int_{t_{1\tau}}^{t_{2\tau}} p(t_1, t_2, \theta) dt_2 dt_1} \]  

Table 1. Bounds of integration for \( c_{\tau} = \{1, 2, 3\} \) to be used for the integrals of Eq. (16).

<table>
<thead>
<tr>
<th>( c_{\tau} )</th>
<th>( t_{1\tau}^u )</th>
<th>( t_{1\tau}^o )</th>
<th>( t_{2\tau}^u )</th>
<th>( t_{2\tau}^o )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>( \tau )</td>
<td>( \infty )</td>
<td>( t_1 )</td>
<td>( \infty )</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>( \tau )</td>
<td>( \tau )</td>
<td>( \infty )</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>( \tau )</td>
<td>( t_1 )</td>
<td>( \tau )</td>
</tr>
</tbody>
</table>

In the case of \( R \geq \tau \), this probability is independent of \( C(\tau) \) and we can write:

\[ P(\text{NR}(\tau) \mid R \geq \tau, \theta) = 1 \]  

(17)

In the case of \( R \leq \tau \) and \( C_{\text{obs,}C} = 1 \), we obtain the following expression:

\[ P(\text{NR}(\tau) \mid C(\tau) = 1, R \leq \tau, \theta) = e^{-\lambda_i (\tau - R)} \]  

(18)

If \( R \leq \tau \) and \( i = \{2, 3\} \), we need further to consider that the transition(s) from CS \( i - 1 \) to CS \( i \) have taken place either before or after a pipe has reached age \( R \), see Eq. (15).
The distinction between these cases is made in the numerators of Eq. (19-20) below. For example, the first summand in the numerator of Eq. (19) gives the joint probability

\[
P(NR(\tau), C(\tau) = 2 | \tau, R \leq \tau, T_1 \leq R, \theta) = 2\]  

that a pipe has not been rehabilitated before reaching age \( \tau \), and \( C(\tau) = 2 \) given that the first transition occurred when the pipe reached age \( R \) or before. Similarly, the second summand gives the same probability given that the first transition occurred when the pipe section reached age \( R \) or later.

\[
P(NR(\tau) | C(\tau) = 2, R \leq \tau, \theta) = \frac{\int_{\tau_0}^{\tau} e^{-\lambda(t) \theta} p(t, t_2 | \theta) dt_2 dt_1 + \int_{\tau}^{\infty} e^{-\lambda(t) \theta} p(t_0, t_2 | \theta) dt_2 dt_1}{\int_{\tau_0}^{\tau} p(t, t_2 | \theta) dt_2 dt_1} \tag{19}
\]

\[
P(NR(\tau) | C(\tau) = 3, R \leq \tau, \theta) = \frac{e^{-\lambda(t) \theta} \int_{\tau_0}^{\tau} p(t, t_2 | \theta) dt_2 dt_1 + e^{-\lambda(t) \theta} \int_{\tau}^{\infty} e^{-\lambda(t) \theta} p(t, t_2 | \theta) dt_2 dt_1 + e^{-\lambda(t) \theta} \int_{\tau_0}^{\tau} p(t_0, t_2 | \theta) dt_2 dt_1 + e^{-\lambda(t) \theta} \int_{\tau}^{\infty} e^{-\lambda(t) \theta} p(t_0, t_2 | \theta) dt_2 dt_1}{\int_{\tau_0}^{\tau} p(t, t_2 | \theta) dt_2 dt_1} \tag{20}
\]

So far, we have described the probability that a pipe was not rehabilitated before age \( \tau \) given the observed CS at that age. However, replacement of pipes and hence discarding of further pipe records may continue beyond pipe age \( \tau \) until the pipes reach age \( D \).

Thus, we need to consider the probability \( P(NR(D) | C(\tau) = c_\tau, \theta) \) that a pipe was not rehabilitated before age \( D \) given that \( C(\tau) = c_\tau \) and \( \theta \). To accommodate this fact, we assume that \( \lambda(t) = \lambda(\tau), t > \tau \). This assumption implies that decisions on pipe rehabilitation are made on the basis of the observed condition state \( c_\tau \). Thus, possible changes in condition states taking place at ages \( t, \tau < t \leq D \) do not affect the probability of pipe rehabilitation. This assumption allows us to calculate the probability that a pipe was not rehabilitated in the interval between age \( \tau \) and \( D \) by the following
expression (The event that a pipe has not been rehabilitated in the interval between age \( \tau \) and \( D \) is abbreviated by \( \text{NRI}(\tau, D) \)): 

\[
P(\text{NRI}(\tau, D) \mid C(\tau) = c_r, \tau, R, D, \theta) = \begin{cases} 
1 & R \geq D \\
\frac{- \int_{\tau}^{R} \lambda_r(t) \, dt}{- \int_{\tau}^{D} \lambda_r(t) \, dt} & \tau \leq R \leq D \\
\frac{- \int_{\tau}^{D - \tau} \lambda_r(t) \, dt}{- \int_{\tau}^{D - \tau} \lambda_r(t) \, dt} & R \leq \tau
\end{cases}
\]  

(21)

Finally, we calculate the probability \( P(\text{NR}(D) \mid C(\tau) = c_r, \tau, R, D, \theta) \) by multiplying Eqs. (17-20) by Eq. (21) respectively, which leads to the following general expression:

\[
P(\text{NR}(D) \mid C(\tau) = c_r, \tau, R, D, \theta) = \frac{P(\text{NR}(\tau) \mid C(\tau) = c_r, \tau, R, \theta) \cdot P(\text{NRI}(\tau, D) \mid C(\tau) = c_r, \tau, R, D, \theta)}{P(\text{NR}(\tau) \mid C(\tau) = c_r, \tau, R, D, \theta)}
\]  

(22)

Further formulations of Eq. (22) for \( R \leq \tau \) and \( c_r = \{2, 3\} \) are given by Eqs. (A.1–A.2) in the Appendix.

### 3.4 Model calibration

To estimate the model parameters, we use Bayesian inference (Bolstad, 2007; Congdon, 2006; Gelman et al., 2004). This enables us to include additional (prior) knowledge and therefore handle datasets of limited size and strength that lead to poor model identifiability with frequentist inference methods. Prior knowledge may be obtained by eliciting experts or from the results of previous studies. As Bayesian inference allows sequential updating of the posterior when new data becomes available, posteriors from precedent inferences are an optimal choice for the prior.

Prior knowledge is described by a probability density function of the parameters \( \theta \).

Generally, we assume that the prior for these parameters is distributed independently.
As there is no analytical form of the posterior distribution, numerical Monte Carlo Markov Chain techniques are applied for inference. These techniques enable us to take samples from the posterior. Statistical properties of the posterior distribution are then approximated from these samples. We used the algorithm of Vihola (2012) and the respective implementation by Scheidegger (2012) in R (R Core Team, 2012).

4 Model behavior analysis using synthetic data

In this section we analyze the model behavior to gain an understanding of the identifiability of the model parameters using synthetic data from the network condition simulator (NetCoS) (Scheidegger et al., 2011) (Section 4.1). We further address the sensitivity of the model with respect to changes in the specification of the prior (Section 4.2).

4.1 Model test using NetCoS

NetCoS can be used to benchmark different deterioration models under specific data management strategies that result in different data availabilities. We did this with the proposed model and considered replacement as the exclusive rehabilitation measure. This does not provide a ‘proof’ of model goodness for real case applications which may involve highly variable deterioration and rehabilitation processes. However, it enables us to analyze the identifiability of the model.

A synthetic dataset of a sewer network is generated by NetCoS using the parameters listed in Table 2. The first sewer pipes were installed 100 years ago and the network has been extended by $N^{\text{exp}} = 20$ pipes annually up to the present. The simulation resulted in 2000 ‘active’ sewer pipes at the end of the simulation period and 1253 replaced pipes within the simulated period. Pipe replacement was introduced 73 years after the first pipes were laid.
Only data of the ‘active’ sewer pipes are used for the inference, i.e. all replaced pipes are discarded from the dataset. The priors of the parameters $\theta$ are independently log-normally distributed with means $\mathbf{M}$ and standard deviations $\Sigma$, see Table 2. The derivation of the prior of $\theta_{1,3}$ is outlined in the first paragraph of Section 5.2. The prior of $\theta_{4,6}$ is derived from similar data of a real sewer network as outlined in the second paragraph of Section 5.2.

Table 2. Predefined parameter set used by NetCoS for data generation, as well as means $\mathbf{M}$ and standard deviations $\Sigma$ of the prior of the log-normally distributed model parameters $\theta = (\alpha, \beta, \mu, \lambda_1, \lambda_2, \lambda_3)^T$. The predefined values used for data generation correspond to the mode of the prior.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Predefined values used for data generation</th>
<th>$j$</th>
<th>$M_j$</th>
<th>$\Sigma_j$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha$</td>
<td>3.1</td>
<td>1</td>
<td>3.69</td>
<td>1.31</td>
</tr>
<tr>
<td>$\beta$</td>
<td>56.8</td>
<td>2</td>
<td>60.3</td>
<td>12.2</td>
</tr>
<tr>
<td>$\mu$</td>
<td>15.6</td>
<td>3</td>
<td>23.6</td>
<td>13.3</td>
</tr>
<tr>
<td>$\lambda_1$</td>
<td>0.011</td>
<td>4</td>
<td>0.016</td>
<td>0.008</td>
</tr>
<tr>
<td>$\lambda_2$</td>
<td>0.068</td>
<td>5</td>
<td>0.095</td>
<td>0.048</td>
</tr>
<tr>
<td>$\lambda_3$</td>
<td>0.160</td>
<td>6</td>
<td>0.224</td>
<td>0.112</td>
</tr>
<tr>
<td>$N^{exp}$</td>
<td></td>
<td>20</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

The results of the inferences are shown in Figure 2. The reduction of the variance of the parameter distribution between the prior and posterior reflects the knowledge gained from the inference. The poor identifiability of $\lambda_1$ is reflected by the almost identical shapes of the prior and posterior marginals. This can be explained by the low importance of the parameter, as discussed in Section 4.2.
Figure 3 shows distinct correlations between the model parameters $\beta, \lambda_2; \beta, \lambda_3$ and $\mu, \lambda_3$. The correlations suggest that faster deterioration of the pipes can be compensated by higher rehabilitation activity with regard to pipes in CS 2 and 3. Further insight into the importance and correlation of the parameters is gained by the sensitivity analysis discussed in Section 4.2.

In Figure 4, the results of the inference are showed as survival functions expressing the probability of a pipe being in a certain condition depending on its age. In the case of $m$ condition states, the probability that a pipe is in CS $C(t) \leq i$ is described by the survival function $S_i(t), i = 1...(m-1)$, see Eqs. A.3 and A.4 in the Appendix. On average, the model can identify the survival function parameters, as indicated by the almost identical predefined and estimated mean survival functions shown in Figure 4.

The results also indicate that considerably larger uncertainties are associated with $S_2(t)$ compared to $S_1(t)$. This fact can be explained by (i) the rather uncertain prior of $\mu$, (ii) the great importance of $\lambda_3$ and (iii) the correlation between $\lambda_3$ and $\mu$.

In the supplementary material, results are provided from simulations using the same data but the unconditioned likelihood according to Eq. (1). These results illustrate the underestimation of pipe deterioration if the rehabilitation process is neglected.
Figure 2. Prior (dashed lines) and posterior (solid lines) marginal distributions of the model parameters $\theta$. The vertical lines indicate the predefined parameter values used for data generation with NetCoS.
Figure 3. Scatter plot matrix of parameters sampled from the posterior by MCMC. All combinations of two-dimensional marginal distributions are given illustrating the correlations between the parameters. Warm colors denote regions of high probability density.
Figure 4. Predefined and estimated survival functions. The conditioned likelihood was used for inference. The gray shaded areas indicate the predefined survival functions based on the parameters in Table 2 used for data generation in NetCoS. The solid lines are the means of the estimated survival functions, and the dashed lines are the 10% and 90% quantiles based on the posterior distribution of $\theta$. Good convergence is obtained if the conditioned likelihood is used.

### 4.2 Model sensitivity to the prior

A common way of obtaining priors is to elicit them from experts (O'Hagan et al., 2006). Eliciting probability distributions is demanding and may be biased for a range of reasons (Tversky and Kahneman, 1974). There is also concern about the problem of specifying probability distributions precisely based on subjective beliefs (Rinderknecht et al., 2012). Given the evidence of the uncertainty of our prior and its insufficient description, we are concerned about the sensitivity of model outputs to the specification of prior probability distributions. Specifically, we are interested in identifying the most influential parameters specifying the location and variances of the prior distributions on model predictions. That indicates the parameters for which prior elicitation is critical.
4.2.1 Methods

Prior knowledge of the model parameters $\theta$ is described by (independent) probability distributions with mean $\mu$ and standard deviation $\sigma$. The goal is to analyze the change in model output resulting from a change in the hyperparameters $\mu$ and $\sigma$. Having specified adequate ranges for $\mu$ and $\sigma$, we draw a sample of them, assuming that they are independent and uniformly distributed. Each sample represents one possible prior. We perform inferences with each of the generated priors in combination with one specific dataset and the likelihood as specified by Eq. (6), resulting in posterior distributions each associated with one prior. We calculate the specified model outputs from each of the posterior distributions. This yields samples of influencing parameters and model outputs.

We use variance-based techniques for regional sensitivity analysis (Saltelli et al., 2000) to explore the impact of changes in $\mu$ and $\sigma$ on the model output derived from the properties of the posteriors. Different smoothing algorithms exist, allowing variance-based sensitivity coefficients to be estimated on the basis of samples of influencing parameters and corresponding model outputs (Gasser et al., 1991; Seifert and Gasser, 1996, 2000). We used Kernel Regression Smoothing with an Adaptive Plug-in Bandwidth algorithm implemented by Herrmann and Maechler (2011) in the statistics and graphics language and environment R (R Core Team, 2012).

Using MCMC for inference is computationally demanding even for small datasets. To overcome this limitation, we apply importance sampling to extend the MCMC-based results for one prior to the others (Robert and Casella, 2010). This permits us to efficiently approximate posterior distributions for extensive realizations of priors on the basis of one or a few samples drawn from posteriors by MCMC with different priors. We calculate the effective sample size (ESS) for every posterior distribution generated by
importance sampling (Robert and Casella, 2010). The ESS is a useful measure for examining the worth of the samples generated by this technique. In cases of unacceptably low ESS, the respective samples were substituted by samples generated by MCMC.

As the model output, we focus on the ages at which 50% of the pipes are transferred from CS 1 to 2 and 2 to 3, respectively. Another relevant property is the standard deviation of the pipe ages at these transitions. As the inference yields the distribution of $\Theta$, the model output also has a distribution. Therefore, we consider the mean and the standard deviation of

(i) the age at which 50% of the pipes pass from CS 1 to CS 2 (median pipe age when CS changes from 1 to 2)

(ii) the age at which 50% of the pipes pass from CS 2 to CS 3 (median pipe age when CS changes from 2 to 3).

We further consider the mean of

(iii) the standard deviation of the pipe age when CS changes from 1 to 2

(iv) the standard deviation of the pipe age when CS changes from 2 to 3.

4.2.2 Results

The sensitivity analysis is performed by using the same synthetic dataset used in the analysis discussed in Section 4.1. We refer our analysis to the prior specified in Table 2.

The possible variations of the hyperparameters $\mathbf{M}$ and $\Sigma$ are defined by the ranges shown in Table 3, which correspond to a deviation of +/- 50% from the hyperparameters specifying the given prior. Our analysis is based on 10,000 randomly sampled priors, given that $\mathbf{M}$ and $\Sigma$ are independently and uniformly distributed within the intervals.
Table 3. Lower and upper limits $a, b$ of the hyperparameters $\mathbf{M}$ and $\Sigma$. See also Table 2.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Hyperparameter</th>
<th>Lower limit $a$</th>
<th>Upper limit $b$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha$</td>
<td>$M_1$</td>
<td>1.84</td>
<td>5.53</td>
</tr>
<tr>
<td></td>
<td>$\Sigma_1$</td>
<td>0.65</td>
<td>1.96</td>
</tr>
<tr>
<td>$\beta$</td>
<td>$M_2$</td>
<td>30.2</td>
<td>90.5</td>
</tr>
<tr>
<td></td>
<td>$\Sigma_2$</td>
<td>6.12</td>
<td>18.4</td>
</tr>
<tr>
<td>$\mu$</td>
<td>$M_3$</td>
<td>11.8</td>
<td>35.4</td>
</tr>
<tr>
<td></td>
<td>$\Sigma_3$</td>
<td>6.66</td>
<td>20.0</td>
</tr>
<tr>
<td>$\lambda_1$</td>
<td>$M_4$</td>
<td>0.008</td>
<td>0.023</td>
</tr>
<tr>
<td></td>
<td>$\Sigma_4$</td>
<td>0.004</td>
<td>0.012</td>
</tr>
<tr>
<td>$\lambda_2$</td>
<td>$M_5$</td>
<td>0.048</td>
<td>0.142</td>
</tr>
<tr>
<td></td>
<td>$\Sigma_5$</td>
<td>0.024</td>
<td>0.071</td>
</tr>
<tr>
<td>$\lambda_3$</td>
<td>$M_6$</td>
<td>0.111</td>
<td>0.335</td>
</tr>
<tr>
<td></td>
<td>$\Sigma_6$</td>
<td>0.056</td>
<td>0.168</td>
</tr>
</tbody>
</table>

The results in terms of relative sensitivity coefficients relating to the model outcomes specified above are summarized in Table 4. In general, high sensitivity coefficients associated with specific hyperparameters reflect either (i) high importance of the corresponding parameters, (ii) low identifiability of the corresponding parameters, or (iii) a combination of both. In turn, low sensitivity coefficients indicate low importance and/ or good identifiability. From the results shown in Table 4 we can see that the hyperparameters defining the locations of the model parameters $\beta, \mu, \lambda_2$ and $\lambda_3$ have relative sensitivities higher than 0.1 and can be labeled as important. Furthermore, the standard deviation of the median pipe ages when CS changes from 1 to 2 is also sensitive to the standard deviation of the prior of $\lambda_2$ ($S_3$), and similarly, the standard deviation of the median pipe age when CS changes from 2 to 3 is sensitive to the standard deviation of the prior of $\lambda_3$ ($S_6$). From this sensitivity analysis we can
conclude that prior knowledge of the means of the model parameters $\beta, \mu, \lambda_2$ and $\lambda_3$
as well as the standard deviations of $\lambda_2$ and $\lambda_3$ have a decisive influence on the
outcome of the parameter inference. All other hyperparameters are of minor sensitivity
and importance.
Table 4. Relative sensitivities of model results to the hyperparameters $\mathbf{M}$ and $\mathbf{\Sigma}$ of the prior distributions of the model parameters $\mathbf{\theta} = (\alpha, \beta, \mu, \lambda_1, \lambda_2, \lambda_3)^T$.

Relative sensitivities $>0.1$ are highlighted.

<table>
<thead>
<tr>
<th>Model result</th>
<th>$\alpha$</th>
<th>$\beta$</th>
<th>$\mu$</th>
<th>$\lambda_1$</th>
<th>$\lambda_2$</th>
<th>$\lambda_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\mathbf{M}_1$</td>
<td>$\mathbf{\Sigma}_1$</td>
<td>$\mathbf{M}_2$</td>
<td>$\mathbf{\Sigma}_2$</td>
<td>$\mathbf{M}_3$</td>
<td>$\mathbf{\Sigma}_3$</td>
</tr>
<tr>
<td>Mean of the median pipe age when CS changes from 1 to 2</td>
<td>0.003</td>
<td>0.001</td>
<td>0.362</td>
<td>0.040</td>
<td>0.067</td>
<td>0.010</td>
</tr>
<tr>
<td>Standard deviation of the median pipe age when CS changes from 1 to 2</td>
<td>0.017</td>
<td>0.003</td>
<td>0.087</td>
<td>0.001</td>
<td>0.002</td>
<td>0.008</td>
</tr>
<tr>
<td>Mean standard deviation of the pipe age when CS changes from 1 to 2</td>
<td>0.027</td>
<td>0.005</td>
<td>0.333</td>
<td>0.045</td>
<td>0.085</td>
<td>0.013</td>
</tr>
<tr>
<td>Mean of the median pipe age when CS changes from 2 to 3</td>
<td>0.008</td>
<td>0.001</td>
<td>0.315</td>
<td>0.035</td>
<td>0.216</td>
<td>0.034</td>
</tr>
<tr>
<td>Standard deviation of the median pipe age when CS changes from 2 to 3</td>
<td>0.019</td>
<td>0.004</td>
<td>0.110</td>
<td>0.002</td>
<td>0.012</td>
<td>0.042</td>
</tr>
<tr>
<td>Mean standard deviation of the pipe age when CS changes from 2 to 3</td>
<td>0.017</td>
<td>0.003</td>
<td>0.245</td>
<td>0.029</td>
<td>0.312</td>
<td>0.050</td>
</tr>
</tbody>
</table>
5 Model application

5.1 Data

The data for the practical application discussed in the present chapter derives from a utility in which systematic, extensive rehabilitation of the sewer network was introduced in the mid-eighties and has continued to the present. We used a subset of the data comprising more than 6700 pipes made of spun concrete with diameters of 800 mm or less. For this group of pipes, only replacement was applied as a rehabilitation measure. The utility aims to replace pipes which are in CS 2 and 3 due to their structural deficits within few years. Condition records of sewer pipes replaced in the past are no longer available. Pipe conditions are rated according to VSA (2007) which is based on DIN EN 752 (2008). The rating system comprises five condition levels assessed on the basis of CCTV records (DIN EN 13508-1, 2013) as specified in DIN EN 13508-2 (2011). We aggregated pipes in the two best and two worst condition classes to one condition class respectively. This was done (i) to avoid identifiability problems, and (ii) due to the intricate prior elicitation which becomes more demanding as more condition states are considered. The age and condition distributions shown in Figure 5 indicate a very good overall condition of the sewer network, including older parts. This is due to the extensive rehabilitation.
Figure 5. Condition and age distributions in absolute and relative fractions of the real case dataset used for inference. Pipe conditions are rated according to VSA (2007), which comprises five condition classes. The two best and two worst condition classes are aggregated to CS 1 and CS 3, respectively.

5.2 Prior elicitation of model parameter distributions

Prior knowledge of the parameters $\theta_{13} = (\alpha, \beta, \mu)^T$ defining the aging behavior were elicited from seven engineers with expertise in the assessment of sewer conditions and rehabilitation (Arreaza Bauer, 2011). The methodologies for expert elicitation and aggregation of several expert opinions to one (inter-subjective) prior were used as applied by Scholten et al. (2013) for water supply mains. Specifically, partial pooling
(Gelman and Hill, 2009) was used for aggregation. The prior distributions of $\theta_{1,3}$ are based on elicited 5, 25, 50, 75 and 95% quantiles of $T_1$ and $T_2$ of concrete sewer pipes irrespective of any further pipe characteristics and influencing factors such as construction period, diameter, traffic load, etc. Results from the individual interviews are shown in Figure B.1 in the Appendix and further described by Arreaza Bauer (2011).

The prior parameters are assumed to be independently log-normal distributed with mean $M_{1,3}$ and standard deviations $\Sigma_{1,3}$. We selected log-normal distributions to describe the priors as the parameters $\theta_{1,3}$ cannot be negative. The values for $M_{1,3}$ and $\Sigma_{1,3}$ gained by elicitation and subsequent aggregation of the individual expert estimates correspond to those used in the simulations discussed in Section 4.1, see Table 2.

While using rather generic (inter-subjective) prior knowledge about sewer pipe deterioration, we formulated priors for the parameters $\theta_{4,6} = (\lambda_1, \lambda_2, \lambda_3)^T$ based on information from the utility of the sewer network considered here. According to statements by employees of the utility, the rehabilitation activity was approximately constant in the period from the mid-eighties until the present. Given this evidence, we used data from current rehabilitation planning indicating which sewer pipes will be replaced within a planning horizon of five years. Table 5 shows the numbers and percentages of sewer pipes in CS $i$ which will be or have been replaced in this five-year planning period. The respective averaged percentages can be formulated as rehabilitation rates $\lambda_i$ using Eq. (14) and setting the percentages equal to the probability $P_{i}^{reh}$ that a pipe in CS $i$ is rehabilitated within one year. Since $\theta_{4,6}$ are zero or positive, we assume the parameters to be independently log-normally distributed with means $M_{4,6}$ and standard deviations $\Sigma_{4,6}$. Since we have no reliable evidence for the uncertainty of $\theta_{4,6}$,
we further assume that $\Sigma_{46} = \frac{M_{46}}{2}$. The values obtained for $\theta_{46}$ based on the numbers given in Table 5 can be considered as our best knowledge and hence as the most probable values. We therefore set these values equal to the modes of the log-normally distributed priors of the parameters $\theta_{46}$ and derive from these the means $M_{46}$ and standard deviations $\Sigma_{46}$. The derived values for $M_{46}$ and $\Sigma_{46}$ are included in Table 5.

Table 5. Total numbers of pipes in CS $i = 1,2,3$, percentages of pipes in CS $i = 1,2,3$ to be replaced within the planning period from 2011 to 2015 and hyperparameters $M_{46}$ and $\Sigma_{46}$.

<table>
<thead>
<tr>
<th>CS</th>
<th>total number of pipes</th>
<th>Percentages of pipes to be replaced (%)</th>
<th>2011</th>
<th>2012</th>
<th>2013</th>
<th>2014</th>
<th>2015</th>
<th>Mean</th>
<th>Hyperparameters $j$</th>
<th>$M_j$</th>
<th>$\Sigma_j$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>6383</td>
<td></td>
<td>0.3</td>
<td>0.4</td>
<td>0.5</td>
<td>0.6</td>
<td>0.3</td>
<td>0.4</td>
<td>4</td>
<td>5.70∙10^{-3}</td>
<td>2.85∙10^{-3}</td>
</tr>
<tr>
<td>2</td>
<td>334</td>
<td></td>
<td>3.0</td>
<td>0.9</td>
<td>3.0</td>
<td>4.2</td>
<td>0.3</td>
<td>2.3</td>
<td>5</td>
<td>3.22∙10^{-2}</td>
<td>1.61∙10^{-2}</td>
</tr>
<tr>
<td>3</td>
<td>4</td>
<td></td>
<td>50.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>10.0</td>
<td>6</td>
<td>0.15</td>
<td>7.36∙10^{-2}</td>
</tr>
</tbody>
</table>

5.3 Results of the inference

Figure 6 shows both inferred survival functions and the mean of the survival functions as suggested by the prior. The estimated survival functions suggest a shorter residence time in CS 2 but a longer total physical lifespan (defined here as the age a pipe at transition to CS 3) compared to the prior. The resulting median physical lifespan of approximately 95 years appears to be realistic, knowing that strict quality control procedures are in place in this utility. Again, $S_2(t)$ is much more uncertain than $S_1(t)$ for the possible reasons already discussed in Section 4.1. The figure illustrates further the estimated mean probability that a pipe with age $t$ is not replaced. This survival function represents the functional survival of the pipes.
Figure 7 shows prior and posterior marginal distributions of the model parameters. The low identifiability of $\hat{\lambda}_1$ is also apparent here. The locations of both posterior marginal distributions of $\hat{\lambda}_2$ and $\hat{\lambda}_3$ are clearly shifted towards larger values. As it reveals from Table 5, only 5.0% of the pipes are currently in CS 2 and 0.06% are in CS 3. Thus, rather high replacement rates $\hat{\lambda}_2$ and $\hat{\lambda}_3$ do not necessarily imply that an unrealistically large number of pipes has been replaced. We admit that the prior of $\hat{\lambda}_3$ is derived on the basis of very few records. It can be expected that more pipes, particular pipes in CS 3, are replaced until 2015 than indicated by Table 5 if further pipes are observed to be in CS 3 in this period. This would explain that the posteriors suggest higher rehabilitation rates than the priors.

To show the relevance of considering pipe rehabilitation, we also performed an inference with the unconditioned likelihood function according to Eq. (1). Figure 8 shows the corresponding estimated survival functions together with the mean of the survival functions as described by the prior. The effect of ignoring pipe rehabilitation is evident, as we obtain a completely unrealistic median physical lifespan of approximately 440 years. The difference between Figure 6 and Figure 8 reflects the substantial rehabilitation carried out by the utility in the past. As a consequence only a relatively small number of pipes is in CS 2 and even less in CS 3. Rehabilitation leads to a selection effect on pipes (the worse the condition of a pipe the more likely is its replacement) so that slow-aging pipes are over-represented in the data. The fact that rehabilitation depends on the CS is further reflected by a more distinct bias of $S_2(t)$ compared to $S_1(t)$. This is confirmed by the results obtained from the analysis with NetCoS, see supplementary material.
Figure 6. Mean of the prior and estimated survival functions. The conditioned likelihood was used for inference. The gray shaded areas indicate the mean of the survival functions described by the prior. The black solid lines are the means of the estimated survival functions and the dashed lines are the 10% and 90% quantiles based on the posterior distribution of $\theta$. The white line describes the mean probability that a pipe with certain age is not rehabilitated based on the posterior distribution of $\theta$. 
Figure 7. Prior (dashed lines) and posterior (solid lines) marginal distributions of the model parameters $\theta$. 
Figure 8. Mean of the prior and estimated survival functions. The unconditioned likelihood was used for inference. The gray shaded areas indicate the means of the survival functions described by the prior. The solid lines are the means of the estimated survival functions and the dashed lines are the 10% and 90% quantiles based on the posterior distribution of $\theta$. The estimated physical lifespan is unrealistically high.

6 Discussion

We introduced a sewer deterioration model to deal with missing historical records of sewer conditions. We approached the problem by conditioning the likelihood on the fact that we only use condition data from pipes that have *not* been rehabilitated. A rehabilitation model was needed to calculate the conditioned likelihood. We applied Bayesian inference to identify the model. Our results show that the proposed deterioration model copes satisfactorily with a lack of historical records of sewer conditions. We will discuss the results and the limitations of our model in more detail below.
6.1 Explicit consideration of past rehabilitation

In practice, the availability of asset data is often less than optimal, and historical records of maintenance and rehabilitation are very often missing. We consequently developed our model to deal with two important shortcomings: (i) lack of historical data and (ii) small datasets. When rehabilitation is not considered adequately, the lack of historical data leads to a systematic overestimation of sewer life spans, as previously reported (Scheidegger et al., 2011; Schmidt, 2009). In this article, we show that this bias can be removed by combining the deterioration model with a rehabilitation model, and that parameters can be estimated when combining prior information with data via Bayesian inference. Two examples are used to demonstrate these points.

In the first example, we applied the proposed model to a well-defined synthetic dataset generated on the basis of the same underlying models for deterioration and rehabilitation of the sewer network as were used for the inference. Very good compliance is obtained between the estimated survival functions and the predefined ones used for data generation. We would stress that other models that do not consider rehabilitation failed to reproduce the original parameter values for this idealized data generated by NetCoS as revealed by Scheidegger et al. (2011).

We further applied the model to data of a real sewer network which underwent extensive rehabilitation in recent decades. Without considering these rehabilitations in the model, the data suggests extremely long and unrealistic physical life spans. However, the proposed model effectively compensates for the bias, resulting in realistically estimated life spans.
6.2 Model identifiability and limitations

We did not succeed in estimating the model parameters by frequentist inference, e.g. by maximizing the likelihood. The main reason is that the available datasets do not contain enough information to estimate the rehabilitation rates independently of the parameters defining the deterioration. Thus, a Bayesian approach to include prior knowledge is needed for parameter inference. The use of expert knowledge on pipe deterioration has already been proposed by Herz (1995) and Kleiner (2001) in the case of scarce data and information availability. In this sense, we used an approach which allows us to exploit the best available (expert) information and to update this knowledge by inferences from data.

In order to estimate the quantitative influence of the prior on the parameter inference, we performed a sensitivity analysis and identified the most influential hyperparameters. Knowledge about the importance of the hyperparameters may be useful when elaborating a concept for eliciting prior knowledge. Elicitation and quantification of prior knowledge was outside the scope of this paper and may be found in O'Hagan et al. (2006), Rinderknecht et al. (2011, 2012) and Scholten et al. (2013). We assume that the deterioration of sewer pipes does not differ fundamentally between similar sewer networks in similar regions. Thus, prior knowledge based on different expert opinions or datasets appears meaningful. However, we have experienced that the rehabilitation strategy may differ substantially between different utilities. Prior knowledge of rehabilitation thus needs to be acquired carefully for each individual case.

By analyzing the model with the aid of synthetic data, we gained important insights into its behavior. However, the synthetic data probably do not reflect the variability of real data. So the results do not necessarily imply that the model will perform well in real life. Nevertheless, the model shows promising performance when applied to real data.
lacking historical records. Even though we recognized a considerable shift in the location of the posteriors of model parameters defining the rehabilitation rates in relation to the priors, the available data gives no indication of possible deficits in the model structure.

We implemented a very simple rehabilitation model, assuming age-invariant and exclusively condition-dependent rehabilitation rates. In reality, it is probable that the rehabilitation strategy and hence the rehabilitation rates vary over time. It is important to keep in mind that the model does not aim to identify past rehabilitation but to determine deterioration as accurately as possible from the available information. However, the rehabilitation model could be substituted by a more complex model if useful. Further insight into the deficits of the model structure may be gained by using NetCoS and introducing variability to the user-defined processes deterioration and rehabilitation driving the data generator. This would allow the supposed variability of real data to be emulated. Similarly, exceptional real cases comprising both extensive rehabilitation in the past and historical data may extend our knowledge of the model behavior. In this case, the results could be compared by using (i) the unconditioned likelihood (of the deterioration model alone) in combination with the dataset including the historical records, and (ii) the conditioned likelihood (of the combined deterioration-rehabilitation model) and the data without historical records.

The proposed deterioration model may also be substituted by another one or extended by a range of additional features. These could include the incorporation of additional factors influencing deterioration, and consideration of more than one observed condition state per sewer line, allowing more accurate predictions and considerably extending its application.
7 Conclusions

- If datasets lack historical records, sewer life spans are overestimated if the applied model does not account for the combined effect of deterioration and rehabilitation. The proposed combined deterioration and rehabilitation model effectively compensates for the bias in estimated life span.

- The inclusion of prior knowledge is a necessity due to the limited information in the data and therefore the limited identifiability of the model parameters. Since at least some prior knowledge is available, the strength of Bayesian inference is obvious, in particular in the case of small datasets.

- The analysis of model sensitivity to the prior revealed that the inference results are mainly influenced by the means and only partly by the standard deviations of the priors of four out of six model parameters. This result can facilitate the knowledge elicitation process from experts, since the elicitation of parameter uncertainty is more challenging than merely eliciting its mean.

- The applied importance sampling technique for sensitivity analysis permitted an efficient implementation of regional sensitivity analysis with reasonable computational demand.

- The approach presented here is flexible and allows individual aspects to be substituted and extended. Consideration of (i) more than three condition classes, (ii) two or more subsequently observed condition states per sewer pipe, and (iii) additional factors influencing pipe deterioration such as pipe material and diameter may be relevant to a broader range of applications.
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Appendix A: Equations

\[
P(NR(D) \mid C(\tau) = 2, R \leq \tau, D, \theta) = \frac{\int_{0}^{\infty} \int_{0}^{\tau} e^{-\lambda_{2}(\tau-R)} p(t_1, t_2 \mid \theta) dt_2 dt_1 + \int_{0}^{\infty} e^{-\lambda_{2}(\tau-t)} \int_{0}^{\tau} e^{-\lambda_{2}(\tau-t)} p(t_1, t_2 \mid \theta) dt_1 dt_2}{\int_{0}^{\infty} \int_{0}^{\tau} e^{-\lambda_{2}(\tau-t)} p(t_1, t_2 \mid \theta) dt_1 dt_2} \cdot e^{-\lambda_{2}(D-\tau)}}
\]

\[
= \frac{\int_{0}^{\infty} \int_{0}^{\tau} e^{-\lambda_{2}(\tau-R)} \int_{0}^{(\alpha-1)} e^{-(t_1/\beta)'^{\prime}-(t-t_1)/\mu} dt_1 + \int_{0}^{\tau} \int_{0}^{(\alpha-1)} e^{-\lambda_{2}(t_1-R)-\lambda_{2}(t-t_1)-(t_1/\beta)'^{\prime}-(t-t_1)/\mu} dt_1}{\int_{0}^{\infty} \int_{0}^{(\alpha-1)} e^{-(t_1/\beta)'^{\prime}-(t-t_1)/\mu} dt_1} \cdot e^{-\lambda_{2}(D-\tau)}}
\]
\begin{align}
P(\text{NR}(D) \mid C(r) = 3, R \leq r, D, \theta) &= e^{-\lambda(t-\tau)} \int_{t_0}^{t_1} p(t, t_1 \mid \theta) dt_1 dt_1 + \int_{t_0}^{t_1} e^{-\lambda(t_1-R)} t_1 \int_{t_0}^{t_1} \int_{t_0}^{t_1} [e^{-\lambda(t_1-R)} p(t, t_2 \mid \theta)] dt_2 dt_2 dt_1 + \int_{t_0}^{t_1} e^{-\lambda(t_1-R)} t_1 \int_{t_0}^{t_1} \int_{t_0}^{t_1} [e^{-\lambda(t_1-R)} p(t, t_2 \mid \theta)] dt_2 dt_2 dt_1 \\
&= \frac{e^{-\lambda(t-\tau)} \int_{t_1}^{t_1} \int_{t_0}^{t_1} [e^{-\lambda(t_1-R)} p(t, t_2 \mid \theta)] dt_2 dt_2 dt_1}{\int_{t_0}^{t_1} p(t, t_1 \mid \theta) dt_1 dt_1} e^{-\lambda(t-\tau)} \\
S_1(t \mid \theta) &= P(T_1 > t \mid \theta) = \int_{t_0}^{t_1} p(t_1 \mid \theta) dt_1 = e^{-\lambda(t-\tau)} \\
S_2(t \mid \theta) &= P(T_2 > t \mid \theta) = \int_{t_0}^{t_1} p(t_1 \mid \theta) \int_{t_0}^{t_1} p(t_2 \mid t_1, \theta) dt_2 dt_1 \\
&= e^{-\lambda(t-\tau)} + \left( \frac{\alpha}{\beta} \right) e^{-\left( \frac{\alpha}{\beta} \right) t_1} \\
\end{align}
Appendix B: Figures

Figure B.1. Quantiles of pipe ages $T_1$ and $T_2$ for concrete pipes elicited from seven experts. The quantiles were partly elicited as single values and partly as ranges, see Arreaza Bauer (2011) and Scholten et al. (2013). In one case, only $T_1$ was elicited (second graph). In some cases, $T_2$ is smaller or equal to $T_1$, $T_2 \leq T_1$. This is due to the difficulty of expressing quantities in form of quantiles and to neglecting a consistency check in the interview protocol to ensure that $T_2 > T_1$. 
Supplementary material - additional results

The figure below shows supplemental results of the example discussed in section 4.1 in form of survival functions. The same data was used but using the unconditioned likelihood according to Eq. (1). The figure illustrates the bias obtained if the pure deterioration model is used in combination with data affected by both deterioration and rehabilitation.

Figure 1. Predefined and estimated survival functions. The unconditioned likelihood was used for inference. The gray shaded areas indicate the predefined survival functions based on the parameters in Table 2 used for data generation in NetCos. The solid lines are the means of the estimated survival functions, and the dashed lines are the 10 % and 90 % quantiles based on the posterior distribution of \( \theta \). The estimated survival functions are biased suggesting considerably longer sojourn times in CS 1 and 2.