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The task is not so much to see
what no one has yet seen;

but to think what nobody has yet thought,
about that which everybody sees.
Erwin Schrödinger (1887-1961)
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Abstract

Short-wavelength light sources (VUV, DUV, EUV, and X-rays) have dramatically impacted on
material- and bio-analytics, enabling the possibility of retrieving the structure of molecules and
proteins, the valence state of elements, the kinetics of electronic transitions, and intermediate
states of reactive pathways. Further, the   150nm wavelength has offered access to nano-scale
imaging and also visualization of the internal structure of samples by means of tomography.

Besides such remarkable impact in science, industry has also benefited too. The semiconductor
industry is striving for extending the growth leveraged on deep UV lasers, and move on towards
Extreme UV at λ �13.5nm for advanced nano-patterning. The latter resides on hopes for
technology readiness of powerful 150–300W EUV sources for high volume manufacturing of
nano-chips. Besides patterning sources, also technology readiness of compact EUV lasers for
mask defect metrology, is not fulfilled. Mask defectivity degrades the production yield and has
thus huge economic relevance.

Advanced X-ray sources, e.g. synchrotron, have the advantage of high brightness and spectral
tunability. Unfortunately, the construction and running costs of third and fourth generation
synchrotrons are prohibitive for a single research group or industrial enterprise, i.e. 0.5-1.5
billion Swiss francs. Furthermore, it is impossible obtaining frequent measurement shifts at any
of the few worldwide installations.

Fortunately, the perspective to engineer table-top EUV laser setups is at hand. Indeed,
micro-plasmas are bright sources of radiation. In brief, a powerful pump pulse (approx. 1 TW)
directed on a target material generates a rapidly expanding brilliant micro-plasma. The plasma
emissivity is largely in the X-ray domain, and shaping the plasma as a 50-by-100µm by 15mm
”column” leads to laser action. In fact, if the focal spot is a line, the elongated geometry of the
plasma medium is favorable to support amplified spontaneous emission across its length, up to
output brightness as high as 6 orders of magnitudes larger than the synchrotron’s!

Plasma-based laser action is thus attractive as a platform for advanced analytical technologies,
such as X-ray nano-scale imaging and spectroscopy on a table-top. Tremendous progress has
been made, such that nowadays wavelengths as low as λ � 6 nm (ca. 200eV photon) are possible
on a table-top setup. The technology readiness of plasma XUV lasers is, however, still at research
level. Fundamental and applied aspects on plasma-lasing are presented in this habilitation thesis,
showing that some intrinsic trade-offs were overcome in my research.

A computational study was performed here to understand the effect of parameters such as
the pump-pulse shape, duration and delay, and the plasma temperature and density controlling
the laser action, until the obtainment of a saturated XUV laser output. The line focus generation
was also simulated and compared to experimental data. A scaling-law was obtained, function of
the plasma column geometry, to predict the saturation limit in short-wavelength plasma-lasing.

It emerged that for scaling-down the wavelength, large angles of target-incidence are essential
to penetrate the pump deep into the plasma. On the other hand, to maximize the interaction
length between the pump and the plasma medium, and have better efficiency, a small target-
incidence irradiation is preferred. The fundamental conclusion was a trade-off between wavelength
scalability vs. efficiency of the plasma laser. However, by adopting a ”traveling-wave excitation”
scheme such trade-off was overcome in this work.

An applied part on the plasma-laser imaging, combined with design-adapted objectives,
concludes the present study. The ultimate nano-scale resolution was dictated by both the
diffraction-limited and the wavefront-limited resolution, which imposed a combined study of
both the source and the optics. A demonstrator is shown as well as experimental imaging results
on a Siemens star reference sample. Besides imaging applications, spectroscopy with X-ray
pulses with bimodal spectra (”two-color”) is also shown as an additional benefit from plasma
lasing.
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1. INTRODUCTION

Unpublished. Main themes here:

— Fundamentals on X-ray Lasing

— Fundamentals on Plasmas

— Research Gap and Aims of this Research Program

Laser is slightly more than half a century technology, which developed from a niche break-
through in atomic spectroscopy to an enabling technology for the industry and society. Enabling
technologies are key platforms that have epochal impact, linking academia to industry and society.
The ability to probe and manipulate the spatial and temporal distribution of a pulse of photons
found immediate application in material science, spectroscopy, microscopy, medicine, measure-
ment, sensing and ranging, entertainment, to quote but a few. Enabling technologies are the
technology transfer of a long scientific and engineering process, initiated with a ground-breaking
proof-of-concept.

A discussion on light sources must begin with a major distinction between laser sources
(coherent) and lamps ones (incoherent): the former rely on stimulated emission while the
latter on spontaneous fluorescence. Laser sources have, besides a well-defined phase relation, a
collimated emission, a narrow bandwidth (a color!), and and with that an enhanced brightness.
Commercially available laser systems offer the shortest wavelength in the DUV/VUV with the
excimer lasers, e.g. the ArF’s 193nm in wavelength (6.4eV in photon energy) or F2 at 157nm
(7.9eV). For higher photon energies, i.e. shorter wavelength, there is no laser option at-hand. On
the other hand, incoherent sources are already well represented in the short-wavelength domain,
such as extreme ultraviolet or X-rays lamps.

X-rays have dramatically modified material and bio- chemistry, by enabling the possibility
of studying the structure of molecules and proteins, the valence state of elements, the kinetics
of electronic transitions, and intermediate states of reactive pathways. Further, the reduced
wavelength has offered access to nano-scale imaging and the internal structure of samples by
tomography. The use of laser-like radiations, such as the synchrotron, has added the advantage
of high brightness (Fig. 1.2) and spectral selectivity thanks to a tunable narrow-line beam. It is
therefore of major advantage the perspective to demonstrate laser action in compact ”table-top”
setups.

Besides the scientific impact, industry would benefit too. The semiconductor industry is
striving for moving on towards next generation lithography in due time to sustain growth trends.
This is not only a matter of high volume manufacturing sources, but implies access to lab-scale
bright EUV sources for mask defect inspection. The production yield is indeed a function of
lithographic throughput and yield. With many workers having demonstrated the feasibility of
lithography in the EUV, the remaining challenge is that of scaling-down the short-wavelength
sources.
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Fig. 1.1: Principle of the plasma lasing process. A pump laser irradiates a target with a line-focus. A hot
and dense plasma column is formed and sustain high-gain single-pass amplified spontaneous
emission.

Fig. 1.2: Comparison of the brightness of a number of coherent light sources, and for reference lamps
such as a candle, a bulb, a the sun. The plasma laser is also depicted in the RHS panel.
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Fig. 1.3: Worldwide plasma-based X-ray laser facilities based on compact architecture (Multi-TW and
PW systems are excluded), with output wavelengths as a function input pump energy. The
results refer to the stand-of-technology in 2010. Experimental results are compared with the
computational prediction.

The imbalance between stimulated and spontaneous emission at short-wavelength is however
a fundamental fact well explained via Einstein’s theory. Indeed, the ratio between spontaneous
rate (Aul) and stimulated emission (Bul) for a transition from upper (u) to lower (l) atomic
level, as expressed using Einstein’s coefficients, scales with the wavelength (λ) as follows:

Aul
Bul

� 8πh

λ3
(1.0.0.1)

The ratio in Eq. 1.0.0.1, which defines the equilibrium radiation energy-density per unit
volume per unit frequency as from Planck’s theory, scales with a cubic dependence on wavelength,
such that short-wavelength stimulated emission is cubically harder to achieve in favor of the
spontaneous emission rate. The generation of short-wavelength coherent photons is thus a
formidable challenge because demands fast and intensive pumping. The experimental rule of
thumb is such that for a factor of 2 reduction of wavelength in the XUV, approx. a factor of 10
higher pumping energy is required as shown in Fig. 1.3.

Scaling-down the current lasing barrier on a commodity setup seemed originally impossible
because no solid, liquid, or gaseous materials can be used as gain medium for lasing in such
short-wavelength range. To further complicate the task, also reflective optics potentially used for
the laser cavity, are not more than 50% efficient in the XUV and soft X-ray range. Eventually,
the solution for short-wavelength lasing has been that of utilizing ”transient ensembles” such as
laser-produced or discharge-produced plasmas as high-gain single-pass (no cavity) amplification
media (Fig. 1.1). A powerful pump pulse (approx. 1 TW) directed on a target material generates
a rapidly expanding brilliant micro-plasma. The plasma emissivity is largely in the X-ray domain,
and shaping the plasma as a 50-by-100µm by 15mm ”column” leads to laser action. In fact, if
the focal spot is a line, the elongated geometry of the plasma medium is favorable to support
amplified spontaneous emission across its length, up to output brightness as high as 6 orders of
magnitudes larger than the synchrotron’s!

Coherent X-ray radiation generated from amplified spontaneous emission (ASE) across a
plasma-medium, as discussed throughout this monograph, has the advantage to be integrated
within compact table-top tools. Proof-of-principle of lab-scale and even table-top systems is so
far provided for extreme ultraviolet radiation [67, 258]. Soft X-rays have been indeed produced
too, though with very high intensity pump lasers, of very low repetition rates.

Coherent radiation generated using free-electron undulators attached to particle accelerators
is also a popular option but demands large and costly facilities. A few countries have afforded
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Fig. 1.4: (a) Calculated spectrum from a xFEL spectrum indicative of performance at any of the various
facilities when unseeded. (b) Experimental spectrum obtained from a plasma-based XUV laser.

hundreds of a million up to a billion for the realization and operation of fourth-generation
accelerator sources, producing tunable coherent soft and hard X-ray radiation from the free-
electron laser. Such large facilities are run on ”beamtime” terms, which implies proof-of-principle
research but no industrial perspective due to cost issues.

Fig. 1.4 compares the spectrum from (a) a xFEL pulse and one from (b) a plasma-based
XUV laser. Besides the difference in emission wavelength, i.e. X-ray range for the accelerator
architecture and EUV for the plasma-driven one, the most evident distinction is given by
the spectral structure. The former shows a multi-spike structure with chaotic noise-induced
modes. Strategies for xFEL seeding have shown to clean-up such ”raw spectrum” [94], but
are alignment-challenging and expensive. Regarding the spectral bandwidth, the xFEL pulses
show 0.1–1% as relative to the central wavelength, whereas the plasma-based XUV laser is
unsurpassed with spectral width of 0.001–0.01%, due to gain-narrowing [318]. The downside
of a ultranarrow bandwidth is the limited time resolution, which is the inverse of the former
(so-called ”time-bandwith product”). Therefore, sources recommended for ultrafast spectroscopy
(e.g. high-harmonic generation) may suffer a lack of spectral selectivity, and viceversa sources
with excellent selectivity may not have a time resolution better than a few ps.

The time resolution is thus a clear strength for xFEL sources. The pulse duration is in the
order of 10–100 fs, which allows insights in many ultrafast processes in physics and chemistry.
For even faster spectroscopy, i.e. so-called ”atto-second science”, broader bandwidth sources
are needed. Such a tremendous potential of the xFEL is unfortunately partly limited by the
jitter of the pulses. In pump–probe experiments the exact synchronisation of signals at such
ultrafast time-scale can be hard, when dealing with a jitter in the range of hundreds of fs [316].
However, a number interesting processes in physics and chemistry are probed already with ps
time resolution [280], such that the author is convinced that plasma-driven lasers can impact as
enabling technology, because plasma-based X-ray laser has pulse durations of a few ps, when
generated across laser-produced, or a few ns, when generated across discharge-produced plasmas.

The most appealing feature of an accelerator-based source is the possibility to tune continu-
ously the wavelength. This can be accomplished either by changing the energy of the accelerated
electron bunch or by adjusting the magnetic field changing the undulator gap. For small wave-
length changes the latter option is preferred. The use of monochromators on a broadband beam
(”pink beam”) is customary to reduce the bandwidth below 1%. This is particularly important for
spectral scans, especially when probing near edge response (NEXAFS). The plasma-based X-ray
laser instead generates a discrete set of wavelengths, each associated to a specific target material.
Although limiting in terms of continuous selection of wavelength, the ”discrete tunability” offers
the possibility to generate coherently two (or more) lines, simply using multi-elemental targets.

The pulses of light emitted by either the plasma-based or the xFEL systems may suffer
from spatial as well as temporal fluctuations along the beampath. The spatial fluctuations are
expressed as pointing stability of the optical axis and as collimation stability of the propagation
divergence. The former refers to the horizontal and vertical drift of the beam centroid. The
latter indicates the solid angle fluctuation, which determines the beam width in horizontal and
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FLASH LCLS SACLA EuroXFEL SwissFEL
Hamburg,
Germany

Stanford,
USA

Hyogo,
Japan

Hamburg,
Germany

Villigen,
Switzerland

Length [m] 300 3000 750 3400 800
Max energy [GeV] 1 4.54–14.3 4–8 17.5 5.8
Stations 5 3–5 4 6–10 2
Divergence [µrad] 90 �10 Xray 3�0.3,

XUV 30�7.2
  4 1 2

Pulse energy [mJ] 0.01–0.1 2.1 0.1–0.5 10 0.15
Tunability [nm] 6.8–47 0.15–1.5 0.1–60 0.05–6 0.1–7
Rel. Bandwidth [%] 1 0.1–0.5 0.06 0.1 N/A
Repetition rate [Hz] 5 120 10–60 10 100
Pulse duration [fs] 10–70 230 500 107 24
Peak Brightness
[phs�1mrad�2mm�2

0.1% BW]

6 � 1029 8.5 � 1032 5 � 1033 5 � 1033   1033

Start of operation 2005 2009 2011 2017 2017
Cost of realization
[M$]

160 380 370 1,300 350

Tab. 1.1: Comparison of performance of the a selection of short-wavelength free-electron lasers. Data
from refs. [85, 107, 174, 270, 310].

vertical components at the sample location. Akre et al. [4] have studied the beam stability
specifications for the LCLS Free-Electron Laser. The RMS vibration of 48 LCLS quadrupole
sectors was characterized as 14.2% (horizontal) and 9.5% (vertical) of the beam width, with
peak values of 2 µm (H) and 0.5 µm (V). In this work we have characterized the illumination
of a plasma-based XUV laser and come to figures of 31% (horizontal) and 27% (vertical). We
could however develop optical correction setups, using telecentric collimation and relay-imaging
projection, such that they improved pointing stability and divergence of the source by one order
of magnitude, i.e. below half a mrad. Further details are in sect. 4.1.

The number of pulses per unit time (repetition rate) is important to achieve a good
measurement statistics within a given time. Generally, there is a tradeoff between pulse energy
(Ep) and repetition rate (f), given that the product is a constant, i.e. the source average power
(P � Ep � f). The free-electron laser operating at short-wavelength have repetition rates in the
range of 10–120 Hz. The pulse energy is in the range of multi mJ, typically leading to the sample
destruction, which demands rapid detection. The repetition rate of the plasma XUV-laser is
critically influenced by the wavelength, with practically single-shot operation in the sub-10-nm
range. Several groups have however presented platforms for 10 and even 100 Hz operation
[170, 322, 332]. The pulse stability is affected by the heat incubation on the target material,
such that automated target-shifting devices, e.g. tape, are mandatory. For some soft materials,
e.g. Sn, this is however a major difficulty because just a few shots can be delivered on the same
spot, prior to massive pitting. The use of gas-target dramatically reduces the radiator density
and affects the efficiency.

The financial effort to realize a short-wavelength FEL is such that only national budgets
of a few countries can afford such facility construction and operation. Often, it is even the
contribution of multiple such countries that results necessary. In this respect the plasma-based

Range: 2007-12 FLASH LCLS xFEL Total XPL Total xFEL/XPL
Publications 178 52 230 85 2.7x
Publication rate [p.a.] 35.6 10.4 46 17 2.7x
Days to paper 10.3 35.1 7.9 21.5 0.4x
Citations 1344 613 1957 443 4.4x
Citation/Publications 7.6 11.8 8.5 5.2 1.6x
Facility Cost [M USD] 160 380 539 - -
Cost of unit paper [M USD] 0.9 7.3 2.3 0.1 23x
Cost of unit citation [k USD] 119 618 275 14 19.6x

Tab. 1.2: Bibliometric analysis for xFEL and X-ray Plasma-Laser (XPL) communities, on five years
2007-12, realized on May 9th, 2012, using the Web of Knowledge interface accessing all data
bases. The ”XPL community funding” is calculated scaling the xFEL cost by the publication
rates of the two communities.
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X-ray laser is a more widely-accessible platform. A own bibliometric analysis from 2012 (Tab. 1),
done for the two operating short-wavelength facilities, e.g. LCLS and FLASH, and for the
plasma-based short-wavelength laser community, compared such ”paper productivity metrics”
with the costs. If thus one computes the cost for each individual publication or citation, for
simplicity based on the facility realization cost only, interesting observations can be made.
Firstly, the plasma-based XUV laser community, although by factor of 2.7 lower in publication
rate in the considered 5 years, completes its papers at less that a few percent unit cost versus
the xFEL. Secondly, the xFELs have a much larger personnel ”load” and thus prolong their cost
ballast over the entire facility lifetime, being salaries one remarkable cost driver. The cost for
plasma X-ray laser are basically driven by the construction investment in first place. Finally,
the user-facility approach had a significant impact on duty cycle, with about 1 paper per week
at xFELs, whereas lab-scale facilities may be run in a more discontinuous mode.

It is also noteworthy to say the xFEL papers were mostly on advanced science cases whereas
the XPL one were essentially contributions on research-level instrumentation development. It
is therefore essential to begin testing advanced science cases also on compact plasma-based
facilities, to fully exploit their potential, and close the current gap.

1.1 X-ray Lasing Technologies

Synchrotron radiation (SR), free electron lasers (FEL), and high harmonic generation (HHG)
are typical types of coherent (laser-like) X-ray sources not requiring the use of plasmas as gain
medium. SR and FEL are large facilities, meanwhile HHG is a table-top source. Here some
salient characteristics are reviewed.

Synchrotrons as the 3rd generation X-ray light sources are based on relativistic electrons
moving in a large circle bending undulator or/and wiggler magnetic configuration. Thus, electrons
emit dipole radiations due to the radial accelerations and radiation is emitted tangentially to
the curvature of the electrons. Free electron lasers (FELs) as the 4th generation X-ray
light sources are based on a relativistic bunch of electrons guided through an undulator or/and
the wiggler magnetic configuration. This arrangement of periodic, transverse magnetic fields,
generated by alternating magnetic poles, leads to the acceleration of the electrons and resulting
generation of the coherent X-ray radiations [204]. In a FEL, a coherent beam is created through
self-amplified spontaneous emission (SASE).

High harmonic generation (HHG) sources are generated by nonlinear effects in the
interaction of intense laser fields with gas or solid targets. In this way, odd multiples of the laser
frequency (harmonics) are produced. High harmonic generation yields an X-ray source with a
high beam quality and spatial coherence [327].

1.2 X-ray Plasma Lasing

Fig. 1.5: Simplified energy level diagram showing the process of collision excitation X-ray lasers for (a)
Ne-like and (b) Ni-like schemes. The upper level is shown by |2y, the lower level is shown by
|1y, and the ground state is shown by |0y.

1.2.1 Plasma as a Gain-medium

A plasma is known as the fourth state of matter beyond solid, liquid, and gas (Fig. 1.6). In
a plasma state, a substantial fraction of its atoms is ionized, but the electrons lost remain in
the proximity to fullfill a quasi-neutrality condition. One can characterize a plasma in terms
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of the electron density and temperature. The plasma medium can be described by two main
categories of ionization models (i) local thermodynamic equilibrium (LTE) and (ii) non-local
thermodynamic equilibrium (NLTE). In LTE, all three types of particles- the ions, the electrons,
and the radiation- are in equilibrium (Te � Tion � Trad). With the dominance of collisional
processes in LTE plasmas, the populations of the various energy levels of LTE plasmas are
determined by the Boltzmann and Saha equations [169]. In fact, in LTE collisional processes
are far more important than radiative processes and radiative processes do not affect population
distributions.

When the LTE model breaks, a non-local thermodynamic equilibrium (NLTE) situation is
considered, where Te � Tion � Trad. In the NLTE plasma, the population distribution does
not depend only upon plasma parameters, unlike in the LTE model. In NLTE plasmas, the
populations of the various energy levels can be obtained by detailed collisional and radiative
processes in the plasmas.

Fig. 1.6 summarizes a variety of phenomena made from plasma as a function of their density
and temperature [39–42, 165, 203, 233].

Solar Core

Tokamak 

Laser-produced

Plasmas  

Sparks 

Flames 

Interstellar 

Ionosphere 

Fig. 1.6: Ranges of plasmas [39–42, 165, 203, 233]. Horizontal axis is temperature of the plasma, note
that 1 eV � 11604.5 K.

In X-ray plasma lasers (XPL), the lasing medium is indeed the ions in the plasma. The
plasma which serves as an active medium requires highly charged ions and free electrons with an
electron density of ¥ 1017 cm�3 and an electron temperature of � 100� 1000 eV, as shown in
Fig. 1.6. The Debye length gives a scale to the short and long range interactions in a plasma. In
terms of the electron density and temperature of the plasma, the Debye length can be calculated
as follows [56]:

λD �
c
ε0kBTe
nee2

� 69

d
TK
nm�3

(1.2.1.1)

where ne is the electron density (in m�3 in the approximation) and Te is the electron
temperature (in K in the approximation), while the constants are the Boltzmann constant (kB),
the permittivity in vacuum (ε0), and the electron charge (e). For a 300 eV plasma at 5 � 1020

cm�3, the Debye length is about 5.8 µm.
The fact that plasma particles behave collectively means that a plasma can support a wide

variety of wave motions and oscillations. Oscillation arises if a group of electrons is slightly
displaced from their equilibrium positions. The displaced electrons experience an electrostatic
force seeking to restore them to their equilibrium positions. Namely, the kinetic energy of
electrons converts to a potential energy and an electron oscillation is set up. Since the oscillation
is fast, the massive ions do not respond to the oscillating field and can be considered fix. Thus,
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the oscillation frequency known as the plasma frequency depends on the electron density [56]:

ωp �
�
nee

2

meε0


1{2

� 56.4
?
nm�3 (1.2.1.2)

where ne is the number density of electrons, e is the electric charge, me is the effective mass
of the electron, and ε0 is the permittivity of free space. The plasma frequency ωp depends only
on ne, and for a plasma at 5 � 1020 cm�3, it is approx. 1.3 � 1015.

No wave propagation

=kc

2= p
2+(kc)2

Cutoff ( = p)

k

p

Fig. 1.7: ω versus k of the dispersion relation for a plane wave propagating in a plasma.

For a plane wave of the form Epr, tq � E0e
�ipωt�k�rq the dispersion relation in plasma with a

uniform density is as follows:

ω2 � ω2
p � pkcq2. (1.2.1.3)

Based on Eq. 1.2.1.3, the plasma frequency ωp can be transparent or opaque to light
transmission in any of the following three cases:

(i) ω ¡ ωp Ñ k ¡ 0, light propagates in the plasma, known as an under-dense plasma.

(ii) ω � ωp Ñ k � 0, light cannot propagate in the plasma. Then ω � ωp is called the cutoff
frequency of the optical EM wave in plasmas.

(iii) ω   ωp Ñ k is imaginary, light is reflected by the plasma, named as over-dense plasma.

The density where ω � ωp is known as the critical density nc for the angular frequency ω of
that wave.

Fig. 1.8: Critical electron density for some lasers.

Namely, a laser pulse with wavelength λ can only penetrate through the under-dense plasma
up to the critical electron density nc [144, 315]:

nc
�
cm�3

� � εome

e2
ω2 � 1.11 � 1021

λ2 rµms . (1.2.1.4)

Fig. 1.8 shows the critical electron density for some lasers where laser frequency is equal
to plasma frequency (ω � ωp). Fig. 1.8 shows that plasmas with high electron densities of
ne ¡ 1023 cm�3 can be probed by XUV and soft X-ray lasers only. When ω ¡ ωp (Eq. 1.2.1.3),
the laser light propagates in the plasma with phase velocity vφ � ω{k. From Eq. 1.2.1.3 the
phase velocity of the wave is [144]:

vφ � ω

k
� cb

1� ω2
p

ω2

� cb
1� ne2

nc2

. (1.2.1.5)
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Here, the refractive index of the plasma, ñ � c{vφ, is given:

ñ �
d

1� ne2

nc2
. (1.2.1.6)
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Fig. 1.9: A schematic of the turning point in the XUV or soft X-ray laser-produced plasma. The
refraction of the laser in a plasma is caused by the density gradient normal to the propagation
direction. The closer to the surface of the target, the higher electron density, and the smaller
refractive index.

Based on Eq. 1.2.1.6, the refractive index of the plasma is always smaller than one (n   1).
According to Snell’s law. if light enters the plasma with an incident angle (θ) as described in
Fig. 1.9, it will be then reflected from plasma at the turning point. Indeed, the turning point is
the maximum penetration depth of the laser light in the plasma. The electron density at the
turning point is [166]:

nte � nc sin2 θ (1.2.1.7)

where nc is critical density, and θ is called the grazing incidence angle of the laser light (Fig. 1.9).
The scheme in Fig. 1.9 shows the turning point in the XUV or soft X-ray laser-produced plasma
where the refraction of the laser is caused by the density gradient normal to the propagation
direction.
Table 1.3 summarizes the main differences between amplified spontaneous emission (ASE) plasma
lasers and commodity optical lasers [10, 62, 271, 289, 293, 336].

Tab. 1.3: Comparison of characteristics of plasma laser versus optical lasers.

Types
of laser

Wavelength
Spatial
coher-
ence

Line
width
( ∆λ
λ )

Coherence
length

Amplification
mode

Gain
medium

Optical
laser

157 nm-360 µm
[336]

Full
! 10�6

[291]
1 µm-100 km
[62, 271, 289]

High finesse
cavity [336]

Solid state,
atoms, and
ions [336]

Plasma
laser

7 – 47 nm [10]
20-50% of

beam
diameter

� 10�4 ¤ 1 mm [293]
Single-Pass (no
cavity) [10, 289]

Highly
ionized ions

[10]

In the optical laser, the gain medium is a stable substance and one needs flashlamps or
diodes to pump it, as shown in Fig. 1.10a. Meanwhile, the gain medium in the plasma laser is a
highly ionized plasma. Indeed, it has to be prepared and optimized right before pumping it,
Fig. 1.10b. An infrared or near-infrared laser with the pulse-duration of, e.g., ps/ns is used for
pumping the plasma [95, 196, 207, 282, 288, 296, 353]. In such kind of plasma-based laser, the
ion energy levels will allow transitions within the XUV to the soft X-ray wavelength (3-100 nm),
as summarized in Tab. 1.3.

In the plasma laser (Fig. 1.10b), there is no resonator and the amplified XUV or soft X-ray
signal is initiated by noise from spontaneous emission. Due to the short plasma life-time, the
cavity and mirrors in the plasma laser cannot be used for multi-pass amplification. Namely,
light in the vacuum propagates at a speed of c �300 µm/ps, which considering a gain medium
with lifetime of À10 ps suggests the use of a mirror pair at À3 mm for round-trip. In such a
close distance, mirrors will be also damaged by plasma debris.



22 1. INTRODUCTION

Output 

Beam

Gain Medium
Partially Reflective

 Cavity Mirror

Cavity Mirror 

Pumping Source

Q-switch

(a)

Plasma Laser

Plasma Gain Medium

Plasma Laser

(b)

Fig. 1.10: Comparison between optical laser and plasma laser. a) Photons are reflected back and
forth across the gain medium, within a Q-switched cavity, pumped by a flashlamp or diode.
b) Amplified spontaneous emission (ASE) across a hot and dense laser-produced plasma
column, with stimulated emission at both endings.

1.2.2 Processes in the Plasma & Interaction with Laser

There are different atomic processes in a hot plasma, which are listed in Table. 1.4. Depending
on the mechanism of energy transfer involved in the process, each process is either collisional or
radiative.

Tab. 1.4: Atomic processes in a plasma.
Direct process Reverse process Scheme

Spontanous decay Resonant photo-absorption Atom�i� Ø Atom�i � hν

Electron impact ionization Three-body recombination Atom�i � eØ Atom�i�1 � 2e

Electron impact excitation Electron impact deexcitation Atom�i � eØ Atom�i� � e

Photoionization Radiative recombination Atom�i � hν Ø Atomp�i�1q � e

Autoionization Dielectronic recombination Atom�i� Ø Atomp�i�1q � e

Bremsstrahlung (B) Inverse Bremsstrahlung (IB) Atom�i � e� Ø Atom�i � hν+e

When the laser light propagates across the plasma, several mechanisms can account for
transfer of energy from the electromagnetic wave to the plasma. The dominant linear absorption
mechanism at the intensity of interest is collisional absorption, known as inverse Bremsstrahlung
(80� 90% of the laser energy is absorbed so). In this process free-electron oscillations are excited
by the laser and converted into thermal motion by electron-ion collisions. These collisions
either ionize or excite atoms or ions in the plasma. The inverse Bremsstrahlung absorption
(IB) coefficient kib away from the critical surface (singularity at ne � nc) is estimated by the
following equation [144]:

kibpxq
�
cm�1

� � 3.4
pne{ncq2 z̄

Coulomb logarithmh nl j
ln Λe�ia

1� ne{ncl jh n
Refractive index

λ2
L rµms pkTe rkeV sq3{2

(1.2.2.1)

where nc is the critical density previously defined in Eq. 1.2.1.4, λL is the wavelength of the
laser in µm, z̄ is the mean ion charge, and kTe is electron temperature in keV. ln Λ is the
Coulomb logarithm for inverse Bremsstrahlung. Hughes [139] calculated the Coulomb logarithm,

where ln Λ � 31� ln
�
n

1{2
e

�
cm�3

�
T�1
e rkeV s

	
. The inverse Bremsstrahlung optical depth of the

plasma from x � x0 to x � 8 is given by the expression [116]:

τ pxq �
» 8
x0

kibpxq dx (1.2.2.2)

where the laser intensity at point x0 is Ipx0q � I0e
�τpx0q. I0 is the incident laser intensity.

The fraction of laser energy absorbed through inverse Bremsstrahlung mechanism during the
propagation up to the critical density can be written as follows [338]:

fabs � 1� ep�kibLq (1.2.2.3)
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Fig. 1.11: The requirement for P-polarization for resonant absorption beyond the critical surface.

where L is the density scale-length defined as [305]:

L � ne���~∇ne��� (1.2.2.4)

where, L is related to the on-axis electron density as nepzq � ne0e
�z{L, z is vertical expansion

axis of plasma and ne0 is the maximum electron density.
When the electron’s quiver (oscillatory) velocity is larger than the electron’s thermal velocity
(high laser intensities), the electron-ion collision frequency is dominated by the oscillatory motion
of the electrons in the laser electric field. Then, the effective inverse Bremsstrahlung coefficient
reduces to the following [88]:

keff
ib � kib

1� 3
2

�
vq
ve

	2 (1.2.2.5)

where

vq � eEL
meω

9λI1{2
L . (1.2.2.6)

vq is the electron’s quiver velocity. EL, IL, and λ are the laser electric field, laser intensity, and
laser wavelength, respectively. The electron’s thermal velocity is:

ve � pkTe{meq1{2 . (1.2.2.7)

When
vq
ve

increases to more than unity, absorption changes from a linear dependence on the laser

intensity IL to a non-linear I
1{2
L dependence. Therefore the absorption mechanism becomes less

efficient when the laser intensity is increased. The laser-energy is absorbed near the critical
density, either by inverse Bremsstrahlung or by resonance absorption [166]. In fact, the most
prominent collision-less absorption in the laser-produced plasma is resonance absorption. When
a grazing incident P-polarized laser-field ( ~E) arrives to the turning point, ~E is parallel to ~∇ne,
~E � ~∇ne � 0. Thus, part of the field can resonantly excite electrons (Fig. 1.11). The grazing
incidence angle of the laser light depends upon the density scale-length for which the resonance
absorption is most efficient:

cos θmax �
����0.8� c

ωL

	1{3
���� . (1.2.2.8)

For a density scale-length of 100 µm and a laser wavelength 1.054 µm, this gives a grazing
incidence angle of θmax � 84.5�.
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Table 1.5 summarizes the various lasing schemes for plasma-based short-wavelength lasers.
The collisional pumping one is by far the most widely deployed. Collisional excitation is accom-
plished through a first step of plasma’s free-electrons energization by inverse Bremsstrahlung
absorption, and a second step of collisional ionization/excitation of bound electrons, until inver-
sion in the Ne/Ni-like iso-electronic ion is accomplished. The high-ionization stage is functional
to provide transitions in the XUV. When attempting to generate shorter wavelengths, it is found
that the Ne-like scheme proves difficult to scale to wavelengths shorter than about λ � 10 nm
because of the rapid increase of pump power required to achieve lasing-favorable conditions.
Lasing in Ni-like ions is more favorable in this respect because of the higher Stokes efficiency,
i.e. laser transition energy versus excitation energy. On the other hand, lasers in the Ni-like
sequence have been shown to have more difficulties in providing a saturated output. In this
monograph we have presented scaling-law expressions to predict the optimum plasma conditions
for a given Ni-like ion in a lasing plasma, and highlighted the fundamental limitations in scaling
down the wavelength with targets beyond Z � 60, unless using the 2ω pump.

Tab. 1.5: A summary of schemes for plasma-based short-wavelength lasers. Legend: rhs hole.

Pumping by Mechanism Plasma Lasing Scheme

Excitation Electron-collisional Xi�o � eÑ Xi�u
Photo-excitation Xi�o � hν Ñ Xi�u

Electron Capture El.-coll. recombination Xpi�1q�
o � 2eÑ Xi�n � eÑ Xi�u � e

Dielectr. recombination Xpi�1q�
s � eÐÑ pXi�o q�� Ñ pXi�u q� � hν

Charge transfer Y �Xpi�1q�
o Ñ Y � �Xi�u

Ionization Electron-collisional Xi�o � eÑ Xpi�1q�
o rhs

Photo-ionization Xi�o � hν Ñ Xpi�1q�
u rhs � e

Auger-decay X � hν Ñ X�rKs Ñ X2�
u rhhs

Table-top X-ray lasers (plasma-driven X-ray lasers) are (i) recombination-pumped X-ray laser
[38, 49, 236, 350], (ii) optical-field ionization [111, 283, 284], (iii) capillary discharge [19, 183,
193, 259], (iv) quasi-steady-state X-ray laser via laser-produced plasma [196, 207, 282], and (v)
transient electron collisional excitation X-ray laser via laser-produced plasma [95, 288, 296, 353].

A recombination-pumped X-ray laser can produce an X-ray laser with a wavelength of
3.88 nm in H-like Al [38]. A recombination scheme was produced by irradiating on a foil target
with a linear-polarized, ultrashort laser pulse with pulse duration of 100 fs – 2 ps, and with laser
intensity of � 1015�1016 W/cm2 [49, 236, 350]. A recombination-pumped X-ray laser requires a
very highly ionized plasma (H-like and Li-like ions). This implies very hot temperatures. In the
recombination scheme, population inversion in H-like and Li-like ions happens through electron
capture in highly excited states and subsequent decay to the upper lasing level [236]. The latter
condition implies a rapidly cooling plasma, to favor coherent recombination. The two main
requirement of hot (highly ionized) and cold (fast recombination) have limited the practical
implementation of this scheme. Fig. 1.12 shows a schematic diagram of recombination-pumped
X-ray laser
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Fig. 1.12: The recombination laser consists of four fundamental stages. The population inversion happens
by free electrons which recombine by the three-body recombination and then populate the
upper laser level by the cascade. The three-body recombination and cascade processes are as

follows Atom�i�1 � 2e
Recombination
ÝÝÝÝÝÝÝÝÝÑ Atom�i

n � e
Cascade
ÝÝÝÝÝÑ Atom�i

u � e.

Optical field ionization X-ray laser can generate an XUV or X-ray wavelengths less
than 50 nm. In OFI X-ray lasers, saturation has been demonstrated at two wavelengths of 41.8
nm and 32.8 nm [111, 283, 284]. Here, amplifications have been achieved by using noble gases
in glass cells or capillary tubes as targets. At low electron plasma densities in the range of
1017 � 1018cm�3 the ionization is initiated by optical field ionization (OFI) using high pump
laser intensities in the range of 1015� 1017 W/cm2 [284]. Fig. 1.13 shows a schematic diagram of
optical field ionization and explains the various ionization regimes. Since the ionization potential
of the atom is greater than the photon energy (hν), the atom can absorb several photons to be
ionized, so called multi-photon ionization (Fig. 1.13a). At strong laser intensities, the radiation
field deforms the ionic potential that bound electrons can tunnel through the potential barrier in
a process called tunneling ionization (Fig. 1.13b). For higher laser intensities, the electrons will
be freed above the barrier as shown in Fig. 1.13b, so called over-barrier strong-field ionization.
In OFI lasers, the population inversions (lasing) is induced by either collisional excitation (CE)
or recombination processes.

Tunneling ionization

Potential of laser
Coulomb potential of atom

Distorted potential

(b)

Ionization potential

Multiphoton ionization
(a)

Energy

h

h

h

h Distance 

from nucleus
Distance 

from nucleus

Energy
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from nucleus

Over-barrier ionization
(c)

Energy

Fig. 1.13: Schematic diagram of optical field ionization of an atom. When the ionization potential of
the neural atom is larger than the energy of one photon Eph   EI , a high energy ultra-short
pulses can lead to the possibility of (a) multi-photon ionization EI � n~ω, (b) tunneling
ionization, or (c) over-barrier strong-field ionization of an atom. Here, EI is ionization energy
of a neutral atom and Eph � ~ω is energy of a photon.

Capillary discharge has been demonstrated at a wavelength of 46.9 nm in Ne-like Ar [183].
In this scheme, an electrical discharge creates a cylindrical plasma, which reaches the required
temperature and density by compression on the cylindrical axis. In this way a high pumping
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efficiency is obtained together with a high axial plasma-uniformity [183]. Fig. 1.14 shows the
scheme of capillary discharge. Furthermore, this very compact high repetition rate source, with
repetition rate (up to 10 Hz), opened the door to a wide variety of new applications [19, 193]. In
particular, it constitutes an excellent source for X-ray interferometry. The excitation of plasma
with an electric discharge is an efficient method to create quasi-steady state X-ray lasers [259],
where pumping of the plasma (a population inversion) occurs by the exchanging of energy during
collisions between free electrons and lasing ions, so called collisional excitation (CE) scheme.

Anode

Gas inlet Gas inlet

Cathode

Plasma inside cappillary 

discharge

Anode

X-ray Laser

Fig. 1.14: A scheme of capillary discharge. The electrical discharge creates plasma in a cylindrical
space, which called capillary.

Quasi-steady-state (QSS) X-ray laser via laser-produced plasma has been extended
to wavelengths shorter than 50 nm [196, 207, 282]. In this scheme, the plasma is produced by
irradiating the target with a long pulse-duration (sub-ns to ns) with 100 J – 1 kJ pulse-energy
[277]. Since table top lasers cannot generate such high pulse energies, such experiments must be
carried out at large scale laser facilities and thus the repetition rate of driving laser can be in
the order of one shot per hour (low repetition rate). Under this scheme, the plasma parameters
such as electron temperature changes slowly, so QSS approximation is valid. Here, population
inversion happens by slow collisional pumping, so called ”QSS collisional excitation laser” [90].
Fig. 1.15 shows a scheme of the QSS X-ray laser via laser-produced plasma.
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Fig. 1.15: In a quasi steady state (QSS) X-ray laser scheme, the plasma is produced by irradiating the
target with a long duration pulse.

Transient collisional excitation (TCE) scheme via laser-produced plasma has been
extended from ”water window” to wavelengths shorter than 50 nm [95, 288, 296, 353]. In this
scheme, a multi-pulse irradiating technique is used, see Fig. 1.16. The TCE technique reduces
the total pumping energy to À 1% of energy required in the QSS scheme, thus reducing the
total pumping energy raising the possibility for having a compact table-top setup. Furthermore,
it increases the likely feasibility for a small scale laser facility with higher repetition rate [84].
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In the classical TCE scheme, the target is irradiated orthogonally by a long pulse-duration
(� ns) to ionize it to the lasing stage. After a delay time a short pulse-duration (�ps) with
a grazing incidence angle as a main-pulse interacts with the plasma inducing the very strong
pumping required for population inversion [190], see Fig. 1.16a.

In the multi-pulse TCE scheme, the target is irradiated by a number of short pulses (�ps)
with specific time delays. In the past, the multi-pulse TCE scheme used transverse pumping in
which all pulses are incident in the normal direction (θ � 90). Later, for increasing conversion
efficiency the multi-pulse TCE scheme under the grazing incidence pumping (GRIP) with a
line-focus illuminating the target off normal (0   θ ¤ 50) was suggested [190].
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Fig. 1.16: In the transient collisional excitation (TCE) scheme, a multi-pulse irradiating technique is
used. The incidence angle θ can be in the range of 0   θ ¤ 90. (a) Pre-plasma is produced
by a long pre-pulse incident at the normal incidence. Then, the lasing is produced by a short
main-pulse. (b) The pre-plasma is produced by a short pulse, and lasing is produced by
another short main-pulse (double grazing incidence pumping: DGRIP). ∆τ is the time delay
between pulses, where it can be within picoseconds to nanoseconds range.

Fig. 1.16b shows double grazing incidence pumping, so called DGRIP. The first pre-pulses
ionize target to the lasing stage. Afterwards, a population inversion created by transient
collisional excitation (fast collisional heating) is produced by the main-pulse (the last pulse).
The transient description explains pumping of the plasma (a population inversion) produced by
a short pulse (� ps), where it does not have enough time to achieve stability on the plasma-
hydrodynamic evolution time-scale. The main advantage of the multi-pulse TCE scheme over
the classical TCE is the precision in adjusting the pre-pulses with the main pulse overlap on a
same line-focus, see Fig. 1.16b.

In the plasma-driven X-ray lasers such as OFI, capillary discharge, TCE, and QSS, pumping
of the plasma (the population inversion) occurs by electron collisional excitation (CE) pumping.
Then, XUV or soft X-ray radiation is produced through amplified spontaneous emission (ASE).
In addition, the seeding on ASE plasma amplifiers with high-harmonics is done where it has been
demonstrated to generate XUV and soft X-ray laser pulses with full spatial coherence. Meanwhile,
the laser-produced plasma XUV and soft X-ray lasers used in ASE regime (without-seeding)
have limited spatial coherence.
Table. 1.6 summarizes plasma-driven XUV and soft X-ray lasers based on amplification mecha-
nism with or without seeding [111, 128, 219, 261, 269, 284, 333].

1.2.3 The Transient Collisional Excitation Scheme

In the laser-produced plasma, amplified spontaneous emission (ASE) leads to the lasing process
summarized as follows:



28 1. INTRODUCTION

Tab. 1.6: Comparison of various plasma-based XUV and soft X-ray lasers pumped using the collisional
excitation scheme, which are categorized in unseeded and seeded operation [111, 128, 219,
261, 269, 284, 333]. The duration of the generated X-ray pulse is given by τx, the wavelength
is shown by λx, out-put power of X-ray laser is given by Ex, and repetition rate is displayed
by RP .

Scheme
Amplification
mechanism

λx [nm] τx [ps]
Px [µ

W]
Ex [µJ]

RP
[Hz]

Ref.

OFI ASE 32.8 5 - 5 10 [284]
OFI Seeding 32.8 1 - 0.3 10 [111]

Capillary discharge ASE 46.9 �1000 150 - 12 [128]
TCE ASE 13 - 2 - 10 [333]

TCE Seeding 18.9 1.5 - 0.1 5
[219,
261]

QSS ASE 21.2 100 - 4000 5 � 10�4 [269]

(i) a drive laser with infrared or near-infrared pulses is fired to a polished metal target surface
or a gas target,

(ii) a hot dense plasma column induced. The plasma needs to be highly ionized and have a
large fraction of ions in an ionization state, which is closed shell, i.e., Ne-like and Ni-like.
Ne-like and Ni-like ions have a fully occupied outer shell and are hard to further ionize. So
their advantage is that they remain stable against further ionization.

(iii) short wavelength amplification started from amplified spontaneous emission (ASE).

The ionization energy of, e.g., Ar and Sn as a function of ionization stage is in Fig. 1.17. As
can be seen from the Fig. 1.17, once a closed shell electron configuration is reached, the step up
to the next ionization stage increases sharply and so the closed shell ion remains rather stable
against further ionization leading to so-called ”bottleneck ionization”.

Fig. 1.18 shows that the abundance of Ne-like Ar and Ni-like Sn are more than the other ions
due to being closed shell at these stages. In Fig. 1.18, ion fraction is calculated in the frame of a
NLTE model. Indeed, an abrupt change in incidence pumping considering TCE scheme (looking
at Fig. 1.16) leads to a steep electron density and temperature gradients indicating plasma in the
non-local thermodynamic equilibrium (NLTE). Fig. 1.5 shows the atomic levels for the electron
collisional excitation for Ne-like and Ni-like ion (as ground states). From Ne-like and Ni-like ion,
the rapid electron collisional excitation creates the population inversion between upper |2y and
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Fig. 1.17: Calculated ionization energy for (a) Ar and (b) Sn. Higher ionization from Ne-like Ar and
Ni-like Sn are significantly large (bottleneck ionization).
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lower |1y level. Ne-like and Ni-like ions contribute to the population inversion between 3pÑ3s
and 4dÑ 4p, respectively (see Fig. 1.5). In lasing, the upper laser level |2y cannot decay to the
ground state |0y due to the fact that radiative transition is forbidden under the selection rule
and hence state |2y is metastable against decay to state |0y. Meanwhile, the lower laser level |1y
can decay rapidly and directly to the ground state |0y via a radiative dipole transition.
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Fig. 1.18: Calculated ion fraction in the frame of a NLTE model for (a) Ar and for (b) Sn at their
optimum electron densities. The optimum electron density for Ne-like Ar and Ni-like Sn are
respectively 1.5 � 1019 cm�3 and 5 � 1020 cm�3 (Chapter. 3.4).

The electron collisional excitation (monopole) to the upper level (2) in Ne-like and Ni-like
ions can be expressed as below:

X�i
|0y � eÑ X�i�

|2y (1.2.3.1)

where i is 10 and 28 for Ne-like and Ni-like ions, respectively.
Fig. 1.19 summarizes excitation energy from ground level to the upper level for Ne-like and
Ni-like ions.

XUV and soft X-ray wavelengths for Ne-like and Ni-like ions in the laser-produced plasma
through electron collisional scheme are shown in Fig. 1.20. It shows wavelengths for Ne-like
and Ni-like ions contributing to the 3p(J=0) Ñ 3s(J=1) and 4d(J=0) Ñ 4p(J=1) transitions,
respectively. These wavelengths have been demonstrated experimentally [22, 63, 68, 87, 151,
175, 179, 215, 216, 234, 235, 244, 259, 260, 292, 297–299, 340, 341, 349].
Fig. 1.17, Fig. 1.19, and Fig. 1.20 show that in order to achieve shorter wavelengths, one has to
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Fig. 1.19: Calculated excitation energy from ground level to the upper level for (a) Ne-like and (b)
Ni-like ions.

work with higher atomic numbers requiring higher pump-laser-energy.
Fig. 1.19 and Fig. 1.20 show that the excitation energies of Ne-like Zn and Ni-like Nd are
approximately equal, but the XUV wavelength produced by Ni-like Nd is � 2.7 shorter than
Ne-like Zn. Indeed, Ni-like ions can operate at wavelengths shorter than 10 nm making Ni-like
ions more attractive (see Fig. 1.20).

Ar
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Fig. 1.20: Calculated XUV and soft X-ray wavelengths of the lasing lines as a function of atomic number
Z for Ne-like and Ni-like ions. To achieve shorter wavelengths, high-Z elements are required
as radiators.

Mapping the population of laser wavelengths, one observes that between approximately 10
eV (VUV, excimers) and 1 keV (X-ray, X-ray Free-Electron laser) there is essentially a ”laser
gap”, i.e. no systems are available. Although such a gap can be filled as an extension of the
accelerator-based architecture, e.g. FLASH, the latter is not for laboratory operation. The
plasma-driven laser has thus a unique potential to fill such laser gap in the XUV.

Thanks to an extremely narrow linewidth (∆λ{λ   10�4), i.e. spectral purity, the brightness
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of plasma-driven lasers is five to six orders of magnitude higher than that of third generation
synchrotron sources. The high spectral purity is important not only for selective-excitation
in XUV spectroscopy. The associated full time-coherence permits excellent implementation in
interferometry.

Furthermore, the possibility of pumping a multi-elemental target material or multiple
transition in the same atom offers a simple way to generate a two-color coherent pulse. This
can be important either in two-photon imaging, differential cross-section spectroscopy, or in
seeding experiments or self photopumping. Such a mode of operation is not at all simple in
accelerator-based architectures, as it would require a bimodal electron energy distribution which
conflicts with self-ASE.

1.3 Research gap

The use of a laser-produced plasmas as amplification media for XUV coherent emission has
been demonstrated since the mid 1980s. In the last three decades, tremendous progress has
been made in terms of efficiency, such that nowadays wavelengths as low as λ � 6 � 48 nm
are possible on a table-top setup. The operation of such lasers is, however, still at research
level. Turnkey systems are in principle possible and would complement the specifications of
large-scale accelerator-based light sources (proof-of-principle use) and become implemented for
technology-enabling applications. Fundamental physics has been discussed here, showing that
some intrinsic trade-offs were overcome in my group, which is promising to enable turnkey soft
X-ray lasers.

Indeed, researchers need a detailed understanding and parametric visualization of the laser-
produced plasma aiming at an optimization of the plasma conditions for soft X-ray lasing. Most
contributions regarding optimization in lasing conditions in XUV and soft X-ray come from
experimental studies. Thus, there remains a lack of detailed theoretical analysis. In fact, the
laser-produced plasma must satisfy some strict (transient) criteria for XUV lasing such as:

(i) What optimum pump pulse characteristics? All of the optimization of pump pulse-duration
and time-delay studies reported to date come from one-point parameter-fixed experimental
studies [98, 102, 187] with a lack of analytical analysis.

(ii) What optimum pump pulse shape? To our knowledge, there have not been a theoretical
and experimental study for estimating pump pulse shape for XUV and soft X-ray lasing.

(iii) What optimum electron temperature and density in the plasma as an active medium? Some
references have presented theoretical studies of Ni-like plasmas for a selection of target
materials [22, 68, 87, 151, 215, 234, 244, 260, 297–299, 340, 341, 349], obtaining optimum
electron temperature and density that can be used as benchmark here. However, there is
not a unique scaling law for predicting the optimum electron temperature and density for
XUV and soft X-ray lasing of the Ni-like ions plasma.

(iv) What electron density gradient and plasma homogenization for mitigating soft X-ray or
pump-pulse refraction is required?

(v) What capability of ”two-color” X-ray pulses? The latter are very insightful probes to
investigate the structure of matter, the dynamics of ultrafast physical processes, and
chemical reactions [191]. Theoretically, the time scale of rotation, vibration, dissociation
of molecules, atoms-excitation, atom-ionization, etc. are known [17, 69]. Ideally, one
would measure experimentally such time-scales by time-resolved measurement using dual
X-ray pulses with specific time delays and spectral separation. Besides, near-edge X-ray
absorption spectroscopy to simultaneously probe the structure and surface chemistry is
another application for two-color probes. Plasma-driven X-ray lasers offer the possibility of
multiple transitions in a target material to generate a two-color XUV laser in a table-top
setup. However, such a mode of operation is not simple at all in other huge facilities of
X-ray laser sources such as Free electron lasers (FELs) [191].
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1.4 Aims of the Thesis

This monograph summarizes main finding during the research done as SNSF Assistant Professor
(2011-2015) guiding a team of three graduate students. The work is organized in three modules
focused on fundamental aspects (called ”LAPLAS”), on XUV imaging (called ”ACTINIC”),
and on XUV spectroscopy (called ”XULPES”). The main goal of this research was in making
plasma-driven lasers from a research-level platform to an enabling technology. This demands
the following contributions:

1. Quantitative understanding of the parametric effect on the operation;

2. Assembling a compact ”table-top” demonstrator;

3. Performing proof-of-principle experiments and validating the preliminary modeling.

A first part is dedicated to the optimization of the plasma X-ray lasing, analyzing mostly by
means of computational tools, the functionals involved in the process. A second part shows a
few results in nano-analytics.

1.5 Structure of the Thesis

The present habilitation thesis is organized as follows:

1. In Chapter ”Methods” I present two sections. Section 2.1 summarizes the computational
methods utilized to investigate the parameters and simulate the laser action across
the plasma gain-medium; Section 2.3.1 summarizes the experimental methods self-
developed and utilized to generate soft X-ray plasma lasing and to perform imaging and
spectroscopy experiments;

2. In Chapter ”Optimization of Plasma X-Ray Lasing” I investigate fundamental aspects
on the generation of soft X-ray plasma lasing. I begin in Section 3.1 with the generation
of a plasma column by means of line focusing; Then I move on analyzing the shape and
timing of pump-pulses, in Sects. 3.2 and 3.3; further, the optimum plasma conditions,
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What X-ray Laser 

Saturated Output?

(Sect. 3.5)

Pulse-front back-tilt for

Travelling-Wave Excitation

(Sect. 3.6)

Fig. 1.21: Schematic of the fundamental methodological questions investigated in this work and related
section in this monograph.
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i.e. temperature and density, are investigated and how these affect the laser gain (Sect.
3.4), such that the saturated laser output can be achieved (discussed in Sect. 3.5). Finally,
travelling-wave excitation is investigated as an high-efficiency technique for plasma-lasing.

3. In Chapter ”Advanced Analytics” I demonstrate applied results on imaging as well as
related instrumentation self-developed within this research for collection and diagnostics
(Sects. 4.1 and 4.2). Further, in Sect. 4.3 I investigate spectroscopic capabilities of the
soft X-ray plasma laser as well as the generation of ”two-color” pulses.
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Main themes here:

— Theory and Codes for Plasma Modelling

— Theory and Codes for Laser Action Modelling

— Theory and Codes for Ray-tracing

2.1 Plasma Lasing Modeling Codes

A suite of codes was used [71] (i) for modeling the hydro-dynamics of laser-produced plasmas
gain media, (ii) the atomic and spectral characteristics and (iii) ray-tracing propagation through
optical elements.

2.1.1 Hydrodynamic Codes

Electron and ion temperatures or densities can be modeled by hydrodynamic codes [9, 129,
141, 171, 172, 218], considering a plasma as a fluid of ions, electrons, and photons. The three
fundamental conservation equations, related to mass (Eq. 2.1.1.1), momentum (Eq. 2.1.1.2), and
energy (Eq. 2.1.1.3), create a complete set of coupled differential equations able to describe the
fluids, as follows:

B ρk©
Ò

Mass density k-th species

Btl jh n
Rate of mass

per unit volume

� ∇ � pρk ~vk©
Ò

of the k-th species
Velocity vector

ql jh n
Rate of mass

by convective transport
per unit volume

� Skljhn
Source

term

(2.1.1.1)

Bpρk~vkq
Btl jh n

Rate of
momentum per

unit volume

� ∇ � pρk~vk~vkql jh n
Rate of momentum

by convective transport
per unit volume

� � ∇p Pf©
Òof fluid

tensor
Pressure

� Pr©
Òradiation

tensor of
Pressure

ql jh n
Pressure gradient force

per unit volume

� Fbljhn
Body force
on fluid per
unit volume

(2.1.1.2)
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Ò

Energy density of fluid
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energy per
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Ò

per unit volume
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� ∇ � Fr©
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Heat fluxes

l jh n
Rate of heat
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(2.1.1.3)
For charged particles in the plasma, a source term (Sk) arises from ionization and recombi-

nation processes. Since the net production and loss of plasma particles are balanced (plasma
is considered quasi-neutral), the source term is usually zero (Sk � 0). Body force density (Fb)
comes from gravity or electromagnetic forces acting over the entire volume of the body. In the
laser-produced plasma, Fb is negligible and considered zero (Fb � 0). The source term for energy
(SE) comes from the laser energy absorbed by the plasma.

Eulerian and Lagrangian methods are two approaches for solving Navier-Stokes equations such
as Eq. 2.1.1.1-2.1.1.3. In both approaches, the plasma can be thought of as a box (computational
grid) which is structured into computational cells. The Eulerian method keeps the volume of
these cells fixed and assumes particles moving through the cells while the plasma is expanding.
The change in number of particles in a cell results in a change in the density within the cell, as
shown in Fig. 2.1a.
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Fig. 2.1: The description of the moving fluid (plasma) can be done in the Eulerian or Lagrangian
method. (a) In the Eulerian approach, fluid flows through fixed grids. (b) In Lagrangian
approach, grids deform as the fluid flows.

Alternatively, in the Lagrangian method, the number of particles in a cell is fixed. This
way, the cell gets larger or smaller to keep the number of the particles constant and in this
approach grids move with particles (Fig. 2.1b), as shown in Fig. 2.1b, the number of particles in
each cell remains constant.

In this study, a hydro-code based on the Lagrangian scheme is used for following reasons:

(i) It is relatively easy to compare the Lagrangian models with experiments, as each particle
in the simulation corresponds to one particle in the experiment. Meanwhile, the Eulerian
schemes are advantageous for quasi-static situations where the fluid flow does not change
much from one place to another and is pretty steady in time.

(ii) In an expanding plasma, where the density changes by several orders of magnitude, it
is computationally efficient to have the grid to move with the material. Indeed, the
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Lagrangian description has the advantage of providing high-order accuracy at the least
cost in computer time. In the Eulerian scheme one would have to have a great number of
fine cells to accomplish the same resolution.

(iii) The Lagrangian approach allows the interface between two different materials to be followed
exactly. In the Eulerian scheme, numerical diffusion causes the interface to become fuzzy
and ill-defined [141].

(iv) The Lagrangian approach not only shows the ultimate pathway of an expanding plasma
over a specified time period, but also reveals the expansion pathway. In an expanding
plasma with complicated geometry, the ultimate expansion pathway is not always obvious
and may not be well predicted by the Eulerian approach.

(v) The tracking of a shock front is easily accomplished in the Lagrangian grid [141], whereas
in the Eulerian prescription one has to resort to an artificial tracking scheme [46].

HYADES [141], MEDUSA [218], MULTI, HELIOS [129], and LASNEX [171, 172] are
examples of one-dimensional Lagrangian hydrodynamic codes. MULTI 2D and ARWEN [9] are
examples of two-dimensional hydrodynamic codes.

”HYADES” is used in this work. It is a one-dimensional, three-geometry (planar, cylindrical
or spherical), three-fluid (electrons, ions and photons) hydrodynamics simulation code. The
conservation equations for mass, momentum and energy are solved in a Lagrangian coordinate
system. The three fluids are treated individually in a fluid approximation, each having its own
temperature. Each fluid is assumed to be in LTE (local thermic equilibrium), which is to say
that the electrons and the ions are described well in the classical limit by Maxwell–Boltzmann
statistics, and the radiation field is Planckian.

Electron degeneracy effects, important in low-temperature, high-density plasmas, are taken
into account. The equation of state (EOS) and related thermodynamic coefficients are obtained
from external tables that have been compiled using experimental data and theoretical models. The
energy transport by free-electrons and ions is modeled in the flux-limited diffusion approximation
(the default value for both electrons and ions is 0.4). Radiation is transported according to the
photon energy, i.e., ultra-violet and soft X-rays have very short mean free paths, while the more
energetic photons’ harder X-rays will penetrate deeply into the material. The absorption and
emission coefficients are determined self-consistently from the atomic physics model of choice or
may be supplied by the user in tabular form.

2.1.2 Atomic Spectroscopy Codes

Theoretical atomic data are important for X-ray radiation produced by plasmas. R. Cowan’s
code [61], HULLAC [140], and FAC [92] are the most popular codes that can perform atomic
calculations. R. Cowan’s code [61] is based on the non-relativistic approximations with relativistic
corrections introduced as perturbations. HULLAC [140] and FAC [92] are fully relativistic
atomic codes developed based on the Dirac equation.

In this work, the relativistic configuration interaction atomic code FAC is used. Since for
atoms with Z between 20 and 60 inner shell radial functions are altered sufficiently by relativistic
effects, it is safer to use a relativistic atomic structure theory than a non-relativistic one [224].
Furthermore, for Z ¡ 60 relativistic effects and electron correlation are strongly coupled making
it necessary to use a code based on relativistic theory [224].
The energy levels of an atomic ion with N electrons are obtained by diagonalizing the Hamiltonian
matrix. Leaving aside the influence of spin and relativistic effects, the Hamiltonian can be
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written as [15]:

Ĥ � Ĥkinetic � Ĥelec-nucl � Ĥelec-elec �
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(2.1.2.1)

In a partially filled subshell which contains several electrons, their spins and orbital angular
momenta can combine in several different ways, to give different values of the total angular
momentum, with different energies. In order to deal with this problem, it is necessary to consider
the spin-orbit interaction as well as the residual Coulomb interaction between the outer electrons.
Then, the Hamiltonian can be written as follows [16]:
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Ĥ1:Residual coulomb interaction
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Ņ

i�1

ξiprq�
1

2m2c2
1
r
Bv
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ξipriq L̂i � Ŝil jh n
Ĥ2:Spin orbit interaction

.

(2.1.2.2)
If Ĥ1 " Ĥ2, Ĥ2 can be treated as a perturbation on Ĥ0 � Ĥ1. Then, this leads to a scheme
called LS (or Russell-Saunders) coupling, which applies in the case of light atoms. If Ĥ2 " Ĥ1,
the spin-orbit interaction is better described by the j-j coupling [286], which usually takes place
for high-Z atoms.
A set of eigenstates for the Schrödinger equation can be defined as [15, 20]:

Ĥ©
Ò

operator
Hamiltonian

Ψi©
Ó

Atomic state wave function

� εi©
Ò

for the system
Energy ”eigenvalue”

Ψi. (2.1.2.3)

This gives spectroscopy information about the excited states, e.g., the ”eigenvalue” εi gives the
energy level value of the ith state.
The atomic state wave functions can be expanded in terms of complete orthogonal basis functions
(Φip~riq) [92]:

Ψi �
¸
i

CiΦip~riq (2.1.2.4)

where Ci are the mixing coefficients obtained from diagonalizing the total Hamiltonian. The
basis functions (Φip~riq) are expanded in antisymmetric sums of products of N one-electron wave
functions (ϕ), which can be used in LS or j-j coupling schemes.
In the non-relativistic LS approximation, the single particle wave-function (ϕ) has the following
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form [61]:

ϕip~riq � 1

r

Radial
functionh nl j
PniliprqYlimli pθ, φql jh n

Angular
function

Spin
functionh nl j
Xmsi

pσq (2.1.2.5)

where n is the principal quantum number, l is the angular momentum quantum number, ml is
the magnetic quantum number, and ms is the electron spin quantum number.
In the true relativistic theory, the single particle wave-function (Dirac spinors: ϕnkm) has the
following form [75, 92]:

ϕnkm � 1

r

�
Pnkprq

Spin-angular
functionh nl j

χkmpθ, ϕ, σq
iQnkprqχ�kmpθ, ϕ, σq



(2.1.2.6)

where ρnkprq �
�
P 2
nkprq �Q2

nkprq
�

defines the radial density distribution. Here, n is principal
quantum number and m is the z-component of the angular momentum j. k is the relativistic
angular quantum number, which is related to the orbital and total angular momentum as follows:

k � pl � jqp2j � 1q. (2.1.2.7)

The flexible atomic code (FAC) is used here to calculate the required atomic data such as
collisional excitation coefficients, spontaneous emission coefficients, and energy levels. FAC
employs a fully relativistic approach based on the Dirac equation. It is a configuration interaction
program for calculating atomic collisional and radiative processes, including (i) energy levels, (ii)
radiative transitions and the inverse process of (iii) photo-excitation, (iv) collisional excitation
and (v) ionization by electron impact and its inverse process (vi) collisional de-excitation
and (vii) three-body recombination, (viii) radiative recombination and its inverse process (ix)
photo-ionization, (x) auto-ionization and its inverse process and (xi) dielectronic capture.

Due to some limitations of FAC in handling the calculation of ionic distributions, the online
FLYCHK code from the NIST was used, too. The FLYCHK code was used to calculate ionic
level populations by a solving multi-level rate equation in zero dimension.

2.1.3 Boundary Conditions for Ar Target

Calculations are performed by considering a neutral gas target, Ar0, considering an electronic
flux-limit multiplier of 0.05 and a multi-group radiation transport of 50 groups (in HYADES).
The plasma is created using λ � 1054 nm Nd:glass laser (IR pulse). The pump pulse is incident
at an angle of 90� (normal incidence) to the target. Here, the considered geometry is planar
(1D Cartesian) geometry. The initial gas density of neutral Ar0 at all zones (irradiated area) is
considered the same, which is 4 mg/cm3 (6 � 1019 cm�3).

2.2 Optical Codes

2.2.1 Ray-tracing in Optics Design

For design and analysis of the beam propagation (ray tracing) through optical elements, optical
design codes are also used. ZEMAX [345] and OSLO [229] are examples of commercial optical
design codes. KuBERT from ”Kubisch BErn Ray Tracing” is an optical design code developed
at University of Bern. In this thesis, KuBERT is used for optical design and analysis. Namely,
physics inside KuBERT as an optical ray tracing code works based on Snell’s Law (Eq. 2.2.1.1),
considering optical pass equation (Eq. 2.2.1.2), and diffraction grating equation (Eq. 2.2.1.3).

Snell’s law is an equation used to give the relationship between the angles of incidence and
refraction referring to light passing through a boundary between two different media:

n1sinθ1 � n2sinθ2 (2.2.1.1)

where n1 and n2 denote the refractive indexes on the each side of the interface. θ1 and θ2 are the
incident and exit angle of the ray at the interface, respectively. At reflective surfaces incident
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angle equals exit angle is applied.
If the refractive index varies along the path, the optical path length (OPL) is given by:

OPL �
» b
a

npsqds (2.2.1.2)

where npsq is the local refractive index as a function of distance along the path. In a homogeneous
medium, the optical path length is simplified to OPL � nd, where d is traveling distance of light.
Output beams of all possible diffraction orders at a grating can be estimated by:

sinpθ1q � sinpθ2q � mλ{d (2.2.1.3)

where m (m= 0, �1, �2, ...) is diffraction order, λ is Wavelength, and d is line-space of the
grating.

2.2.2 Ray-tracing across Plasmas

The general solution for finding how the light propagates inside the plasma region is obtained
by solving the Helmholtz equation. In the frequency domain, the Helmholtz equation inside the
plasma is as follow:

∇2E � k2
0n

2E � 0 (2.2.2.1)

where k0 is wave number in free space and n is refractive index of the plasma. It is important
to note that in the plasma region the refractive index is position-dependent, thus Eq. 2.2.2.1
does not have an exact solution. In order to solve the propagation of light inside a plasma, an
applicable modeling is ray-tracing which can approximate the propagation in the plasma region
via an eikonal approach. In fact, the eikonal equation describes the kinematic propagation of
high frequency waves [44, 328]. In addition, the eikonal approach is very general and it can be
derived in a systematic way for a medium whose properties change slowly in time and space.
The electric feild component of a monochromatic wave can be writtne as follows:

E p~r, tq � E p~rq e�iωt (2.2.2.2)

where ω is the angular frequency. The Wentzel-Kramers-Brioullin (WKB) approximation is
used when the wavelength λ of waves is much smaller than the electric field characteristic
length scale |E|{|∇E p~rq | [136], namely in cases the field amplitude changes are small. The
zeroth order electric field approximation Ep~rq � E0e

ik0Sp~rq is considered (all other variations
in E is neglected), where Sp~rq is the eikonal function. The electric field expression is applied
to the Helmholtz equation, and then the eikonal equation is deduced [44, 136, 337], where
|∇S p~rq |2 � n2 p~rq:

∇S p~rq � n p~rq ŝ � n p~rq d~r
ds

(2.2.2.3)

by taking derivative in s,
d

ds
p∇S p~rqq � d

ds

�
np~rqd~r

ds



(2.2.2.4)

considering Eq.2.2.2.3 and the chain rule, one obtains:

d

ds
p∇S p~rqq � d~r

ds
�∇ p∇S p~rqq ��

∇Sp~rq
np~rq



�∇ p∇S p~rqq � 1

2n p~rq∇ p∇S p~rq �∇S p~rqq �
1

2n p~rq∇
�
n2p~rq� � ∇np~rq. (2.2.2.5)

Then, the ray equation is derived as follow:

d

ds

�
n p~rq d~r

ds



� ∇n p~rq (2.2.2.6)

where ds is the element of distance along the ray, r is the position vector for a ray point, and
n is the refractive index of the medium. Defining dl 9�ds{nprq, ray equation will be derived as
follows:

d2r

dl2
� n prq∇nprq. (2.2.2.7)
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By solving numerically or analytically of eikonal equation [104], the ray trajectory inside a
plasma is analyzed.

Since the refractive index depends on the electron density, beams in a plasma are refracted if
they pass through a region with an electron-density gradient (see Fig. 1.9). In this work, ray
trajectories of short-wavelength-signal and IR-pump pulse in the LPP are presented including
ray-tracing modeling study on the eikonal theory.

2.2.3 Boundary Conditions

For the calculation, only a Mo planar target (see Fig. 2.6) was chosen along with an electronic
flux-limit of 0.05 and a multi-group radiation transport of 50 groups which are logarithmically
interpolated the photon energy domain in the range of 1 eV to 10 keV. In addition, it is
considered that the peak of first pre-pulse arrives at the target at 2.4 ps. The pre-pulses and
main-pulse have a Gaussian pulse shape. Furthermore, the total energy of the pulse train is 2.5
J. The time precision for the computation is considered 0.5% of ps.
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2.3 Experimental Equipment

Main themes here:

— Laser for the Plasma Generation

— Measurement Methods

— Diagnostics

2.3.1 Terawatt Pump Laser & Soft X-ray Plasma Laser

The experimental measurements were realized at the self-developed ”BEAGLE” TW-laser source
(Fig. 2.2). The terawatt drive laser beam is used to irradiate a metallic tin target and induce a
plasma, which acts as gain medium to amplify spontaneous emission (ASE). The drive beam
is a 1054-nm (IR) Nd:glass laser with a pulse duration of 1.2 ps and an energy delivered onto
the target, which was limited to 2.5 to 3 J for the tin laser. The oscillator feeds pulses of
approx. 200 fs at a repetition rate around 100 MHz, having energies of a few nJ . A Pockels
cell gates one pulse to the pulse stretcher and amplification stage. The pulse stretcher consists
of a grating pair of 1740 grooves/mm. The pulse is, prior to amplification, stretched to 1 ns.
The pre-amplification is done in a regenerative amplifier with a total of ca. 50 round-trips,
7.1 ns round-trip time , and overall gain of approx. 106 with output in the mJ level. This is
a compact and effective way of pre-amplification. Pulse contrast is approx. 1000:1. A set of
amplification Nd:glass rods, with diameters 10 mm, 16 mm, 25 mm, 45 mm contributes to the
generation of a Joule-level pulse, which is finally compressed with another grating pair. Pulse
compression is done a with double-pass grating compressor with one grating tilted by 0.09�,
such that a travelling wave at the speed of light is attained even at an incidence angle of 45
degrees. Pre-pulses induced in the regenerative amplifier are suppressed by means of Pockels-cell
gating on the amplifier chain. The spatial beam profile is homogenized and image-relayed by
means of four evacuated spatial filters at 10�4 mbar to avoid the formation of hot spots. Two
pre-pulses and a main pulse of identical duration are delivered at 45 degrees onto the target.
The spatial overlap is checked adjusting the position of a set of beamsplitters with 0.25%, 8%,
and 100% reflectivity, respectively.

The 1054 nm Nd:glass laser, with two pre-pulses with identical pulse duration as the collinear
main pulse (τ � 1.2 ps), delivered 2.5–3 J on a metallic (e.g. Mo, Pd, Sn) planar target over a
12-mm line focus at 40–50 degrees (triple grazing-incidence pumping or TGRIP). The results
were compared to single orthogonal-incidence pre-pulse (”classical” transient collisional-excitation,
TCE). The main advantage of our TGRIP scheme is the precision in adjusting the pre-pulse
with the main pulse overlap, even with a tight line focus. The double pre-pulse generates a
pre-plasma, that is the stepwise excited prior to main pulse ignition.
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Fig. 2.2: Artist’s view of the self-developed Beagle TW laser system. The architecture is based on
chirped-pulse amplification (CPA) of a few nJ pulse. Key elements are shown in the legend.

2.3.2 Near and Far-field XUV Characterization

Fig. 2.3 shows the implemented setup for the measurement of the pointing stability and the
divergence in the far field. Nd:Glass laser is incident on the target with an angle of 50� from
the surface. XUV radiation is created and amplified in the plasma column. The radiation
propagates to a spherical multilayer mirror, working as ”micro-collimator”, placed at a distance
to the plasma equal to the mirror’s focal length. The micro-collimator had a 250 mm radius of
curvature (R). The mirror was coated with a Mo/Y multilayer. The incoming XUV radiation is
directed to the CCD by using a turning mirror which was flat and coated with Mo/Y multilayer.
Fig. 2.4 shows the setup used for near field imaging.

CCD 

Fig. 2.3: Experimental setup for far-field characterization of the plasma-driven laser illumination. The
optical collimation is obtained by adjusting the position of the collimating mirror to use it as
a micro-collimator, in order to improve the pointing stability and divergence. The optimum
collimation is acquired for distance set as a=R{2 � 250mm{2. Sketch not to scale.
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Fig. 2.4: Experimental setup for near-field characterization of the plasma-driven laser illumination.
Sketch not to scale.

The signal-to-noise ratio was measured as a function of the illumination fluence. The
obtained experimental calibration is shown in Fig. 2.5, between the illumination (top axis) and
the signal-to-noise ratio (SNR). The observed SNR was fitted as a function of fluence, F (in
counts per unit surface) with the following curve:

SNR � 4096

1� 7 � expp�4.6 � 10�7 � F rcts{cm2sq (2.3.2.1)

The amplitude of 4096 is explained by the 12-bit digitization (212 � 4096 counts).

Fig. 2.5: Signal-noise ratio as a function of fluence, and illumination (top-axis). Points () are
experimental data. The fitting is a sigmoid curve (R2=0.94) given in eq. 2.3.2.1. Point (A) is
the threshold of the linear range, (B) is the threshold for imaging with SNR ¡ 0.5 and (C) is
the saturation level. See discussion in the text.

2.3.3 Spatial Coherence Characterization

The Young double slit experiment was performed to determine the spatial coherence of the
XUV Laser. Different double-slit masks were used. Tab. 2.1 shows the slit width and the
slit separation used. The two pre-pulse schemes (TGRIP and TCE) were compared. Results
obtained with the TCE scheme were published before [45]. The visibility (γ) to obtain the
coherence degree was calculated using the following definition:

γ �
����Imax � Imin
Imax � Imin

���� (2.3.3.1)
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Where Imax and Imin are referred to the maximum and minimum intensity in the diffraction
patterns obtained after the illumination on the double slit masks. Some patterns obtained with
the TGRIP are in Fig. 4.3. The coherence width, wcoh, was obtained as: λ

θ , where λ is 12 nm,
the wavelength, and θ is the angle subtended by the separation of the slits and the distance to
the source. That step is needed to normalize the distance for the measured coherence degree
obtained with different setups. The coherence width is considered for the slit separation where
γ falls to 1{e.

Number of
slit

Separation
[µm]

Minimum
width [µm]

Maximum
width [µm]

Slit length
[µm]

Pre-pulse

1 9.9 3.2 3.6 3 GRIP
2 17.8 3.7 4.2 3 TCE
3 19.5 4.1 4.8 3 GRIP
4 25.2 3.8 4.9 3 TCE
5 33.0 2.8 4.1 3 TCE
6 40.6 2.8 4.1 3 TCE
7 51.0 3.8 4.2 3 TCE/GRIP

Tab. 2.1: Parameters used in the double-slit experiment for the spatial coherence measurement.

2.3.4 Target Chamber & Microscopy

Planar diamond-machined metallic targets were irradiated with fresh surface at every shot. The
target chamber was operated at ca. 10�4 mbar and connected to the diagnostics chamber at
10�6 mbar by means of a vacuum gate and with a cold finger to prevent condensation on the
CCD detector. The XUV was detected using a 16-bit 1024x1024-pixel back-illuminated x-ray
CCD (Andor Camera) with a pixel size of 13µm. The chip was cooled to -20 degrees C for low
background level. The optical setup for XUV microscopy was optimized using self-developed
optics software for raytracing.

Fig. 2.6: Schematic of the flat field-spectrometer used to acquire spectra of X-ray laser produced by
plasma.
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Fig. 2.7: Experimental setup for the generation of an X-ray laser (XRL) by focusing an intense pulse
on a target material. The X-ray light was also used for actinic microscopy, and the optical
setup of the self-developed microscope is shown. Sketch not to scale.

For the beam characterization, a CCD with 9 µm pixel size (Star Camera) was used which
had a front phosphor screen for XUV-to-visible conversion. In front of the XUV CCD detector a
150-nm-thick layer of zirconium was used to block the off-band radiation. Such setup produced an
infinity correction and collimated the incoming XRL pulses, whatever its fluctuating divergence
or line-of-sight. The raw image, before the micro-collimator, was captured by a spectrometer.
The horizontal axis was the dispersion dimension of the spectrometer. Pointing stability and
divergence were measured with and without the micro-collector.

Spectral characteristics of the XUV laser have been determined using an on-axis, time-
integrating spectrometer (Fig. 2.6) that provided 2D images of angle- and wavelength-dispersion.
The spectrometer consists of a 1200 mm�1 flat field Hitachi grating (radius of curvature 5649
mm), working at grazing-incidence of 3�. The grating disperses the radiation onto a 40-mm-
diameter P20 phosphor screen, imaged onto a cooled CCD camera with a pixel size of 25 µm.
The spectral range is between 5 and 25 nm with a resolution of approx. 0.1 nm limited by
slitless operation of the spectrometer.

The self-developed XUV microscope (Fig. 2.7) is composed of four Mo/Y multilayer mirrors
(R = 48% centered at 12 nm): (i) a planar mirror, (ii-iii) a condenser & objective spherical pair
with focal lengths of 120 mm, (iv) a 45 degrees planar mirror directing the rays to the CCD
detector, through a 150 nm Zr foil that provides 60% transmission in the 7 to 14 nm and blocks
radiation at longer wavelengths. The CCD detector was located at 1650 mm from the objective,
which resulted in a 12x magnification. The illuminated field of view was approx. 100 by 50 µm
and the resolution below 1 µm, limited by magnification of the available optics. The images
were obtained with one single shot, since the photon flux of ca. 1011 photons/shot was enough
for good signal to noise ratio.

A particular transmission imaging sample (Fig. 2.8) was used used to evaluate the resolution
of optical instruments (”Siemens star”). It consisted of a pattern of transmitting spokes on a
dark background, where the spoke were etched by means of e-lithography tapering from 200 nm
at their touching tips to 10 µm. When displayed on an optical device with given resolution, even
a printer or PC display, the spokes appear to merge into a central disk, which gives the overall
resolution of the imaging setup. Our Siemens stars were fabricated using a Si3N4 membrane
with a thickness of 100 nm and a Cr absorber layer of 20 nm.
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Fig. 2.8: Reference sample for the imaging experiments. A Siemens star has a radially modulated spatial
frequency. The spokes touch only at the tip. Depending on the cut-off resolution of the tested
imaging system, the merging of the spokes appear as a smaller or larger central disc.

2.3.5 Conditions for the Two-color Laser

In the in-house set-up a planar target is used, i.e., the plasma is created by a λ � 1054 nm
Nd-glass chirped pulse amplification (CPA) laser system [24] with a pulse duration of 1.2 ps
(FWHM) and Gaussian pulse shape. The beams including two pre-pulses and a main-pulse are
irradiated at an incident angle of 40� degrees with respect to the target normal, which leads to
a line focus [23, 33]. Two 0.5% and 16% pre-pulses (which are produced by inserting two beam
splitters) irradiated the target 4.8 ns and 0.5 ns before the arrival of the main pulse for Mo.
They arrived 5 ns and 0.2 ns before the arrival of the main pulse in the case of the Pd target.
The pre-pulses were collinear with the main pulse. The total optimized-energy of the pulses in
the experiment fluctuates in the range 2.5� 0.1 J for Mo and 2.6� 0.1 J for Pd on a line focus
of 12 mm �65 µm, see Fig. 2.6.
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3.1 Line Focusing & Plasma Column

Published in Bleiner et al. Appl. Optics 50 (36), 6689, 2011. Main themes here:

— Methods for Line Focus Generation

— Grazing-Incidence Pumping (GRIP) Method

— Limits of Alternative Line-Focus Methods

A focal spot, shaped as a narrow stripe (”line focus”) of approx. 10 mm in length by 50 µm
in width, induces the formation of a plasma column above the irradiated target. The plasma
column is functional to the generation of an Extreme Ultra-Violet (EUV, i.e. λ � 10� 50 nm) or
soft X-ray coherent radiation (λ � 1�10 nm) by means of amplified spontaneous emission (ASE)
in single-pass amplification along the column’s length. Besides cylindrical lenses, parabolic and
spherical reflectors have proved more efficient in generating a line focus by means of geometrical
aberrations, i.e. either utilizing (i) astigmatism or (ii) spherical aberration.

Astigmatism is observed when the tangential and sagittal foci do not coincide. A tilt of the
focusing mirror, centrally illuminated, leads to astigmatism (Fig. 3.1.a), with a change in the
tangential focus as given by:

fT � pR{2qcosϑ (3.1.0.1)

and a change in the sagittal focus as given by:

fS � pR{2q{cosϑ (3.1.0.2)

where R is the radius of curvature of the mirror and ϑ is the tilt angle. The focal spots
appear stretched over a certain length as a thin stripe of light.

On the other hand, spherical aberration is the variation of focus location with illumination
aperture. A spherical mirror can thus induce a line focus when illuminated with a pencil of light

Fig. 3.1: Schematic of the focusing setup simulated for the case of 45 deg. GRIP angle. A) Astigmatic
line focus by reflector tilting of 22.5 degrees, with tangential (black, length parallel to the
page) and sagittal (red, length normal to the page) foci with the target at the latter position;
B) Off-axis illumination of the non-tilted spherical reflector to exploit its spherical aberration.
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on an off-axis region (Fig. 3.1.b). In the particular case of illumination beam parallel to the
mirror-symmetry axis, the line focus is produced along such optical axis itself.

The two frames of reference to generate a line focus, i.e. (i) that of exploiting astigmatism
and (ii) that of using spherical aberration, are equivalent and produce the same irradiance
distribution on the target. This is easily understood if a reference system transformation is
applied. Fig. 3.2 permits to visualize the equivalence between astigmatic focusing and spherical-
aberration focusing. The former geometry implies tilting a small reflector (thick traces in
Fig. 3.2) with respect to the illuminating chief ray, until the required target grazing-incidence
angle (in the following just ”GRIP angle”) is attained.

This geometry leads to a sagittal line-focus on the target located at the distance given by
eq. 3.1.0.2. To keep the target fixed at the center of Fig. 3.2 the tilted mirror is shifted backwards
for decreasing GRIP angle (”i”) according to the distance of the sagittal focus. If, on the other
hand, the tilted mirror is regarded as a segment of a large reflector (thin traces in Fig. 3.2)
having its optical axis (dash-point line) parallel to the chief ray, the line-focus can be explained
as due to spherical aberration in a large-aperture-illumination.

In Fig. 3.2, such a line-focus lies along the optical axis, and in order to keep the target fixed
in space the spherical collectors are shifted accordingly. Hence, one notices that the traces of the
large reflectors overlay with the profiles of the tilted reflectors, showing that the tilt-alignment
of a small reflector adjusts its surface to match the virtual extension of the large sphere with
optical axis aligned with the target.

In general, it is important to generate a homogeneous plasma column, which may be done
by optimizing the line-focus irradiance distribution. The latter is a function of GRIP angle.
In X-ray laser science exploiting ASE, there is an interest to generate line foci at low GRIP
angle to maximize the output. This is accomplished exploiting internal refraction along the
plasma column [155], and thus exploiting almost the full amplification length. On the other
hand, a large GRIP angle is beneficial for scaling-down the output wavelength. In fact, due to
the sin2ϑGRIP dependence of the optical penetration depth into a plasma [166], a large ϑGRIP
permits depositing the energy deeper into the plasma, at higher electron densities, which is
required for soft X-ray lasing. Hence a first issue to address here is the trade-off of the GRIP
angle versus amplification-length.

Furthermore, the use of mirrors has shown advantages in terms of intensity throughput,
wavefront distortion, and maximum power limitation with respect to cylindrical lenses. A
parabolic mirror is practical in an experimental setup for alignment reasons. Our investigations
confirmed that a parabolic mirror produces systematically a wider line focus than that from a
spherical mirror. A wider line focus can make easier the overlapping of pre-pulses to the main
pulse. On the other hand, spherical mirrors may produce significantly hotter and denser plasma
conditions at comparable drive beam energy by means of tighter focusing. Therefore, in the rest
of this paper we will restrict the discussion on the use of spherical reflectors, which are the only
ones that can be operated in both focusing approaches introduced above (paraboloids have no
spherical aberration).

Aim of this study was to investigate the parameter-dependent characteristics of the line focus
obtained with a spherical reflector, and relate them to the laser plasma column for ASE. More
specifically, the study considered the angle of incidence (GRIP), the profile of the driver beam,
and the beam diameter. We will show results obtained with an in-house code, and validate the
computational results with experimental data.

3.1.1 Parametric Study

Two different focusing approaches were simulated as shown in Fig. 3.1. In the astigmatic
line focus (”A”) , the reflector was a spherical mirror that was tilted to the incoming laser
beam (Fig. 3.1.a). The tilt angle was half the GRIP angle on the target. The position of
the target was chosen in order to minimize the width of the sagittal focus in agreement with
eq. 2. The orientation of the sagittal focus lies perpendicular to the plane of the page. The
line-focusing using spherical aberration (”B”) was simulated with the same spherical reflector
radius of curvature (ROC) as in ”A”, i.e. ROC = 1219.2 mm, but non-tilted and whose optical
axis was coincident with the target orientation (Fig. 3.1.b). The reflector was illuminated parallel
to the optical axis at off-axis distance corresponding to specific GRIP angles on the target.
Experimental data were acquired using a modified target mount to allocate a CCD detector.
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Fig. 3.2: Geometry of the line focus generation with a spherical reflector oriented for three grazing
incidence angles on the target. In the sketch the target position is kept fixed and the reflector
is moved correspondingly. The radius of curvature (ROC) is taken as in the Bern X-ray
laser facility. The sketch visualizes the equivalence between the two discussed line focusing
techniques.
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The laser was delivered at 45 deg. and attenuated using the transmission of a highly reflecting
plane mirror followed by neutral density filters. The measurements are combined from several
images taken at different camera positions along the line focus, as the detector width was smaller
than the length of the focal line.

The pump TW pulse was delivered with a 45 deg. turning mirror toward a focusing spherical
reflector whose radius of curvature was 1219.2 mm, i.e. a focal length of f = 609.6 mm (24
inches). The driver laser was simulated as a super-Gaussian beam, i.e. characterized by a radial
intensity profile given by the following relation:

Iprq � Io expp�2pr{roq2N q (3.1.1.1)

where Io is the peak intensity, ro is the the beam radius, and N is the super-Gaussian
exponent, that for N � 1 provides a TEM00 gaussian profile. As given in Tab. I the default
value was N � 6 (flat-top profile).

Fig. 3.3 summarizes the parametric study for a line focus produced exploiting astigmatism
(”A”) and spherical aberration (”B”). The plots consistently show the physical equivalence of
the line focus irradiance distributions under the two frames of reference. These line irradiance
distributions were generated under different parameter configurations, as explained below, where
the area was kept constant at 1J shot energy. In Fig. 3.3.top one can observe the effect of
GRIP angle on the irradiance distribution and line-focus length. The profiles become shallower
with increasing GRIP angle. The fact that the energy is stretched over a longer line length at
increasing GRIP angle explains the reduction of peak irradiance (signal integrals are constant).
Fig. 3.3.mid shows the influence of the driver beam profile indicated as exponent of the super-
Gaussian profile. One notices that the higher the super-Gaussian order, the steeper is the profile.
Finally, Fig. 3.3.bottom shows the effect of the beam width. It is evident that the line focus
length scales up with the beam diameter. Narrow beams lead to higher irradiation peaks as a
consequence of the concentration of the delivered energy over shorter line focus lengths. This
effect is indeed complementary to that of the GRIP angle.

It is noteworthy to compare the obtained line focus lengths, computed under these configura-
tions, with existing analytical models. Ref. [324] has derived a trigonometric expression for the
line focus length (L) as a function of GRIP angle (ϑ) and beam width (d), with the reflector
focal length (f) as parameter, which is as follows:

L � fb
1� psinϑ� d

4f q2
� fb

1� psinϑ� d
4f q2

(3.1.1.2)

The predicted line focus length is consistent with what is obtained with our raytracing com-
putations. Fig. 3.5 shows such a comparison between raytracing and analytical model. Fig. 3.5.a
shows the dependence on the GRIP angle. The raytracing code provides consistent results
among the two focusing approaches, showing data point overlapping between tilt (astigmatism)
and off-axis (spherical aberration). Analytical and numerical results are slightly mismatched
because the analytical expression from the analytical model of ref. [324] should refer to the
full line length on the target surface, whereas the raytracing results provide the FWHM line
focus length. Furthermore, the analytical expression assumes a fully flat-top beam whereas the
ray-tracing computations used a super-Gaussian profile. Fig. 3.5.b shows the dependence on the
beam width.

The irradiance distributions in Fig. 3.3 show that by changing one parameter multiple profile
characteristics are modified. For instance, an increase in GRIP angle alters the leading and the
trailing edges, the overall length, etc.. For small beam diameters the profile structure is not

Parameter Default Value Range of Study

Angle of incidence 45� 25 to 55�

Mirror shape spherical fixed
Beam diameter 80mm 20 to 100mm
Mirror radius 1219.2 fixed
Beam profile Super-Gaussian, N=6 N=1,2,10

Tab. 3.1: Parameter settings
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Fig. 3.3: Calculated line focus profiles produced by means of (A) sagittal focus with tilt-induced
astigmatism and (B) using the off-axis spherical aberration, as a function of GRIP angle (top),
driver beam spatial profile (mid), driver beam diameter (bottom).

Fig. 3.4: Width- and peak-normalized line focus irradiance profiles produced by means of sagittal focus
with tilting-induced astigmatism (A) and using the off-axis spherical aberration (B), as a
function of GRIP angle (top), beam profile (mid), beam diameter (bottom).
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Fig. 3.5: Line focus length as a function of incidence angle at 80 mm diameter (A) and as a function of
beam diameter for 45 degrees incidence (B), determined with various computational methods
discussed in the text.

changed but only scaled, except when changing the beam profile. With increasing beam diameter
the line-focus profile becomes increasingly asymmetric. To highlight this aspect, FWHM- and
height-normalized distributions were computed from the data shown in Fig. 3.3, and shown in
Fig. 3.4.

In these plots the FWHM is always equal to 1 (i.e. from -0.5 to 0.5) and the irradiance values
of each curve range from background level up to 1.0. In physical terms, this corresponds to
changing pairs of parameters, e.g. GRIP angle and beam width, such that the line-focus length
remains constant at various GRIP angles. One notices, that the profiles for the case of the
variation of the GRIP angle (Fig. 3.4.top) and the variation of beam diameter (Fig. 3.4.bottom)
change is insignificant. This indicates that the irradiance distribution structure is not modified
by these parameters, only the distributions are re-scaled to different extents. The change of the
beam Gaussian profiles is, on the other hand, causing a significant re-modulation in distribution
bandwidth, especially noticeable at the edges (Fig. 3.4.middle). This suggests that one can
consistently optimize the line-focus irradiance profiles by operating on angle and beam width,
and preferably homogenizing the driver beam profile (e.g super-Gaussian N > 6).

3.1.2 Amplification Length

The parameter-dependent optimization of the line-focus irradiance distributions affects the peak
irradiance versus the amplification length. The optimum is obviously dictated by the threshold
for lasing, i.e. by the minimum plasma temperature and density required. It is clearly necessary
to keep the line-focus irradiance higher than such threshold value, but also not much higher to
prevent loss of inversion due to further ionization or collisional de-exicitation in a over-hot/dense
plasma. Any excess beam energy, with respect to the threshold requirements, may be instead
used for extending the line-focus length. Increasing the line-focus length as much as possible is
advantageous to increase the amplification-length (as long as the pump irradiance is above the
threshold value). The threshold value can be inferred from the relation between driver-beam
irradiance and the optimum plasma temperature/density for EUV lasing.

The line-focus length can be increased, as shown above, with a larger GRIP angle until the
decrease in peak irradiance matches the lasing threshold. The optimization of the GRIP angle
extent should thus produce increasingly stronger X-ray laser emission. For further increase of
the GRIP angle the peak irradiance along the line focus drops beneath the threshold value.
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Fig. 3.6: (a) Normalized line-focus irradiance distributions as a function of GRIP angle from Fig. 3.a.
One can defines four important cases for a lasing threshold, as explained in the text (cases are
labeled as A, B, C, D). (b) Depending on in-which of these ranges is the lasing threshold, the
amplification-length will have a maximum or not, as a function of GRIP angle.
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Analyzing the structure of the line-focus irradiance distributions shown in Fig. 3.3.a, one notices
that two GRIP curves cross each other at specific points on their trailing and leading edges.
The leading-edge cross point (let’s call it ”L”) is higher than the trailing-edge one (let’s call it
”T”) , as shown in Fig. 3.6.a. This is due to the skewness of the profiles. Considering that the
skewness is gradually mitigated at increasing GRIP, also the height gap between the two cross
points is consistently reduced at large GRIP angle.

Let’s consider, as depicted in Fig. 3.6.a, a horizontal line that delimits the irradiance
threshold for X-ray lasing. The amplification-length is the segment joining the GRIP curve
trailing and leading edges along the threshold line (i.e. the irradiance above the threshold
contributes to ASE gain). If such a threshold is very low all GRIP curves shown are mainly
in the lasing range. If the threshold is raised the shallowest curve will gradually get below the
cut-off value. More specifically, one can define four important cases depending on the height of
the threshold, namely:

Case A) The threshold is at the point T;

Case B) The threshold is between point T and point L;

Case C) The threshold is between point L and the curve peak value (P);

Case D) The threshold is at or above P.

If the lasing threshold is consistent with case ’A’, then the irradiance is still above lasing
threshold even at the largest possible GRIP angle. As shown in Fig. 3.6.b the corresponding
amplification-length has no topping value. If the lasing threshold matches with case ’B’, although
the peak of the ϑ � 55� is above the threshold-limit, the amplification length reaches a plateau
value (Fig. 3.6.b).

If the threshold is raised to match with case ’C’ , the amplification length increases with
increasing GRIP angle up to a optimum value. For larger GRIP angles the amplification length
is reduced (Fig. 3.6.b). Finally, if the threshold-limit matches with case ’D’ the amplification-
length will increase with comparable rate as in the cases above (Fig. 3.6.b) but beyond a certain
maximum value the drop of amplification length is more pronounced.

The model explained here above is in consistent agreement with experimental data we have
published previously [117]. In that work we have indeed observed an analogous behavior to
what shown in Fig. 3.6.b for the case of Pd target irradiated with 2 J and 5 J. The irradiance
distribution profiles obtained at 2 J and large GRIP angle were possibly closer to the lasing
threshold-limit, which is confirmed by an optimum value at ϑGRIP � 35�. In the case at 5 J,
all studied GRIP profiles were largely above the lasing threshold, which did not provide any
specific optimum bound.

For the cases analyzed here, i.e. with the set of curves at GRIP angles of 25, 35, 45, and
55 degrees we have used the ϑGRIP � 25� peak height (point M) as normalization value and
computed the other curves accordingly in a percent scale (Fig. 3.6.a). In this respect, the T
and the L points are identified as crossing points among the ϑGRIP � 45� and the ϑGRIP � 55�

curves at ordinate values as follows: T is at 26.8%, L is at 29.7%, P is at 34.7%. The discussion
is here based on the arbitrarily chosen four GRIP curves but it can be generalized considering
any set of N GRIP-distributions and the crossing between any arbitrarily spaced N-th and
(N-1)-th GRIP curves.

3.1.3 GRIP Technique by Tilting the Target

GRIP angle adjustment has been also proposed by tilting the target instead of moving the
focusing optics [332]. The characteristics of the line-focus under these focusing conditions are
therefore investigated. Although such an inclination of the target correlates with the GRIP angle,
it should be noticed that the beam profile typically evolves along the direction of propagation.

At the sagittal focus a line-focus is ’naturally’ generated. The latter evolves in the sagittal
and tangential planes, such that the aspect ratio is inverted and a 90� rotated line-spot is
produced at the tangential focus. By tilting the sample additional aberration and coma are
induced. The spot diagrams obtained for the four GRIP angles discussed above are shown in
Fig. 3.7 with a tilt angle of the target of 2° with respect to the nominal value.
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Fig. 3.7: (a) Spot diagram obtained by ray-tracing with an additional target tilt of 2° to obtain the
indicated GRIP angles.

The spot diagrams of Fig. 3.7 are indeed gauge-invariant and when plotted non-dimensionally
they look identical. The most distinguishing feature is the bi-lobed (’propeller-like’) shape,
which indicates a variation of focal irradiance across the spot. The trailing and leading edges are
thus characterized by lower irradiance than the central part. This effect is exacerbated at large
GRIP angles, with the conclusion that at large target tilt the plasma column is characterized
by increased longitudinal gradients in temperature and density. In ref. [Wang], this effects
are not observed for the specific experimental setup chosen. In fact, the target was tilted over
a relatively wide angular range of 12�, while the incidence angle on the focusing mirror was
kept constant at 7�. An adjustable cylindrical lens before the compressor was used to keep the
length of the line focus constant and to avoid the formation of a bi-lobed line-focus. Raytracing
validation.

Having so far compared computational results, e.g. of analytical versus raytracing simulations,
we turn now to a comparison with the experimental results (Fig. 3.7). We show the specific
case of 45 degrees angle of incidence and a beam of 60 mm (FWHM) in diameter, which is what
our experimental setup permitted to acquire. One notes that our ray-tracing code captures
the profile quite faithfully throughout. The measurement was unfortunately affected by high
frequency noise and lower frequency fluctuations that are smoothed-out computationally. The
predictive value of our computation is however validated, and with it the extent of implications
discussed for optimized line focusing in Soft X-ray Amplified Spontaneous Emission plasma
lasing.

3.1.4 Summary on Line Focusing

Line-focus irradiation is important for the generation of a plasma column to sustain amplified
spontaneous emission (ASE) for laboratory-scale soft X-ray lasers. The adjustment of the drive
beam parameters and irradiation scheme is important to obtain saturated output, even at
short wavelength which demands conflicting conditions in terms of GRIP angle. In this work
we performed a parametric study of line focus generation using in-house written ray-tracing
software, and comparing the obtained results to experimental measurement of the line focus. For
the calculations, two beam focusing approaches were compared, i.e. (i) exploiting astigmatism
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Fig. 3.8: Comparison of experimental and computational results. The experimental curve was obtained
with a GRIP angle of 45 degrees, a beam diameter of 60 mm (FWHM), and a super-Gaussian
profile of order N = 6.

of a tilted spherical reflector or (ii) using spherical aberration from off-axis spherical mirror
illumination. In both cases the line-focus length was shown to increase with larger grazing
incidence angle, in agreement with literature data. Computed irradiance distributions were
shown to have a close match with experimental data of line-irradiance profiles. We demonstrated
that the amplification-length is optimized at the largest GRIP angle for which the irradiance is
still above the lasing threshold. Therefore, a ”sledgehammer approach”, i.e. high-peak irradiation
at short line foci, may lead to non-optimum X-ray lasing. The delivering of the drive pulses at
GRIP angle induced by tilting the target, instead of the focusing setup, was shown to deteriorate
the line focus characteristics.



58 3. OPTIMIZATION OF PLASMA X-RAY LASING

3.2 Pump-Pulse Shaping

Unpublished. Main themes here:

— Effects of Pump Pulse Shape

— Pulse Profile

— Pulse Fluence vs. Power

Since for laser-produced plasmas, gas targets have several advantages over solid targets,
such as the less steep density gradients, lack of debris, high repetition rate, and long unbroken
operation, XUV lasing in Ne-like Ar�8 target (as a model for gas targets) was investigated
in this part of the research. Here, the effect of pump-pulse shape on the XUV collisionally
excited laser-produced Ne-like Ar�8 plasma operating at the wavelength λ � 46.9 nm in the 2p5

3p1(J=0) Ñ 2p5 3s1(J=1) laser transition was investigated.
To begin with, the gain calculation due to collisional-pumping of XUV lasing in the laser-

produced plasma was investigated by considering a three- level model, as shown in Fig. 3.9.

Ne-like Ion (Ground State)
2p6 (J=0)

Lasing 

2p53s1 (J=1)

2p53p1 (J=0)

C02C20

C12 C21

C01 C10

A10�1.42×1011s-1

A21�9.65×109s-1

|0〉

|1〉 

|2〉 
E2�281eV

E1�254eV

Fig. 3.9: Grotrian scheme and the transitions for the lasing of the Ne-like Ar�8. The energy levels
schematically are composed of the upper |2y and lower |1y lasing levels and the ground |0y
level.

The level populations of Ne-like Ar�8 are computed by solving rate equations of a three-level
laser model. Due to the selection rule (∆J � 0,�1 and J=0 Û 0) the transition from lower level
(J=0) to upper level (J=0) is only achieved by the electron collisional excitation (monopole), as
shown in Fig. 3.9.

If n2 and n1 are the upper and lower laser state populations and σstim is the cross section
for the stimulated emission, the small signal gain is found as follows:

g0 � n2σstimF (3.2.0.1)
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where F is the population inversion factor, defined as follows:

F � 1�
�
γ2

γ1



n1

n2
(3.2.0.2)

where γi, γj are the degeneracies of the i-th, j-th levels.
The upper and lower laser state populations were calculated as follows:

n1 � pC21ne � C20ne �A21q pC01nen0q � pA21 � C21neq pC02nen0q
pC21ne � C20ne �A21q pC10ne � C12ne �A10q � pA21 � C21neq pC12neq ,

n2 � pC12neq pC01nen0q � pC10ne � C12ne �A10q pC02nen0q
pC21ne � C20ne �A21q pC10ne � C12ne �A10q � pA21 � C21neq pC12neq . (3.2.0.3)

3.2.1 Calculation with Gaussian vs. Flat-top Pulse

The XUV gain, in the cases where Gaussian and super-Gaussian pump-pulses are used to irradiate
a neutral Ar0 gas target, is investigated. A functional of a Gaussian and a super-Gaussian
(flat-top) pulse is as follows:

Iptq � I0 exp

�
�1

2
| t� t0

c
|n



(3.2.1.1)

where n � 2 for a Gaussian pulse and n ¡ 2 for a super Gaussian pulse, I0 is the peak of
intensity and t0 is the position of the center of the peak. The parameter c is related to the full
width at half maximum (FWHM) of the peak according to FWHM=2

?
2 ln 2 c � 2.3c.

3.2.2 Calculation of Effect of Pump-pulse Clipping on XUV Lasing

The XUV gain of a clipped Gaussian pump-pulse irradiating an Ar0 target is investigated in
Fig. 3.10a with three pump-pulses that have identical pump-laser intensity of IL � 1012 W/cm2.
In the case 1, the pulse is clipped in a way that the peak intensity at t � 0 reaches the target.
In case 2 the pulse is clipped in a way that the peak intensity at t � 5 ps reaches the target. In
the case 3, the peak intensity at t � 20 ps reaches the target. Fig. 3.10b shows the calculated
gain coefficients for case 1, 2, and 3. Considering case 3 as a reference, it shows that the clipping
cannot improve the gain for the short pulse 10 ps at the same pump-laser intensity. Comparison
of Fig. 3.10a and Fig. 3.10b shows that for peaks of identical intensity but different fluences, the
pulse with the highest fluence has highest XUV gain.

Fig. 3.10c shows three pulses that have a same fluence jL � 10 J/cm2 and pulse duration
of 10 ps. In the case 1, the pulse is clipped in a way that peak intensity at t � 0 reaches the
target. In the case 2, the pulse is clipped in a way that peak intensity at t � 5 ps reaches the
target. In the case 3, the peak intensity at t � 20 ps reaches the target. Fig. 3.10d shows the
calculated gain coefficients for case 1, 2, and 3. Considering case 3 as a reference, it shows that
shaping improves the gain by as much sa 60% at the same fluence. Comparison of Fig. 3.10c
and Fig. 3.10d shows that if the fluence is identical but the peak intensities are different, the
pulse that has the highest peak intensity has highest XUV gain.

3.2.3 Calculation of Effect of Pump-pulse Rise-time on XUV lasing

The XUV gain is produced by irradiating an Ar0 gas target with Gaussian or flat-top pump-
pulses. Thus, the influence of pulse rise time on the XUV gain medium is investigated. The rise
time is considered to be the time taken for a pulse to rise from 10% peak intensity to 90% of its
peak value. Indeed, the rise time in super Gaussian pulses is faster than a Gaussian pulse as
shown in Fig. 3.11.

Fig. 3.11a shows a Gaussian pulse (n � 2) and 5th (n � 5) and 10th (n � 10) order of
Super-Gaussian pulses with the same laser intensity 1012 W/cm2. For FWHM=10 ps Fig. 3.11b
shows that at the constant laser intensity the effect of rise time on the XUV gain is as low as
3% (considering the Gaussian pulse as a reference).

Fig. 3.11c shows Gaussian pulse and 5th and 10th order of Super-Gaussian pulses with the
same energy fluence jL � 10 J/cm2. Fig. 3.11d shows that at a constant fluence for Super-
Gaussian pulses the gain increases to as high as 40% (considering the TEM00 Gaussian pulse as
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a reference). Comparison of Fig. 3.11 shows that XUV gain medium depends on instantaneous
intensity of the pump-pulse instead of its average intensity.
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Fig. 3.10: (a) Pulses with a constant pump-laser intensity and (b) effect of pulse delays at a constant
pump-laser intensity on the gain coefficients. (c) Pulses with a constant fluence and (d) effect
of pulse delays at a constant fluence on the gain coefficients.
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Fig. 3.11: (a) Gaussian pulse (n � 2) and 5th (n � 5) and 10th (n � 10) order of Super-Gaussian
pulses with the same pump-laser intensity and (b) effect of these pulses on the XUV gain
coefficient of the Ne-like Ar�8. (c) Gaussian pulse (n � 2) and 5th (n � 5) and 10th (n � 10)
order of Super-Gaussian pulses with the same fluence and (d) effect of these pulses on the
XUV gain coefficient of the Ne-like Ar�8.
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3.2.4 Summary on Pulse Shaping

It was found that the pump pulse clipping in time cannot improve the gain in the case where
the pump-laser intensity remains at a fixed value. Meanwhile, it is found that shaping in time
can improve the gain for the case of a constant fluence.

It is demonstrated that there is negligible XUV gain improvement, 3%, by considering a
super-Gaussian pump-laser instead of a classical Gaussian pump-laser at the same intensity.
Shaping a Gaussian into a super Gaussian pump-pulse, at a constant fluence, the XUV gain is
increased by up to 40%.

If the peak intensity of the pulses are the same and the energy fluences are different, the
pulse that has the highest energy fluence produces a plasma with the highest XUV gain. If the
fluence of the pulses are the same and the peak intensities are different, the pulse that has the
highest peak intensity produces a plasma with the highest XUV gain.
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3.3 Pump Pulse Timing

Published in Masoudnia et al. Photonics, 2, 164-183, 2015. Main themes here:

— Time-scales for Atomic Processes

— Time-scales for Energy Deposition

— Effect of Pump Pulse Duration & Delay

A few ways have been proposed to increase the efficiency of laser-irradiated solid targets for
plasma-driven X-ray lasing [78]. The main drawback of solid targets is the presence of steep
density gradients, which causes the refraction of the pump and signal pulses, limiting the gain.
A solution to the strong density gradients we studied was using Hohlraum targets, as discussed
in ref. [205].

Alternatively, gas targets have several advantages over solid targets, such as the shallow
density gradients, lack of debris, high repetition rate and long unbroken operation [72, 77, 99,
100, 102]. For the first time, the generation of laser radiation with Ar0 gas at a wavelength of
46.9 nm producing a gain of 0.6 cm�1 was observed in a capillary discharge by Rocca et al.
[248]. In the laser-produced gas targets, the possibility of having a high repetition rate will lead
to high average power for soft X-ray lasers.

Tab. 3.2 summarizes the operating conditions used experimentally in the lasing of the
Ne-like Ar�8 ions at λ � 46.9 nm in the 2p5 3p1(J=0) Ñ 2p5 3s1(J=1) laser transition. In
refs. [77, 99, 100, 102, 186], the plasma is produced with a long pulse (∆τMP � 450 ps), a
combination of a long (∆τPP � 600 ps) and a short pulse (∆τMP � 6 ps) and double-short pulses
(∆τPP � ∆τMP � 1.5 ps). Here, ”short pulse” means a pulse with a pulse-duration shorter or
in the order of the lifetime of the upper level (lasing level). On the other hand, the ”long pulse”
has a pulse duration longer than the lifetime of the upper level. The lifetime of the upper level,
taking into account the radiative decay (without considering collisional processes) in Ne-like
Ar�8, is � 100 ps (Figure 3.9).

Tab. 3.2 shows also the gain due to the collisional excitation calculated by fitting the Linford
formula [182] to the experimental data. It shows that the highest gain coefficient is 18.7 cm�1,
achieved in the case of plasma driven with double short-pulses [186]. As the population inversion
only persists as long as the plasma parameters are close to optimum, then for long pumping, the
plasma will destroy the gain, and most of the possible inversions would be lost by spontaneous
emission.
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Tab. 3.2: Reported experimental operating conditions in the lasing of the Ne-like Ar�8 plasma at
λ � 46.9 nm. Legend: ∆τPP is pulse duration of the pre-pulse, ∆τMP is pulse duration of
the main pulse, ∆t is time delay between two pulses, λP is pump laser’s wavelength, IPP is
pre-pulse-laser intensity, IMP is main-pulse-laser intensity, ρ0 is initial gas density of Ar0, and
g is the gain coefficient.

∆τPP
[ps]

∆τMP

[ps]
∆t [ps]

λP
[nm]

IPP [W/cm2] IMP [W/cm2] ρ0 [mg/cm3]
g

[cm�1]
Ref

- 450 - 1315 - 5 � 1012–3 � 1013 0.15 1.65
[99,
100]

600 6 500–2100 1054 2 � 1011 5 � 1013 4 11
[77,
101,
102]

1.5 1.5 1200 1054 7 � 1014 4.7 � 1015 0.166 18.7 [186]

Tab. 3.2 indicates that the time delays between pulses are in the range of 500–2100 ps, which
is needed to achieve the optimum ionization level. The wavelength of pump lasers are either
1054 nm or 1315 nm, and the initial Ar0 mass densities are in the range of 0.15–4 mg/cm3. In
refs. [99, 100], a pulse with intensity in the range of 5 � 1012–3 � 1013 W/cm2 is used to ionize
the plasma up to the required ionization stage to produce a lasing plasma. In ref. [99], a pulse
with lower intensity of 2 � 1011 W/cm2 produced a pre-plasma, and then, a pulse with higher
intensity of 5 � 1013 W/cm2 produces the lasing plasma. In [186], double pico-second pulses with
intensity 7 � 1014 W/cm2 and 4.7 � 1015 W/cm2 rapidly produce the pre-plasma and heat it.

3.3.1 Theory

The main computational steps of the approach used in our study are (i) calculation of the
ionization time and (ii) transition time and (iii) calculation of the pumping and relaxation time.
These are needed to quantify the optimum timing for the pump pulses.

3.3.1.1 Ionization Time

The ionization time as derived from the McWhirter’s criterion [217] is: trss � 1012{ne [cm�3].
For this calculation, McWhirter [217] considered two processes: (i) collisional ionization; and
(ii) radiative recombination. However, Pert [234] pointed out that McWhirter’s criterion is
overestimated by up to a factor of 10. Here, our analysis for estimating the ionization time
includes the following processes: (i) collisional ionization; (ii) three-body; (iii) radiative; and (iv)
dielectronic recombination.

The ionization time can be obtained by considering a two-level system, in which transitions
take place from one level to the other, and the solution characterized by an initial transient
phase, during which an ion in charge state �Z (Ar�Z) will be ionized to the succeeding
charge state (Ar�pZ�1q) [217]. Solving the rate equations at the steady state, where Ar�pZ�1q9
Ar�Zp1� e�tnepSZ�αZ�1�neβZ�1�DZ�1qq, gives the ionization time between two adjacent states
as follows:

tAr�ZÑAr�pZ�1q rss � 1

ne pSZ � αZ�1 � neβZ�1 �DZ�1q (3.3.1.1)

where ne is expressed in cm�3 and the collisional ionization rate SZ from charge state Z
to Z � 1 [217] in cm3s�1. The terms αZ�1, βZ�1 and DZ�1 are, respectively, the radiative,
collisional three-body and dielectronic recombination rates applied to the ionic charge level Z +
1 in cm3s�1, cm3s�1{cm�3 and cm3s�1, respectively. It is noteworthy that Equation (3.3.1.1)
gives the ionization time (characteristic time) when Ar�pZ�1q has �63% of the Ar�Z population.

3.3.1.2 Plasma Energy Dissipation Time

The characteristic timescale for radiative cooling is of the same order as the time it takes for the
plasma to reach thermal equilibrium [131]. The equilibrium time teq of the plasma is predicted
as follows [272]:
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teqrss � 3.16 � 10�10 A

Z2
pkTe
100

q3{2
�
� 1021

nion log rp 3
2z2 q � p pkTeq

3

πe6ne
q1{2s

�
 (3.3.1.2)

where A is the atomic weight of the ions, Z is the atomic number, z is the average charge
state, kTe is the electron temperature in eV, ne is the electron density in cm�3 and nion is the
ion density.

3.3.1.3 Atomic Level Transition Times

Due to the selection rules, the transition from ground level (J � 0) to the upper level (J � 0) is
only achieved by the monopole collisional excitation (Figure 3.9).

The level transition times considering a three-level system (|0y,|1y,|2y) are obtained as follows:

τ02rss � 1

neC02

τ01rss � 1

neC01

τ12rss � 1

neC12

τ20rss � 1

neC20

τ10rss � 1

A10 � neC10

τ21rss � 1

A21 � neC21
(3.3.1.3)

where ne is in cm�3, Aij in s�1 and Cij in cm3s�1. Here, τ02 is the transition time from
the ground level |0y to the upper level |2y, τ01 is the transition time from the ground level |0y
to the lower level |1y, etc. In the transition time from the upper level |2y to the lower level |1y
and from the lower level |1y to the ground level |0y, the radiative decays (A21 and A10) are also
allowed. In fact, the τ10 and τ21 depend on both radiative decay and collisional de-excitation if
both are of the same order of magnitude. Otherwise, the τ10 and τ21 depend only on the largest
one, which means a shorter time.

The electron collisional excitation rates (Ceij , with j ¡ i) between pi, jq�levels depend on
the electron temperature:

Ceijrcm3s�1s � 1.6 � 10�5   gij ¡
pkTeq1{2

fij
∆Eij

ep�∆Eij{kTeq (3.3.1.4)

where fij is the oscillator strength, ∆Eij is the excitation energy and   gij ¡ is the Gaunt
factor. For calculating the collisional de-excitation rate (Cdji), considering detailed balancing,
one has that:

Cdjircm3s�1s � γi
γj
Cij

eep∆Eij{kTeq (3.3.1.5)

where γi and γj are the degeneracy of the ith and jth levels, where the degeneracy of each level
is 2J � 1 (statistical weight).

3.3.1.4 Pumping & Relaxation Time

The populations of the Ne-like levels are computed in a three-level model [52, 227] as in
Fig. 3.9. Oliva et al. have shown [227] that a three-level model has good agreement with
experimental data. In their model, they took into account only Doppler broadening, while
collisional broadening should also be treated. Here, in our calculation, we take into account
both Doppler broadening and collisional broadening. If n2 and n1 are the upper and lower laser
level populations (Figure 3.9) and σstim is the cross-section for the stimulated emission, the
small signal gain at λ � λ0 (λ0 is 46.9 nm for a Ne-like Ar�8 laser) was found as in Eq. 3.2.0.1.
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We recall that F is the population inversion factor, defined in Eq. 3.2.0.2. Here, we compute the
value of the gain at the center of line profile λ � λ0. The cross-section σstim is given by:

σstim � πr0f12λ

∆λx

γ1

γ2
ϕxpλq (3.3.1.6)

where ∆λx is the spectral line width and ϕxpλq is the normalized line shape profile. Line
shape ϕxpλq is given by the convolution integral,

ϕxpλq �
» �8
�8

ϕGpλqϕLpλ0 � λqdλ. (3.3.1.7)

Assuming that Doppler broadening (ϕG) and collisional broadening (ϕL) act on a line profile
simultaneously; then, the resulting measured line shape is a Voigt profile. In a plasma, Doppler
broadening due to the thermal motion of ions produces a Gaussian-shaped line function, where

∆λD �
?

2kTion{M

c λ is the Doppler width, where kTion is the ion temperature and M is the ion
mass. The value of the spectral bandwidth for the FWHM of this Gaussian intensity is given by
[115]:

∆λG � 2
?

2 ln 2∆λD. (3.3.1.8)

The formula for the electron impact broadening is used to estimate the Lorentzian profile
[342]:

∆λL � 2 � 10�16wne

�
1� 1.75 � 10�4αn1{4

e

�
1� 6.20 � 10�4n1{6

e T�1{2
e

	�
(3.3.1.9)

Here, Te in eV and ne are in cm�3; where α is the ion broadening parameter and w is an
electron impact width. The FWHM of the Voigt profile can be estimated with an accuracy of
0.02% as [326]:

∆λV � 0.5346∆λL �
b

0.2166∆λ2
L �∆λ2

G (3.3.1.10)

The populations of the lower (n1) and upper (n2) laser level can be obtained by solving the
stationary rate equations of a three-level model:

dn1

dt
� �R1 � P1

dn2

dt
� �R2 � P2 (3.3.1.11)

where:

R1 � n1rnepC12 � C10q �A10s
R2 � n2rnepC21 � C20q �A21s
P1 � nern0C01 � n2C21 � n2A21s
P2 � nern0C02 � n1C12s.

Here, R1 and R2 stand for the relaxation rates from the lower level and upper level,
respectively, while P1 and P2 stand for the pumping rates to the lower level and upper level,
respectively. The pumping rate to the lower level P1 includes both collisional excitation from the
ground level and collisional de-excitation and radiative decay from the upper level to the lower
level. Meanwhile, the pumping rate to the upper level P2 includes collisional excitation from the
ground level and the lower level to the upper level. Here, n0 is the population in the ground
level, i.e., 2p6 in the Ne-like system. The quasi-neutral approximation implies that n0 � ne{Z,
where Z is the ion charge. In other words, the population of Ne-like Ar�8 at ne � 1018 cm�3 is
considered n0 � 1.25 � 1017 cm�3.

At a specific electron temperature and density, the pumping time from the Ne-like ground
level and the relaxation time to the Ne-like level can be calculated as follows:
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tpumi � ni
dni

dt |pumi

(3.3.1.12a)

treli � ni
dni

dt |reli
(3.3.1.12b)

where i can be considered either as one or two, corresponding to the lower level and upper
level, respectively (Figure 3.9). Additionally, the dni

dt |pumi and dni

dt |reli can be considered as

follows: dni

dt |pumi � Pi and dni

dt |reli � Ri, where Ri and Pi are tabulated in Equation (3.3.1.11).
Taking into account Equation (3.3.1.12), the pumping time to the upper (tpum2) and lower

level (tpum1) and the relaxation time from the upper level (trel2) and lower level (trel1) can be
calculated.

Equation (3.3.1.12a) shows that the pumping time to the upper level (tpum2) and lower
level (tpum1) depends on the population of the upper and lower levels (n2 and n1). Besides,
Equation (3.3.1.12b) shows that the relaxation time from the upper level (trel2) and lower level
(trel1) does not depend on the population of the upper and lower levels (n2 and n1).

3.3.2 Calculation of Time-scale(s) for Plasma Lasing

The characteristic times are: (i) the ionization time of a neutral Ar0; (ii) the ionization time up
to Ne-like Ar�8; (iii) the transition time among excited levels; and (iv) the pumping time and
relaxation time among excited levels of Ne-like Ar�8.
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Fig. 3.12: Collisional ionization time of the neutral Ar0 as a function of the initial electron temperature
for a selection of electron densities.

3.3.2.1 Ionization Time of Neutral Ar0

In this section, the electron impact ionization time of neutral Ar0 using the collisional ionization
rate recommended by Voronov [330] was calculated. Figure 3.12 shows that the collisional
ionization time of a neutral Ar0 is dependent on the initial electron temperature and density of
the pre-plasma. It shows that the ionization time of a neutral Ar0 by electron impact scales
down linearly with electron density. For Te   10 eV, the electron impact ionization time of the
neutral Ar0 will decrease as high as 6 orders of magnitude increasing the electron temperature.
Then for Te ¥ 10 eV, the electron impact ionization time of the neutral Ar0 decreases by a
factor of 7 for an increase in electron temperature by one order of magnitude. The characteristic
time is thus of the order of a few ps for ordinary operating conditions.
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Fig. 3.13: Time required to achieve the Ar�Z ion for the following steps: (i) Ar�6 Ñ Ar�7 (Na-like);
(ii) Ar�7 Ñ Ar�8 (Ne-like); and (iii) Ar�8 Ñ Ar�9 (F-like), as a function of temperature at a
constant electron density ne � 1.5 � 1019 cm�3. The ionization time without (a) and with
(b) taking the dielectronic recombination into consideration is shown. The ionic fractions of
Ar�8 at each specific electron temperature are given on the curve Ar�8 Ñ Ar�9 (F-like).

3.3.2.2 Ionization Time up to Ne-Like Lasing Stage

The ionization time for achieving Ar�8 was calculated with Eq. (3.3.1.1), which includes the
following important processes: (i) collisional ionization; (ii) three-body; and (iii) radiative, and
(iv) dielectronic recombination.

Figure 3.13 shows the time required for the ionization stage from Ar�6 to Ar�7, and from
Ar�7 to Ar�8 and from Ar�8 to Ar�9 for different electron temperatures without (a) and with
(b) considering the dielectronic recombination at optimum electron density. Elton [90] has
reported optimum electron density and temperature for the lasing of Ne-like Ar�8, which are
ne � 1.5 � 1019 cm�3 and Te � 154 eV, respectively. Dielectronic recombination has a stronger
effect on the ionization time of Ar�Z to have Ar�8 at cold temperatures less than 50 eV. At
these temperatures, the ionization time to achieve Ar�8 without (a) considering dielectronic
recombination is higher than with (b) considering the effect of dielectronic recombination was
as high as a factor of 30 different. At electron temperatures Te ¡ 50, the effect of dielectronic
recombination on the yield of Ar�8 is negligible, and the difference is as low as 14%. However,
it has an effect on the over-ionization rate for Ar�9.

The vertical line cross of the optimum electron temperature is shown in Figure 3.13b. It
shows that the times required for the ionization from Ar�6 to Ar�7, Ar�7 to Ar�8 and Ar�8 to
Ar�9 are, respectively, 41 ps, 121 ps, and 691 ps.

Inside the circles of Figure 3.13b, the ionic abundance of Ar�8 when the equilibrium state
is reached at specific electron temperatures is given (curve: Ar�8 to Ar�9). It shows that by
increasing the electron temperature, the ionic abundance decreases. Besides, it shows that
the plasma requires time to produce Ne-like ions. With increasing electron temperatures, the
time required for ionization time between levels to be achieved is getting shorter, and the
abundance of Ne-like ions is getting smaller, which can result in a low conversion efficiency
in X-ray laser-produced plasmas. For example, at an electron density ne � 1.5 � 1019 cm�3

and electron temperatures Te � 32 eV, the abundance of Ar�8 is 92% and at Te � 110 eV the
abundance of Ar�8 is 0.05%. Under these conditions, the ionization time of Ar�7 to achieve
Ne-like Ar�8 are 3ns (Te � 32 eV) and 0.9ns (Te � 110 eV), respectively.
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Fig. 3.14: Ionization time to achieve the Ar�Z ion as a function of the electron density at the optimum
electron temperature for the following: (i) Ar�6 Ñ Ar�7 (Na-like); (ii) Ar�7 Ñ Ar�8 (Ne-like);
and (iii) Ar�8 Ñ Ar�9 (F-like).

Fig. 3.14 shows the time required for the ionization from Ar�6 to Ar�7, Ar�7 to Ar�8 and
Ar�8 to Ar�9 versus electron densities at the optimum electron temperature. It shows that by
increasing the electron density by a factor of 10, the ionization time between levels decreases by
a factor of 10, as well (the ionization time scales down linearly with electron density).

Fig. 3.15 shows the total ionization time required to achieve a given ionic stage (Ar0 Ñ
Ar�Z) at constant values of the electron density and temperature of Ne-like Ar�8 (Eq. (3.3.1.1)).

A ”total” ionization time,
°Z
n�1 tAr�nÑAr�pn�1q , comes from the consideration that Ar0 cannot

ionize directly to Ar�8, but stepwise it should first ionize to Ar�1, then to Ar�2, and so forth. In
Figure 3.15, the dashed ellipse shows the range for the pulse duration or the time delay required
to achieve Ne-like Ar�8. The characteristic tion to reach Ar�8 is 210 ps and to reach Ar�9 is 920
ps at the optimal values. This big difference in the ionization time to reach Ar�8 and Ar�9 is
due to the closed shell configuration at the stable Ne-like electron configuration. The pre-pulse
durations and the time delay from the literature are indicated with circles. Fig. 3.15 shows
also that the pulse durations or the time delay between pulses are compatible with the total
ionization time for having Ne-like Ar�8.

5,6
7- 9

10

Ne-like

Fig. 3.15: Total ionization time to ionization stages (Ar0 Ñ Ar�Z) at different electron densities and
temperatures. The dashed ellipse shows Ne-like Ar�8.
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The lasing can be efficient if the pulse duration or the time delay between pre-pulses
is comparable with the time required to reach the desired ionic stage (Ar�8), as shown in
Figure 3.15.

The characteristic time for radiative cooling is thus �820 ps, which is �4 times longer than
the total ionization time to achieve Ne-like Ar�8 (Tab. 3.3).

By fitting a set of data (Fig. 3.15), we can obtain the required total ionization time for
having Ne-like Ar�8, with the electron temperature and electron density dependency as follows:

tionrss � p1.4� 0.4q � 1013

neTe
1.61 (3.3.2.1)

where ne is in cm�3 and Te is in eV. Eq. (3.3.2.1) is obtained for a variety of ranges of
electron temperatures and electron densities. In Eq. (3.3.2.1), �0.4 stands for Te   45 eV and
�0.4 stands for Te Á 45 eV. It is worth noting here that earlier work on Ne-like Ar�8 ionization
time scaling [202] did not include any temperature dependence.

3.3.2.3 Transition Time among Ne-Like Levels

Transitions times between Ne-like levels were calculated by considering transient collisional
excitations and radiative decays. Fig. 3.16a shows the transition time between levels composed
of an upper level |2y and a lower level |1y and the ground level |0y at the optimum electron
density in the electron temperature range of Te � 10 eV to 2’000 eV. It shows that by increasing
the temperature by a factor of five, the transition time from the upper to the lower laser level
(τ21) and the transition time from the upper level to the ground state (τ20) are increasing by a
factor of 1.8 and 2.4, respectively.

λ=46.9nm

(a) (b)

Fig. 3.16: (a) Transition time between Ne-like Ar�8 levels at the optimum electron density of 1.5 � 1019

cm�3 as a function of temperature. (b) Gain coefficient of the Ne-like Ar�8 laser at a
wavelength λ � 46.9 nm. Benchmarking data [77, 99–102] from the literature (circles) from
experiments for gain coefficients of Ne-like Ar�8 laser-produced plasma are given.

It is shown that the transition time from the ground level to the upper level (τ02) and the
transition time from the lower to upper level (τ12) are decreasing with increasing the temperatures
up to 600 eV and 100 eV, respectively. However, τ02 and τ12 start to increase for Te ¡ 600 eV
and Te ¡ 100 eV, respectively.

Fig. 3.16b shows the calculated gain coefficient of a Ne-like Ar�8 at a wavelength λ � 46.9
nm at the optimum electron density as a function of electron temperature. At Te � 50 eV,
the gain coefficient is 15 cm�1, while τ21 is faster than τ10 by 10%. Then, a comparison of
Figs. 3.16a,b shows that in the transient electron collisional excitation scheme, inversion (gain
formation) happens because the collisional excitation and de-excitation processes of the upper
and lower levels occur at different rates. The previous claim [11] of the faster radiative decay of
the lower level than the upper level (A10 ¡ A21) is thus one aspect of the lasing.

It is shown that at the optimum electron density with increasing the temperatures up to
400 eV, the gain is increasing. If the temperature increases from 35 eV to 400 eV, the gain
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increases by almost 3 orders of magnitude. At Te � 35 eV, the gain coefficient is �1 cm�1.
From Te ¡ 400 eV, the gain starts to decrease.

In Fig. 3.16b, the benchmarking data are shown (Tab. 3.2). The experimentally measured
gain is always lower than the gain calculated by the atomic calculation. In the experiments,
the gain along its propagation path through the plasma suffers from a finite gain lifetime,
traveling-wave velocity mismatch or inhomogeneous plasma conditions. All of these effects
decrease the measured gain coefficient in the experiment.
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Fig. 3.17: (a) Total pumping time to the upper level |2y and lower level |1y at an electron density of
5 � 1018 cm�3, considering an inversion factor of 10% (curve with marker) and 50% (curve
without marker). (b) Total relaxation time of the upper (solid line) and lower (dashed line)
levels of Ne-like Ar�8.

3.3.2.4 Pumping Time vs. Relaxation Time among Ne-Like Levels

Since the time it takes to maintain the inversion is equal to the upper level lifetime, the optimum
value of the pulse duration of the main pulse must be comparable to the relaxation time of
the upper level (trel2). Indeed, if the pulse duration of the main pulse is much longer than the
lifetime of the upper level, most of the possible inversions would be lost by spontaneous emission
without amplification.

Fig. 3.17 shows that the pumping to the upper and lower laser level, as well as the relaxation
from the upper and lower level occur at different time scales. In Fig. 3.17a, for plotting the
pumping time to the lower and upper level, the optimum value of the upper level population
was considered n2 � 3 � 10�4n0pλ21q0.5, where λ21 is the X-ray wavelength in angstroms. The
population of the upper and lower level is calculated with considering F � 50% and F � 10%.
These values of F � 50% and F � 10% are conservative values. It was obtained that the
relaxation time does not depend on the upper and lower level population, i.e., the relaxation
time for both F � 10% and F � 50% are the same.

Fig. 3.17a shows that at temperatures higher than 36 eV, corresponding to F � 10%, the
pumping time to the upper level is faster than the pumping to the lower level as high as a factor
of �10. Besides, it is shown that at temperatures higher than 72 eV, corresponding to F � 50%,
the pumping time to the upper level is faster than the pumping time to the lower level as high
as a factor of �7.

Fig. 3.17b shows that at an electron density of 5�1018 cm�3, the relaxation time from the lower
level is faster than the upper level by a factor of as high as 5.2. It is shown that the relaxation
time from the upper level with increasing of the electron temperature at a constant electron
density is getting slower. For an electron density of 5 � 1018 cm�3 and electron temperatures in
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the range of 10 Ñ2000 eV, the relaxation time from the upper level is in the range of 10 Ñ 35
ps.

Fig. 3.15 and 3.17 show that at a low electron temperature, Te � 30 eV and the electron
density ne � 5 � 1018 cm�3, the time scale in which the relaxation time from the upper level
(trel2 � 12 ps) and the lower level (trel1 � 7 ps) occurs is much lower than the time required to
achieve Ne-like ions (tion �15000 ps) and the time required to generate a population inversion
(tpum2 � 60 ps).

Tab. 3.3 shows that at an optimum electron density of 1.5 � 1019 cm�3 and increasing the
electron temperature by a factor of five, the relaxation time from the upper level is getting
slower by a factor of �1.7 (Te � 154 eV is an optimum electron temperature [90]). Meanwhile,
at a constant electron temperature of Te � 30 eV, increasing the electron density, the relaxation
time from the upper level is getting faster. Increasing the electron density by a factor of �3, the
relaxation time from the upper level is faster by a factor of �3.

Tab. 3.3: Summary of the effects of the electron temperature and density on tion (total ionization
time to achieve Ne-like ions), tpum2 (total pumping time to the upper level) and trel2 (total
relaxation time from the upper level) at a wavelength λ � 46.9 nm in the 2p5 3p1(J=0) Ñ
2p5 3s1(J=1) laser transition at F ¡ 0.

ne [cm�3] Te[eV] tion[ps] tpum2[ps] trel2 [ps] tpum2{trel2

1.5 � 1019 30 5000 15 4.5 3.3
1.5 � 1019 154 211 2.3 7.5 0.3
5 � 1019 30 1500 8.0 1.4 5.7

Tab. 3.3 summarizes the effect of the electron temperature and density on tion, tpum2 and trel2
time scales. It shows that the ratio of tpum2 to trel2 is smaller for larger electron temperatures.
The data in Tab. 3.3 show that, with increasing electron density at fixed temperature, both
values of trel2 and tpum2 are decreasing. Meanwhile, by increasing electron temperature at fixed
density, the values of trel2 and tpum2, respectively, increases and decreases.

Based on our calculation (using Equation (3.3.1.12)), we can estimate the total relaxation
time from the upper level (trel2) and the total pumping time to the upper level (tpum2) for
Te À 300 eV:

trel2rss � p2.8� 0.2q � 107

neTe
�0.27

tpum2rss � p2.2� 0.3q � 1010

neTe
1.23 (3.3.2.2)

where ne is in cm�3 and Te is in eV. Equation (3.3.2.2) is retrieved by fitting the data points
by considering a dependence to electron density and temperature and taking into account Ne-like
Ar�8 as a ground level (see Figure 3.9). So far, the electron density and temperature influence
the total ionization time required to obtain Ne-like Ar�8 and also affect the time scales of tpum
and trel. In the next section, we show how the pulse duration can influence the quantity of the
electron density and temperature in the X-ray-produced plasma.

3.3.3 Calculation of the Effect of Pulse Duration on Hydrodynamic Parameters

In order to determine the dependence of the pulse duration on the electron density and tem-
perature of the laser-produced plasma, we studied the evolution of the electron density and
temperature produced by pulses of different durations.

Fig. 3.18 shows calculated maximum electron temperature and maximum electron density
as a function of time in the direction of plasma expansion. During the short laser pulse, little
expansion occurs (Lexpansion � vexpansion �∆τp). This allows the direct deposition of a remarkable
amount of the laser energy on the plasma, which means a higher electron temperature. It is
found that the electron density and temperature are respectively a factor of �2.1 and �5 times
higher in the case of a shorter pulse of ∆τp � 0.1 ps in comparison to the long pulse of ∆τp �
1000ps.
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Fig. 3.18: (a) Time-dependent electron temperature and (b) electron density produced with pulses
with durations of 0.1 ps, 10 ps, and 1000 ps and energy fluence jL � 10 J/cm2.

Figure 3.18 and the data in Table 3.3 show that in the case of a shorter pulse, the time
required to produce Ne-like Ar�8 and the tpum2 and trel2 time scales will be shorter and closer
together.

Fig. 3.18a shows that the plasma produced by the long pulse ∆τp � 1000 ps is below the area
with the gain coefficient of 1 cm�1. In Figure 3.18b, the line cross of the optimum electron density
(1.5 � 1019cm�3) corresponding to the gain coefficient of �1 cm�1 at the electron temperature 35
eV is shown.

Fig. 3.18b shows that in the case of the plasma produced with the pulse duration of 0.1 ps,
there is a bottleneck in the ionization level at 0.2ps À t À 4 ps, which means that the plasma
required more time to expand and cool so that the recombination rate increases and the average
charge state concomitantly decreases. Figure 3.18a shows that electrons can lose energy emitting
radiation and by conduction, so the temperature drops. Ne-like Ar�8 has a closed shell, making
removal of an additional electron more difficult. This significantly increases the threshold for
further electron ionization, which can also be considered an ionization bottleneck for a plasma
at a specific temperature.

Fig. 3.18b shows that the electron density is always less than nec � 1021 cm�3, where nec is
the critical electron density and also a turning point in the normal incidence for the pump laser
with a wavelength λ � 1054 nm. Figure 3.18b shows that the plasma produced by a gas target
can limit the refraction of the pump-pulse, which means the time delay between pulses cannot
be an issue in order to smear-out the electron density gradient.

3.3.3.1 Optimum pump-Laser Intensity for Achieving Ne-like Ar�8

The optimum pump-laser intensity at the focus point of the laser on the target in order to
have Ne-like Ar�8 was calculated. Fig. 3.19 shows the optimum laser intensity required to have
Ne-like Ar�8 at different pulse durations and Ar0 mass densities, obtained from the hydro-code.
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It shows that with increasing the initial gas density by a factor of 10, the required laser intensity
is decreased by a factor as high as �7. When charged particles are accelerated in the electric field
of the laser, they can ionize neutral gas molecules by collisions. Then, the process is dependent
on the initial gas density (pressure).

1.5·10
18

6·10
19

1.5·10
19

3·10
19

Δτp=1000ps

Δτp=10ps

Δτp=0.1ps

Fig. 3.19: Optimum laser intensity for having Ne-like Ar�8 as a function of Ar0 density at different
pulse durations. The top axis is the number density (cm�3).

Based on the results in Figure 3.19, the following scaling-laws can be obtained:
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�
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, ∆τp ¡ 100ps (3.3.3.1)

where the optimum pump-laser intensity (Iopt) for having Ne-like Ar�8 is dependent on the
pulse duration and initial Ar0 density. In Equation (3.3.3.1), ∆τp is the pulse duration in ps
and ρ0 is the initial Ar0 mass density in mg/cm3.

3.3.4 Summary on Pulse Duration & Timing

In this study, we systematically investigated the optimum time configuration of pump pulses.
In Section 3.3.2.2, we studied a neutral Ar0 ionization time scale for achieving Ne-like Ar�8,
finding that the dielectronic recombination has an important effect at temperatures less than
50 eV. For Te À 50 eV, without considering dielectronic recombination, the ionization time is
overestimated as high as a factor of 30. For Te ¡ 50, this difference reduces to 14%.

The total ionization time in order to achieve Ne-like ions is obtained by Equation (3.3.2.1).
In Section 3.3.2.3, we showed that in the transient electron collisional pumping scheme,

lasing happens because the collisional excitation processes of the upper and lower levels occur
at different rates, and not simply because of the faster rate of the radiative decay of the lower
level. Thus, even if the transition time of the upper level |2y to the lower level |1y is faster than
the transition time from the lower level |1y to the ground state |0y, the plasma gain medium is
formed.

In Section 3.3.2.4, we demonstrated that at low temperatures (Te � 30 eV) and at a certain
electron density (ne � 1.5 � 1019 cm�3), both the total relaxation time from the upper level (4.5



3.3. PUMP PULSE TIMING 75

ps) and total pumping time to the upper level (15 ps) are much shorter than the time required
to achieve Ne-like ions (5000 ps).

In Section 3.3.2.4, we showed that the ratio of the pumping time for the population inversion
to the relaxation time from the upper level can be as high as a factor of 10 for Te Á 20 eV,
depending on the electron density.

We found that at temperatures higher than 36 eV (F � 10%) and 72 eV (F � 50%), the
upper level will be pumped faster than the lower level by a factor as high as 10.

It is shown that at a constant electron density (1.5 � 1019 cm�3), increasing the temperature
by a factor of five (30 Ñ 154 eV), the ionization time to achieve Ne-like ions and the pumping
time to the upper level are decreasing, by a factor of 24 and 6.5, respectively. Meanwhile the
relaxation time from the upper level increases by a factor of 1.7 (Table 3.3).

It is found that at a constant electron temperature (30 eV), increasing the electron density
by a factor of 3.3 (1.5 � 1019 Ñ 5 � 1019 cm�3), all time scales including ionization time, pumping
time and relaxation time to the upper level are decreasing, by a factor of 3.3, 1.9 and 3.2,
respectively (Equation (3.3.2.2)).

Both the pumping time to the upper level |2y and relaxation time from the lower level |1y
are estimated. It was found that for an electron density higher than 5 � 1018 cm�3, at electron
temperatures in the range 10 Ñ 2000 eV, the relaxation time from the upper level is as high
as τrel2 ¤ 35 ps. The most effective lasing happens with short pulses with a pulse duration
comparable to the total relaxation time from the upper level, namely ∆τp ¤ 35 ps.

In Section 3.3.3, we studied the effect of the pulse duration on the electron temperature or
density for plasma lasing. The optimum time scale required to achieve Ne-like ions, as well
as the time required to generate a population inversion depends on the combined effect of the
temperature and density (Table 3.3).

In Section 3.3.3.1, formulas for calculating optimum pump-laser intensity for producing
the Ne-like Ar�8 are obtained. This equation can be used for different pulse durations and
considering different initial gas densities of Ar0.
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3.4 Laser-produced Plasma Conditions

Published in Masoudnia et al. NIMS B, 323, 59-70, 2014. Main themes here:

— Optimum Electron Density & Temperature for Lasing

— Analytical Models for Plasma Lasing

— Numerical Models for Plasma Lasing

Since the mid 1980s with the Ne-like ions [103, 178, 207] and later in the 1990s with the
Ni-like ions [64, 146, 160, 167, 181, 186, 319], short-wavelength lasers in the extreme UV and soft
X-ray domains were demonstrated by means of amplified spontaneous emission (ASE) across a
hot and dense plasma. Such table-top systems are commonly referred to as ”X-ray plasma laser”
(XPL), despite of the effective spectral range is mostly in the XUV. In order to obtain strongly
amplified X-ray emission, a laser-pump pulse is delivered onto a target material to generate a
plasma column with: (i) sufficient population of the lasing Ne- or Ni-like ions, (ii) sufficient
electron density, leading to an efficient monopole collisional pumping rate from the ground
state to the upper laser level, and (iii) suitable electron temperature to efficiently populate the
inversion.

The X-ray-lasing plasma-medium, especially considering the highly ionized atoms, has
transient lifetimes as low as a few tens of ps at the best, such that so-called bottleneck ionization
from closed-shell electron configurations is required [273]. Ions that fulfill these requirements are
the above-mentioned Ne-like (Z � 10) or Ni-like (Z � 28) iso-electronic shells, e.g., Ni-like tin
(Sn�22). Despite lasing in Ni-like ions has proven more difficult to achieve than using Ne-like
lasers [197], Ni-like plasmas are attractive due to the higher quantum efficiency and characteristic
laser emission wavelengths shorter than 10nm [66, 81].

The realization of the XPL requires knowledge about the optimum electron temperature and
density across the plasma medium. Too soft temperature and density conditions can result in
an insufficient population of Ni-like ions and/or a failure to achieve population inversion. Too
hard conditions can collisionally destroy a population inversion. Furthermore, the generation
of shorter-wavelengths demands that the pump energy pulse is deposited deeper in the plasma
medium, in order to reach the required higher electron densities. In the case of the grazing-
incidence pumping (GRIP) scheme a shallow turning point, due to refraction of the pump laser
beam out of the plasma column, limits the penetration depth. Thus, the pump energy may
not be deposited efficiently in the deep high-gain zone. Therefore the penetration depth for the
optimum electron density and temperature, which is related to the atomic number (Z) and the
angle of target irradiation, is important for Ni-like plasma lasing.

A series of papers [90, 119, 180] examined computationally the optimum electron density and
temperature for the Ne-like XPL and went on to develop scaling laws which were a function of
the atomic number. For Ni-like ions however analogous scaling laws are still not available, and
the extrapolation of models applied to the Ne-like needs validation. Yan et. al. [343], pointed
out a heuristic affinity (diagonals on the periodic table) between the optimum conditions for
a given Ne-like ion and its ”affine” Ni-like plasma-lasing radiator. For instance, Ne-like Cu is
claimed to have similar optimum conditions to those for Ni-like Sn. However, the degree of
heuristic affinity between the Ne-like and Ni-like XPLs is generally weaker for elements with
higher atomic number [343].
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Tab. 3.4: Summary of main experimental parameters for the generation of Ni-like plasma-driven X-ray
lasers. Data from refs. [1, 2, 7, 79, 147, 152, 156, 194, 195, 208–210, 213, 214, 255, 301, 348].
Legend: FPP is first pre-pulse, SPP is second pre-pulse, TPP is third pre-pulse, MP is main
pulse, EP is the total energy of all pump pulses, λP is the wavelength of the pump-laser, ne
is the optimum electron density, Te is the optimum temperature, and λX is the X-ray laser
wavelength.

Lasing Ion FPP[ps] SPP[ps] TPP[ps] MP[ps] EP rJs λP rnms nercm
�3s TereV s λX rnms Ref.

Mo�14 200 � � 1.5 0.15 800 3 � 5 � 1019 � 18.9 [156]

Pd�18 600 � � 1 5-7 1054 9 � 1019 400 14.7 [79]

Pd�18 600 � � 0.5 � 27 5.5 1054 1 � 2 � 1020 400 � 450 14.68 [301]

Ag�19 350 350 � 8 0.978 800 2 � 1020 � 13.9 [147]

Ag�19 600 � � 1 0.02 1060 2 � 1020 250 13.9 [234]

Ag�19 75 75 � 75 - 1050 5.7 � 1020 700 14 [346]

Cd�20 120 120 � 8 1.365 1064 2.8 � 1020 � 13.2 [255]

Sn�22 200 200 � 1.2 0.3 800 3 � 1020 512 11.9 [152]

Te�24 210 210 � 5 4.2 800 4 � 1020 600 10.9 [7]

Nd�32 100 100 100 1000 250 532 2.8 � 1020 820 7.9 [153]

Sm�34 75 75 � 75 - 1050 1021 700 7 [348]

Sm�34 200 � � 200 - 1060 8 � 1020 500 � 600 � [213]

Sm�34 285 � � 2 0.3 1060 1021 1000 7.2 [234]

Eu�35 � � � 1000 kJ 530 2 � 1020 600 6.58, 7.1 [194]

Eu�35 � � � - - 530 3 � 1020 700 6.57, 7.08 [208]

Gd�36 200 � � 200 - 1060 9 � 1020 500 � 600 � [213]

Y b�42 � � � � - � 1.5 � 1021 1000 � 1500 5.609, 5.026 [67]

Y b�42 � � � 1000 kJ 530 1021 900 5.026, 5.61 [195]

Ta�45 200 � � 200 - 530 2 � 1021 1200 � 1400 4.4 [213]

Ta�45 80 � � 20 - 530 4 � 1021 1500 4.48 [210]

W�46 � � � � - � 3.5 � 1021 1400 � 1800 4.32 [67]

W�46 � � � � - � 2 � 1022 800 4.28 [2]

W�46 � � � 550 - 530 2.5 � 1021 860 4.31 [209]

Au�51 � � � � - � 6 � 1022 1500 3.51 [1]

Table 3.4 summarizes the operating conditions used in generating the Ni-like plasma as well
as the identified optimum electron temperature and density that would maximize the XPL
gain and lead to saturation. As shown in Table 3.4, the indicated electron density and electron
temperature can vary not only with the target material but also with the irradiation conditions.
This makes it difficult to attribute specific plasma-medium optimum conditions to a given output
wavelength (or target material). This lacuna on the quantitative prediction of the optimum
Ni-like plasma-medium conditions using a general scaling law deserves attention.

A widely adopted treatment involves the radiation field to be solved from a radiative transfer
equation using Maxwell-Boltzmann population distributions computed within the frame of local
thermodynamic equilibrium (LTE). The assumption of high electron density is important in this
case in order to ensure a collisional regime. The quantitative assessment as to whether LTE has
been fulfilled is often based on McWhirter’s approach [138], which imposes the electron density
for LTE to hold as follows:

ne ¥ 1.6 � 1012E3
excT

1
2
e (3.4.0.1)

where ne is the electron density measured in cm�3, Eexc is the excitation potential in eV,
and Te is the electron temperature in K. To fulfill the LTE condition for the Ni-like Sn XPL, ne
has to be greater than � 1.9 � 1021 cm�3, i.e., at the electron temperature of 1.16 � 106 K (100
eV) and the excitation of � 104 eV (e.g., Sn�22, λ � 11.9 nm XPL). Besides, thermalization
implies long time-scales on the order of ns. In the LTE model, the laser pulse couples to the
free electrons by inverse Bremsstrahlung, and collisions between the oscillating free electrons
and background heavy particles (atoms and ions) are necessary to preserve momentum and
thus achieve Saha equilibrium (Te � Ti). The thermalization time between electrons and ions is
quantitatively predicted as follows [273]:
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where A is the atomic weight of the ions, Z is the atomic number, z is the average charge
state, kTe is the electron temperature in eV, ne is the electron density in cm�3, and nion is the
ion density which we can use plasma neutrality condition: ne � zni.

The requirement to operate in a non-thermalized regime, which is typical in a lasing
context with population inversion, can be modeled with a collisional-radiative rate equation
treatment. This demands accurate knowledge on the specific coefficients. Such a non local
thermodynamic equilibrium (NLTE) model can improve in accuracy by adding specific rate
equations for accounting specific processes such as dielectronic recombination (DR), but at
the cost of computational load. In the NLTE model, the population distribution at any point
does not depend only upon local plasma parameters, unlike in the LTE model, but also upon
the mixing collisional processes of local nature with radiative processes of non-local nature.
Consideration of the dielectronic recombination process has proven to be essential for accurate
predictions on the ionization.

The indicated electron densities in the cited benchmarking literature were found not to
fulfill the McWhirter’s density criterion [138], which indicates that XPL optimum conditions are
indeed better interpreted within a NLTE regime. NLTE kinetics have been extensively studied
for plasmas which are produced by a ultrashort pulse laser [58].

The aim of this study was to develop scaling laws for predicting the optimum electron
temperature and density for the 3d94d1(J=0) Ñ 3d94p1(J=1) transition in Ni-like ions plasma.
The considered transition is the closest one to the main transition observed experimentally. In
fact, detailed calculations [66] showed multiple possible transitions between the J=0 and the J=1
states. For reasons of simplicity, and for easier comparison with experiments, we investigated a
three-level system with one laser transition. A more detailed theoretical analysis of multi-line
J=0� 1 transitions will be subject of a future publication.

The logical steps of our modeling are summarized in Fig. 3.20. Results are benchmarked
against literature data. We begin with a ”top-down” approach, verifying the applicability of
existing models, based on consistency and scope. Thus, in Sect. 3.4.2, scaling-laws for Ni-
like ions based on heuristic affinity conditions of Ne-like ions in XPL and their affine Ni-like
ions are presented. In Sect. 3.4.3, optimum temperature and density conditions were derived
extrapolating different theoretical models for Ne-like ions to the case of Ni-like lasing ions. In
Sect. 3.4.5.1 and in Sect. 3.4.5.2, a ”bottom-up” approach was adopted: the temperature and
density that maximizes the abundance of Ni-like ions was numerically modeled considering either
the LTE or the NLTE model for describing the physical processes. In Sect. 3.4.5.2, conditions’
shift while considering the dielectronic recombination are shown. In Sect. 3.4.5.3, a conclusive
comparison between LTE and NLTE models is done.

Following the study of analytical predictive laws, our focus progressed toward the numerical
computation of the salient plasma processes. Such processes where thus explored to identify
the ”optimum lasing conditions” as a function of operating parameters. Thus, in Sect. 3.4.6.1,
the electron temperature that maximizes collisional pumping from ground and lower laser
states to the upper state was calculated. In Sect. 3.4.6.2, the limiting electron temperature for
the population inversion across the plasma medium for Ni-like plasma lasers is discussed. In
Sect. 3.4.6.3, the electron temperature and density for the lasing across the plasma medium for
Ni-like plasma lasers were obtained. In Sect. 3.4.7, a comparison of scaling-laws (which were
obtained in Sect. 3.4.4-3.4.6.3) for Ni-like plasma lasers is made.

After the analysis on what plasma conditions are ideal for the sake of lasing, we conclude
the work showing how to achieve these. In Sect. 3.4.8, the optimization of pumping conditions
such as the irradiation intensity and irradiation angle in the plasma medium are discussed.
Optimum irradiation intensity and irradiation angle are important for experimental optimization
conditions.
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Fig. 3.20: Flow-chart of the study of the optimum electron density and temperature for plasma-lasing,
comparing alternative computational approaches.

3.4.1 Theory

If n2 and n1 are the upper and lower laser state populations and σstim is the cross section for
stimulated emission, the small signal gain is found as in Eq. 3.2.0.1. To map the optimum
electron temperature and density, one can map the gain with the criterion F ¥ 0 (Eq. 3.2.0.2),
while varying the plasma electron temperature and density for a Ni-like radiator of atomic
number Z. The populations of the Ni-like levels (Fig. 3.21. a) are computed by solving the rate
equation of a three-level model as follows:

dn1

dt
� n2pneC21 �A21 � εneC01q � n1pneC12 �G10 pτcqA10 � neC10q � 0 (3.4.1.1)

where ε is n0{n2, Aij are spontaneous emission coefficients, and Cij are collisional coefficients.
The escape factor G10pτcq is the relative local flux of photons from the expanding plasma [168].
In Eq. 3.4.1.1, we considered that the plasma is at ionization equilibrium, at a temperature
where the recombination rate to the excited laser state is negligible and the inversion of the
J� 0 Ñ 1 transition is created uniquely by means of monopole collisional pumping from the
ground level [66, 208]. On the other hand, the recombination processes have a significant effect
on the J=2 Ñ 1 lasing transition [113].
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Fig. 3.21: (a) Laser levels and transitions for a Ni-like ion (see also Table 3.5). For simplicity main upper
|2y and lower |1y lasing states are shown, along with the ground |0y state. (b) Calculated
collisional coefficients as a function of the electron temperature for Ni-like Sn. Increasing
the temperature the collisional excitation coefficients increased (empty markers) while the
de-excitation coefficients decreased (full markers).

In order to include the high temperature cut-off effect of electron collisional excitation from
the ground state to the upper state (C02), a value of ε � 0 is needed. The electron collisional
excitation rates (Cij

e) between levels depends on the electron temperature as in Eq. 3.3.1.4. For
calculating the collisional de-excitation rate (Cdji), considering detailed balancing [137], one has
Eq. 3.3.1.5. For a Doppler-broadened spectral line, the opacity τc, i.e., physically the number of
line optical depths at the central wavelength λc of a plasma with thickness d, is given by,

τc � 1.1 � 10�16λcn0df10

�
µ

kTion


1{2

(3.4.1.2)

where µ is the atomic mass, n0 is the populations of absorbing ions (at ground level) in
cm�3, f10 is the oscillator strength for the lower state to the ground state transition, kTion is
the ion temperature in eV. In addition, λc is in Å, and d is the plasma size along the line of
sight in cm. The radiation is attenuated by a factor of expp�τcq, resulting from absorption
in the plasma. The opacity of the plasma affects both the escape probability of the observed
spectral emission as well as the overall population dynamics of the plasma. The issue of radiation
trapping due to the plasma opacity must be considered. In fact, optimum plasma conditions,
kTe�opt and ne�opt, require low opacity for de-population of the lower laser level. Opacity can
be reduced by shortening the depth of plasma. If τc ! 1, the plasma is optically thin and almost
no self-absorption takes place, whereas for τc " 1 significant absorption in a optically thick
plasma occurs. For the Doppler-broadened lines and τc ¤ 4.5, McWhiter [138] has shown that
the escape factor is bounded as follows:

expp�τcq ¤ Gpτcq ¤ p1� expp�τcqq {τc. (3.4.1.3)

For the larger values of τc, Holstein [135] has shown that the escape factor scales as follows:

Gpτcq � 1{
�
τcpπ lnpτcqq1{2

	
. (3.4.1.4)

In order to obtain the temperature that maximizes the ionic abundance and reach to Ni-like
ions in a NLTE plasma for Ni-like, we use the rate equation of CR model to estimate ionization
charge states in NLTE as follows [118, 273]:

nZ�1

nZ
� SZ
αZ�1 � neβZ�1 �DZ�1

(3.4.1.5)

where SZ is a collisional ionization coefficient corresponding to an ionic stage �Z is given by
[138]:

SZrcm3s�1s � 2.43 � 10�6ξZTe
�3{2

�
expp�uq
u7{4



(3.4.1.6)
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where Te is electron temperature in eV, ξZ is the number of electrons in the outermost layer
corresponding to the ionic charge state Z, and u is χZ{Te, which χZ is ionization potential
in eV. The terms αZ�1, βZ�1, and DZ�1 are respectively the radiative, collisional three-body,
and dielectronic recombination coefficients applying to the ionic charge state Z � 1, which
corresponding coefficients are tabulated as follows [164]:

αZ�1rcm3s�1s � 5.2 � 10�14pZ � 1qu1{2
�

0.429� 0.5 lnpuq � 0.469u�1{2
	

(3.4.1.7)

βZ�1

�
cm6s�1

� � 2.97 � 10�27 ξZ
pTeχ2

Zp4.88� 1{uqq . (3.4.1.8)

The dielectronic recombination coefficient is often neglected [48, 276]. Following the work of
Eidmann [86], we account for it by using DZ � ραZ with ρ as a free parameter, e.g., ρ � 10 for
kTe   1000 eV.

In a high-density plasma, plasma effects were taken into account, considering that the
potential lowering is given as follow:

∆χreV s � �Z Ry min

�
2a0

λD
,

3a0

2R0



(3.4.1.9)

where Z is the ion charge, Ry is Rydberg energy, a0 is the Bohr radius, λD is the Debye
radius, and R0 is the ion-sphere radius. Within the calculation due to our electron temperature
and density range, the value of ionization potential lowering ∆χreV s � 1.95 � 10�10Z

a
ne{Te is

considered (ne in cm�3 and Te in eV).
In Eq. 3.4.1.5, if we have neβZ�1 ! αZ�1�DZ�1, then Eq. 3.4.1.5 will be density independent

as in the corona equilibrium (CE) model. It is investigated [120] that the CE model can be
safely applied to laser-produced plasmas with electron densities less than or equal to 1022 cm�3

for estimating e.g., the abundance of high-Z ions and the average ionic charge state relevant to
X-ray line radiation studies.

Collisions increase as the density of a plasma is increased. At sufficiently high densities,
collisional processes become more important than radiative processes in determining excited
state population (LTE model). In the LTE, the number of particles in the two states described
by as the Saha equation. The LTE model is applicable to the high density regime. The ion
balance in Eq. 3.4.1.5 embodies the Saha equilibrium as follows:

nZ�1

nZ
� SZ
neβZ�1

. (3.4.1.10)

The total abundance of an element is given by:

ntot �
Z̧

i�0

ni. (3.4.1.11)

Where ni is the population of ion X�i, where Z is the atomic number of X. The fractional
abundance of charge state i is given by:

f i � ni

ntot
. (3.4.1.12)

This leads to the normalization:

Z̧

i�0

f i � 1. (3.4.1.13)

For X-ray lasing to occur, a population inversion is needed, which happens when C12 and
C02 are dominating over the other transitions. When population inversion happens, spontaneous
emission from the upper level to the lower level happens and a seed photon is generated.
Amplified spontaneous emission (ASE) of such photons at the carrier wavelength, along the
plasma column, creates the X-ray laser beam.



82 3. OPTIMIZATION OF PLASMA X-RAY LASING

3.4.2 Experimental Affinity Ne-Like to Ni-Like Ions

Ref. [343] claimed a heuristic affinity between a given Ne-like X-ray laser and a Ni-like X-ray laser
radiator based on five cases, i.e., Fe�16 Ñ Ag�19, Co�17 Ñ Cd�20, Ni�18 Ñ In�21, Cu�19 Ñ
Sn�22, and Zn�20 Ñ Sb�23 which permitted to extrapolate to other pairs such as Sc�11 Ñ Mo�14

and Nb�31 Ñ Sm�34. The electron temperature for Ni-like ions was studied here considering
Eq. 3.4.3.1 and the affinity between Ne-like X-ray lasers and homologous Ni-like X-ray lasers
[343] as below:

kTe�optreV s � 2.42 pZ � 27q1.7 , 28 ¤ Z ¤ 79. (3.4.2.1)

The electron density for Ni-like ions was obtained considering Eq. 3.4.3.2 and the affinity
between Ne-like X-ray lasers and their homologous Ni-like X-ray lasers [343] as below:

ne�optrcm�3s � 1.45 � 1014 pZ � 27q4.65
, 28 ¤ Z ¤ 79. (3.4.2.2)

Similarly, the electron density to optimize the gain coefficient for Ni-like ions was obtained
by considering Eq. 3.4.3.3 and the affinity between Ne-like X-ray lasers and their homologous
Ni-like X-ray lasers [343] as below:

ne�optrcm�3s � 3.9 � 1012 pZ � 27q6.7 , 28 ¤ Z ¤ 79. (3.4.2.3)

3.4.3 Scaling-laws for Neon-like Plasma Lasers

The optimum plasma conditions in Ne-like XPL have been well characterized previously. Elton
[90] considered that the optimum electron temperature should be 1{3 of the ionization energy of
the ions, which modeled Te�opt as follows:

kTe�optreV s � 5.7 pZ � 9q1.5 , Z ¥ 10 (3.4.3.1)

where Z is the atomic number of Ne-like ions. Gupta et al. [119], estimated the optimum
electron temperature for the Ne-like to be Te that maximizes the Ne-like XPL gain. They found
the Te that maximizes the Ne-like ions abundance, maximizes the Ne-like XPL gain as well.
Elton also considered the optimum value of the electron density to occur when the plasma has
1{2 of the electron density required for collisional equilibrium, such that neC21 � A10. The
following expression as the optimum electron density for Ne-like ions has been proposed:

ne�optrcm�3s � 4 � 1015 pZ � 9q3.75
, Z ¥ 10. (3.4.3.2)

Li et al. [180], derived another Z-scaling law for the optimum temperature, under the
condition kTe � ∆E20{2, where ∆E20 is excitation energy from the ground state to the upper
laser level of Ne-like ions. The optimum electron density to optimize the gain coefficient for
Ne-like ions has been given as follows [180]:

ne�optrcm�3s � 0.57 � 1014 pZ � 8.8q6.1 , Z ¥ 10. (3.4.3.3)

3.4.4 Scaling-laws for Nickel-like Plasma Lasers

In order to predict the Ni-like plasma optimum conditions two approaches are investigated,
namely (i) analytical scaling-laws and (ii) numerical solutions, both validated against a selection
of literature data. Considering analytical laws for Ni-like lasers, we begin with discussing
scaling-laws’ extrapolation from Ne-like systems. The heuristic affinity model proposed in Ref.
[343] is also discussed. Regarding numerical modeling, we computed the optimum temperature
and density for sufficient radiator’s population within the LTE and NLTE model. Further,
optimum density and temperature leading to a strong monopole collisional pumping and
population inversion is addressed, see Fig. 3.21. Finally, the analytical and numerical solutions
are compared.

A number of approaches to derive analytical scaling laws for optimum plasma conditions
to obtain Ni-like lasing were compared. To begin with we indicate the specific approaches and
adopted models. Below (Sect. 3.4.7) we will compare the predicted values from the various
scaling laws and comment on their accuracy to agree with benchmarking data from the literature.
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Adopting different models for Ne-like ions found in the literature, we extrapolated for the
case of Ni-like ions. From Elton’s criterion, namely that the optimum temperature should be
approximately 1{3 of the ionization energy of Ni-like ions, we considered the ionization potentials
from Ref. [51, 173], thus obtaining the following power-law formulas for the optimum electron
temperature of Ni-like ions:

kTe�optreV s � 2.75 pZ � 27q1.6 , 28 ¤ Z ¤ 79. (3.4.4.1)

Following the Li criterion [180], we alternatively considered that the optimum temperature
should be 1{2 of the excitation energy from ground state to upper state of Ni-like ions. With this
assumption, we obtained the following power-law scaling for the optimum electron temperature
namely,

kTe�optreV s � 2.15 pZ � 27q1.6 , 28 ¤ Z ¤ 79. (3.4.4.2)

Considering the optimum electron density as 1{2 of the electron density required for collisional
equilibrium, finally the optimum electron density based on this criterion is obtained for two Z
ranges as follows:

ne�optrcm�3s � 1.85 � 1015 pZ � 27q3.8 , 28 ¤ Z   53

ne�optrcm�3s � 1.5 � 1013 pZ � 27q5.4 , 53 ¤ Z ¤ 79. (3.4.4.3)

3.4.5 Nickel-like Ion Population

To obtain strongly amplified X-ray emission, it is necessary to have a sufficiently intense laser
pump pulse irradiating the target in order to generate a plasma column with a sufficient
population of the Ni-like ions. Here, we present the optimum temperature for a sufficient
population of the Ni-like ions using both the LTE and NLTE models (see Fig. 3.21). In the
NLTE model, we consider the effect of dielectronic recombination on Ni-like ions abundance.

3.4.5.1 LTE Numerical Description

The LTE condition based on McWhirter’s criterion [138] is only applicable when the collision
rate is significantly larger than radiative decay rate. Solving Eq. 3.4.1.10 a scaling law for the
electron temperature to maximize ionic abundance at ne � 1021cm�3 is obtained as follows, for
two atomic ranges respectively:

kTe�maxreV s � 1.42 pZ � 27q1.35
, 28 ¤ Z   53

kTe�maxreV s � 0.875 pZ � 27q1.52
, 53 ¤ Z ¤ 79. (3.4.5.1)

Fig. 3.22 shows the ion fractional abundance versus electron temperature at ne � 1021 cm�3

in LTE for a selection of Ni-like radiators. Such optimum values of the electron temperature can
be approximated as follows:

0.77 À Te�opt{Te�max À 1.25, 28 ¤ Z   53

0.8 À Te�opt{Te�max À 1.2, 53 ¤ Z ¤ 79. (3.4.5.2)

In the LTE model the electron density will affect the temperature required to maximize
the Ni-like ionic fraction. Henceforth, the electron temperature that maximizes the Ni-like ion
abundance can be approximated as follows:

kTe�maxreV s � 10�2ne
0.1025pZ � 27q1.35, 28 ¤ Z   53

kTe�maxreV s � 9.74 � 10�3ne
0.093pZ � 27q1.52, 53 ¤ Z ¤ 79. (3.4.5.3)

The Saha equation, which determines the degree of ionization of the plasma is only valid in
LTE systems where thermal collisional processes impose a Maxwell-Boltzmann (MB) distribution.
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In the case of a short-pulse laser-generated plasma, the plasma evolution time is short for
electrons to thermalize during the laser pulse duration (Eq. 3.4.0.2). Indeed, in ultrafast
processes the assumption of LTE is violated. Hence, we investigated the optimum conditions for
a Ni-like plasma also in the NLTE condition considering collisional, radiative, and dielectronic
recombination processes.

24eV 40eV 66eV

55eV
98eV 186eV

(λ=18.9 nm)

(λ=11.9 nm)

(λ=7.4 nm)

LTE

Fig. 3.22: Ion fractional abundance in a selection of Ni-like plasma lasers versus electron temperature
at the electron density ne � 1021 cm�3 for the LTE model. Increasing the atomic number
of the lasing ions, the required temperature also increased. Values at the top indicate the
temperature of maximum ionic abundance. Full width of distributions is given at 50% of
fractional ionization.

3.4.5.2 Non-LTE Numerical Description

For lasing, the pump pulse has to deposit enough energy into the plasma to reach the Ni-like
ionization stage while also generating the population inversion necessary, in far from equilibrium
kinetics. Solving Eq. 3.4.1.5, a scaling law for the electron temperature to maximize ionic
abundance at ne � 5 � 1020 cm�3 (see Eq. 3.4.0.1) in the NLTE plasma in the absence of
dielectronic recombination (dielectronic recombination) for Ni-like ions was found to be:

kTe�maxreV s � 9.8 � 10�2pZ � 27q2.4, 28 ¤ Z   53

kTe�maxreV s � 3.02 � 10�2pZ � 27q2.75, 53 ¤ Z ¤ 79. (3.4.5.4)

Moreover, a scaling law at ne � 5 � 1020 cm�3 in the NLTE plasma with including the
dielectronic recombination for Ni-like ions was found to be:

kTe�maxreV s � 8.5 � 10�2pZ � 27q2.6, 28 ¤ Z   53

kTe�maxreV s � 3.2 � 10�2pZ � 27q2.91, 53 ¤ Z ¤ 79. (3.4.5.5)

Fig. 3.23 shows the ion fractional abundance in NLTE as a function of electron temperature
at the electron density of 5 � 1020 cm�3 with and without considering dielectronic recombination.
One notes that with increasing atomic number, the peak abundance of Ni-like ion in the plasma
decreases. This suggests a reduction of lasing population at short wavelengths by high-Z targets.
The range of optimum values of Te in Fig. 3.23 is defined as follows:

0.7 À Te�opt{Te�max À 1.4, 28 ¤ Z   53

0.8 À Te�opt{Te�max À 1.3, 53 ¤ Z ¤ 79. (3.4.5.6)

Fig. 3.23 shows the temperature shift for peak population that is required to compensate for
dielectronic recombination. The change in temperature range at 50% fractional ionization, with
and without dielectronic recombination, is also shown. It is shown that considering dielectronic
recombination, a larger temperature-shift for higher-Z elements occurs and the lasing populations
are also broader.
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Fig. 3.23: Ion fractional abundance for NLTE in a selection of Ni-like plasma lasers, as a function
of electron temperature. The electron density was ne � 5 � 1020 cm�3, and results with
and without considering the dielectronic recombination (dielectronic recombination) are
shown. Taking into account dielectronic recombination, the temperature that maximizes ionic
abundance increased. Increasing the atomic number, the abundance of Ni-like ions decreased.
Values at the top indicate the temperature of maximum ionic abundance.

3.4.5.3 LTE vs. Non-LTE frameworks

Comparison of Fig. 3.22 and Fig. 3.23 shows that increasing the atomic number (Z) the
temperature difference at the peak abundance of Ni-like ions increases. However, the lasing
process across the plasma medium is influenced by the average ionization degree, rather than
population peaks.

Fig. 3.24 summarizes the average Sn ionization degree (z) as a function of the temperature
at different electron densities, for different modeling approaches. Fig. 3.24. a is obtained by
solving Eq. 3.4.1.5. It is shown that for temperatures above 300 eV, the electron density will not
affect the generation of Ni-like ions (z � 22 for Sn). The ionization is also virtually independent
of the temperature fluctuation, which is possibly due to bottleneck ionization. Fig. 3.24. b
shows NLTE results while using the FLYCHK code, which implements a more complete CR
treatment. In Fig. 3.24. a and Fig. 3.24. b, the results are in substantial agreement for the low
and middle density values considered. The agreement with the ne � 1022 cm�3 case is limited
to the low temperatures like the LTE model. For comparison, results from the widely adopted
LTE (collisional) approach are shown. Fig. 3.24. c is obtained by solving Eq. 3.4.1.10. It shows
that at high density the average ionization drops in the 95 � 140 eV temperature range. The
differences between the various densities are less strong for Te ¡ 100 eV. A cross-over of the three
curves is also noticed at approximately 25 eV because pressure ionization becomes important
as the temperature becomes softer. Fig. 3.24. d shows results adopting the Saha equation in
FLYCHK. The drop in ionization while considering the high density curve is confirmed, but it
persists throughout the entire temperature range considered. It is noteworthy that the predicted
temperature for Ni-like Sn within the LTE framework is factor of 3 lower than for the NLTE.

In the framework of a XPL generated by means of multiple pulses, i.e., pre-pulses/main
pulse, the kinetics of the plasma medium is not only dictated by the pulse duration, but also by
the pre-pulse and main-pulse delay. Delays of several ns between the pre-pulses could provide
sufficient thermalization time to adopt a LTE regime, even if the individual pulses are ps-pulses.
On the other hand, delays of tens of ps between the pre-pulse and the main pulse may demand a
NLTE treatment. In this respect, a hybrid approach may provide the most realistic predictions.
In the analysis above, we showed the predictions as obtained by the ”pure states”, i.e., collisional
or coronal. We stress that the effective prediction must be tailored to the specific experimental
cases.
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3.4.6 Gain Across the Laser-produced Plasma

The condition discussed above for attaining a Ni-like lasing population is necessary but it is not
sufficient. For lasing one needs population inversion within the Ni-like ion levels (see Fig. 3.21).
The optimum collisional pumping temperature leading to inversion will be presented in this
section. Moreover, the optimum density and temperature for lasing across the plasma medium
for Ni-like radiators is studied considering both optically thick and thin plasmas.

Ni-like

Ni-like

Ni-like

Ni-like

NLTE (Eq. 11)

NLTE (FLYCHK)

LTE (Eq. 16)

LTE (FLYCHK)

(a) (c)

(b) (d)

Fig. 3.24: Sn ionization in the plasma as a function of temperature at different electron densities. (a)
NLTE solving Eq. 3.4.1.5, (b) NLTE from the collisional-radiative model in the FLYCHK
public code, (c) LTE solving Eq. 3.4.1.10, and (d) LTE from the Saha equation using the
FLYCHK code. Eq. numbers in the figure as given in the original publication [205].

3.4.6.1 Collisional Pumping

Fig. 3.21. b summarizes calculated collisional coefficients for population (open symbols) and
de-population (full symbols) of the upper laser level, as a function of the electron temperature.
It shows that with increasing temperature the collisional de-excitation decreases meanwhile
the collisional pumping increases, especially in the first hundreds of eV. Further, the dominant
pumping is collisional from the coefficient C02. Due to the selection rule the transition from
lower level (J=0) to upper level (J=0) is only achieved by monopole collisional excitation (see
Fig. 3.21. a), that is why the effect of self photo-pumping (dipole excitation) is not considered.

Fig. 3.21. b shows that the values of C02 and C12 increase with increasing temperature, but
at a specific temperature starts to decrease, i.e., kTe � 1370 eV and kTe � 300 eV respectively.
This may be explained by noting that collisional de-excitation may tend to destroy population
inversion at excessive temperatures.

Fig. 3.25 shows the monopole collisional pumping coefficient (C02) for a selection of Ni-like
lasing ions. The coefficients (C02) increase with increasing temperature, but above the maximum
temperatures start to decrease. Calculated collisional pumping rates from the ground state to
upper lasing level (C02) is in agreement with calculation in Daido et al. [66]. We derived the
temperature for which monopole collisional pumping coefficients of Ni-like ions are maximum to
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be:

kTe�optreV s � 12.5pZ � 27q1.5. (3.4.6.1)

Fig. 3.25 confirms that for the pumping of a X-ray Ni-like laser, a temperature of several
hundreds eV is required, but temperatures close to the keV range suppress the pumping
mechanism and the C02 rate starts to decrease. The inversion temperatures are indicated in
Fig. 3.25, and vary between 0.72 and 2.58 keV from Mo to Sm.

Max (720eV)

Max (1370eV)

Max (1020eV)

Max (1950eV)
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Fig. 3.25: Calculated monopole collisional pumping coefficients (C02) as a function of the electron
temperature for a selection of Ni-like targets. The coefficients (C02) increased while increasing
the temperature, but above the indicated inversion temperatures they decreased. The
calculated coefficients are in agreement with values in Daido et al. [66].

The inversion temperature can be predicted as a power law formula as follows:

kTe�optreV s � 2.75pZ � 27q1.5. (3.4.6.2)

So far, we obtained multiple Z scaling laws for the optimum electron temperature and density
in the XPL plasma. In the following step, we computationally analyze the limiting condition for
having positive inversion factor.

Finally, a comparison of Fig. 3.22, Fig. 3.23, and Fig. 3.25 shows that at the temperature
that the value of C02 can be maximum the ionic fraction of Ni-like ions is negligible. When the
temperature of plasma increases, the temperature that maximizes the ionic fraction of Ni-like
ions will be shifted to the larger values [86]. Indeed, when the electron temperature increases,
the effect of the dielectronic recombination will increase as well.

3.4.6.2 Population Inversion

Achieving XPL requires a high electron temperature to sufficiently produce a population inversion.
During the heating of the plasma with the main pulse, both the 4p (lower) and 4d (upper) laser
levels are populated by electron collisional excitation (Fig. 3.21. a). The 4p-3d spontaneous
decay is faster than the 4d-4p laser transition so that a population inversion builds up. Table 3.5
gives the calculated energies for the upper and lower level for a selection of Ni-like ions, and
the relative radiative life times calculated with FAC. Additionally, it presents XPL wavelengths
from FAC and the relative error, which is calculated as ε � λFAC�λX

λX
. Furthermore, Table 3.5

shows that with increasing atomic number the ratio of upper/lower radiative life-times (t21{t10)
are increasing.
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Tab. 3.5: Calculated Ni-like 4d-4p laser levels above the ground state, and radiative lifetimes for both
the 4dÑ 4p (t21) and 4pÑ 3d (t10) transitions for a selection of Ni-like ions. The lasing
wavelengths obtained computationally with the FAC code (λFAC) and their relative accuracy
(ε � λFAC�λX

λX
) with respect to the experimental wavelengths (see λX in Tab. 3.4) are given.

Z Ion E2 [eV] E1 [eV] t21 [ps] t10 [ps] λFAC ε

42 Mo�14 322 250 29 11 17.2 �9%

46 Pd�18 460 371 28 7 13.9 �5%

47 Ag�19 498 405 27 7 13.3 �4%

48 Cd�20 537 440 27 6 12.8 �3%

50 Sn�22 619 514 26 5 11.8 �1%

Considering the steady state in a three-level model, lower (n1) and upper (n2) laser state
populations can be calculated as follows:

n1 � pC21ne � C20ne �A21qpC01nen0q � pA21 � C21neqpC02nen0q
pC21ne � C20ne �A21qpC10ne � C12ne �A10q � pA21 � C21neqpC12neq

n2 � pC12neqpC01nen0q � pC10ne � C12ne �A10qpC02nen0q
pC21ne � C20ne �A21qpC10ne � C12ne �A10q � pA21 � C21neqpC12neq . (3.4.6.3)

Here n0 is the electron population density in the ground state, i.e. 3d10 in the Ni-like system.
For having population inversion (γ1n2 ¡ γ2n1), the following equation must be satisfied:

γ1neβ � γ1A10C02 ¡ e
∆E12
kTe γ1neβ � γ2A21pC01 � C02q (3.4.6.4)

where β � C01C12 �C10C02 �C02C12. In order to find the upper limit for obtaining population
inversion, we find the limit where Eq. 3.4.6.4 is not valid. In fact, it is not valid at a temperature
kT Ñ8 (e.g., for Ni-like Sn, C01 ¡ 14 � C02 with considering γ2 � 1,γ1 � 3, and A10 � 5 �A21).
When kT Ñ8, values of C02 and C12 will be negligible, i.e., n2 Ñ 0.

3.4.6.3 Amplified Spontaneous Emission

Considering Eq. 3.4.1.1, a ratio between n2 to n1 can be obtained. Then by using this ratio,
considering the inversion factor F , and n2 " n0 (εÑ 0), the following expression for ne can be
obtained:

nercm�3s � 3p1� F qG10pτcqA10 �A21

3C12pe
∆E12
kTe � p1� F qq

(3.4.6.5)

Considering an optically thin plasma (G10pτcq � 1), Eq. 3.4.6.5 can be written as a Z-scaling
law with temperature dependence as follows:

nercm�3s � 1.8 � 1013pZ � 27q3pkTeq1.5. (3.4.6.6)

The Eq. 3.4.6.6 was obtained by substituting C12 into Eq. 3.4.6.5, setting F � 0, and kTe ¡ ∆E12

due to the fact that the temperature of the lasing plasma is approximately 3 to 9 times higher
than the energy difference between upper and lower level. Furthermore, Eq. 3.4.6.5 shows that
for a non-zero inversion factor (F � 0) the electron density of an optically thin lasing-plasma
will be limited to an electron density lower than Eq. 3.4.6.6.

In the present work, we considered that the highest temperature for Ni-like lasing is that
one for which C02 � C21. Increasing temperature, the value of C12 starts to decrease earlier
than the value of C02 (see Fig. 3.21). Considering this condition, we calculated the electron
temperature in the plasma which effectively influences the XPL gain achieved. We computed
that plasma-lasing of Ni-like ions is feasible within a limited electron density and temperature
for which a gain criterion F ¡ 0 holds. One such limit is set by the electron collisional excitation
population and based on our calculations restricts the lasing operation to temperatures of the
following value:

kTe�optreV s � 13pZ � 27q1.5. (3.4.6.7)
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when C12 and C02 start to decrease, the population of the upper level (n2) also will decrease.
Substituting Eq. 3.4.6.7 in the Eq. 3.4.6.6, at this temperature electron collisional coefficients
between laser levels limit the electron density of an optically thin plasma as follows:

ne�optrcm�3s � 8.4 � 1014pZ � 27q5.25. (3.4.6.8)

Fig. 3.26 shows that increasing the optimum Z-normalized electron density is associated
with a pkTeq1.5 of the Z-normalized electron temperature. Fig. 3.26 shows the modest increase
of the electron density with the temperature, assuming an optically thin plasma (G10pτcq � 1)
and by allowing the escape factor Gpτcq to become less than unity with increasing opacity on
the resonance lines. When A10 becomes GpτcqA10, the value of spontaneous emission rate from
lower level to ground state decreases (Gpτcq   1), which means the beginning of the destruction
of the population inversion between lower and upper levels (lasing levels).

Using λ21rnms � 1240.6
∆E21reV s

and the scaling of the excitation energy from the ground state

(Ni-like ion) to the upper laser level of Ni-like ions as follows:

∆E21reV s � 4.4pZ � 27q. (3.4.6.9)

one obtains the scaling of λ as pZ�27q�1. Considering µ � 2Z, n0 � ni, ni � ne{z, assuming
that the ion charge (z) is proportional to the atomic number (Z) (e.g., for Ni-like Mo z � Z{3),
Ti � Te{3, the oscillator strength for the lower state to the ground state transition can be
written as:

f10 � 1.2 � pZ � 27q�1. (3.4.6.10)

Considering the value ne from Eq. 3.4.6.6, we can define the reduced depth as follows:

∆rcms � 0.192 � 104dpZ � 27qZ�1{2pkTeq. (3.4.6.11)

Hence, τc and Gpτcq can be expressed independently of Z by specifying the reduced depth
∆ instead of the plasma-depth-scale d. Then, τc will be defined as τc � 0.0255∆rcms. It is
noteworthy that ∆ � 100 cm corresponds to a plasma X-ray laser size (depth) d � 31µm and
d � 11µm for Ni-like Sn at the electron temperatures of 500 eV and 1434 eV, respectively. In
addition, ∆ � 100 cm matches to τc � 2.55 and Gpτcq � 0.36. With increasing the opacity, the
value of escape factor will decrease as well. It is also notable that due to a general scaling law
for all Ni-like elements, we just analyze up to Gpτcq � 0.36 because the ratio of A10 to A21 is
closer for middle Z-elements (e.g., for Ni-like Mo � 2.6).
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Fig. 3.26: Optimum Z-normalized electron density versus electron temperature for the population
inversion threshold (F � 0) with considering opacity for a reduced depth ∆[cm]� 0.192 �
104dpZ � 27qZ�1{2pkTeq. As ∆ increases, inversions are achieved only at lower densities. It
also shows the indicated electron density and temperature from some papers [79, 152, 194,
208, 210, 348] for Ni-like XPL, which are below the population inversion threshold.
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Fig. 3.26 shows that the population inversion (F ¡ 0) is limited by collisional de-population
to the electron density below the boundary curve. Moreover, it shows that inversions are achieved
at lower densities when ∆ increases. Every value of ∆ corresponds to an appropriate value of
the escape factor Gpτcq. In Fig. 3.26, for executing the effect of the escape factor the coefficient
3GpτcqA10�A21

3A10�A21
has been multiplied by the Eq. 3.4.6.6 (the Eq. 3.4.6.6 has been obtained with

considering Gpτcq � 1).
Further, in Fig. 3.26 the indicated electron density and temperature from some other works

[79, 152, 194, 208, 210, 348] for Ni-like XPL are shown. Their indicated electron density and
temperature are below the boundary curves.

3.4.7 Comparison Analytical vs. Numerical Models

Fig. 3.27 shows calculated optimum temperatures derived from the models presented above as
a function of atomic number. Theoretical predictions in Fig. 3.27 are compared to data from
references [1, 2, 7, 79, 152, 194, 195, 208–210, 213, 214, 234, 301, 348] for Ni-like XPL. The
range of predicted values is quite large over more than 1.5 orders of magnitudes. The most
remarkable underestimation came from Eq. 3.4.5.3 while the highest overestimate came from
Eq. 3.4.6.7.
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Fig. 3.27: Comparison of predicted optimum electron temperature, using the various models discussed
in the text, and benchmarking data from the literature [1, 2, 7, 79, 152, 194, 195, 208–
210, 213, 214, 234, 301, 348] (numbered circles) for Ni-like plasma lasers. Equations numbering
and references as in the original publication [205].

The best prediction was from Eqs. 3.4.2.1, 3.4.4.1, 3.4.4.2, 3.4.6.2. Eqs. 3.4.5.5, 3.4.6.1
converged towards correct values at high Z, but their suitability at Z below 50 � 60 is poor.
This indicates an incorrect Z-dependent regression of the predicted values.

Fig. 3.28 shows calculated optimum densities as a function of atomic number Z. In this
context, the predictions turn out to be much less accurate than in the case of temperature.
The highest predictions were from Eq. 3.4.2.3 and Eq. 3.4.6.8, which provide estimates which
are up to two orders of magnitude too large. The best predictions came from Eq. 3.4.2.2 and
Eq. 3.4.4.3. None of the models provided underestimates for the optimum electron density.



3.4. LASER-PRODUCED PLASMA CONDITIONS 91

3835

28

27
23

37

29
36
2930

34

31

33
26

12
42

43

25

32

41

7

24
3939

39

40

Fig. 3.28: Comparison of predicted optimum electron density, using the various models discussed in the
text, and benchmarking data from the cited literature (numbered circles) for Ni-like plasma
lasers. Equations numbering and references as in the original publication [205].

3.4.7.1 Optimum Electron Temperature and Density

For Ni-like lasing plasmas, a sufficient population of Ni-like ions is needed along with a population
inversion between upper and lower levels. The temperature that satisfies these two conditions
and maximizes monopole collisional pumping, while accounting for the fact that we are in a
NLTE regime, is defined for two different atomic number ranges by the following scaling laws
(Eq. 3.4.6.1):

kTereV s � p0.36� 0.15q � rEq. 3.4.6.1s, 28 ¤ Z   53

kTereV s � p0.4� 0.17q � rEq. 3.4.6.1s, 53 ¤ Z ¤ 79. (3.4.7.1)

It is noteworthy that these ranges of the optimum temperature are also the best fitting
of the electron temperatures from the existing literature and our scaling laws for the Ni-like
lasing-plasma (see Fig. 3.27). The best fitting of the electron density from the literature and our
scaling laws for Ni-like lasing-plasmas is approximated by the following Z-scaling law:

nercm�3s � p1.4� 1.2q � 1013pZ � 27q5.25, 28 ¤ Z ¤ 79. (3.4.7.2)

The creation of a plasma with a value of kTe and ne around the optimum value is essential
for operation of an XPL. The density as a function of temperature can be approximated by the
following scaling laws:

nercm�3s � p0.64� 0.52q � 1013pZ � 27q4.5pkTeq0.5, 28 ¤ Z   53

nercm�3s � p1.1� 0.4q � 1012pZ � 27q3pkTeq1.5, 53 ¤ Z ¤ 79 (3.4.7.3)

where kTe is in eV.



92 3. OPTIMIZATION OF PLASMA X-RAY LASING

Tab. 3.6: Optimum irradiation intensity for a selection of Ni-like ions in the NLTE and LTE models for
a Nd:glass as the pump-laser (1ω � 1054nm).

Ni-like ion INLTErW.cm
�2s ILTErW.cm

�2s

Mo�14 2.6 � 1014 1.5 � 1014

Sn�22 8.0 � 1014 2.6 � 1014

Sm�34 2.7 � 1015 5.0 � 1014

3.4.8 Plasma Gain-Medium Pumping

The plasma electron temperature is a function of the pump-laser intensity, as given by the

following relation for optimized pump intensity: IoptrW.cm�2s � 3 � 1012 TereV s
λ2rµms [139].

Tab. 3.6 summarizes the calculated optimized pump-laser intensity (1ω � 1054 nm) for a
selection of Ni-like laser targets, following the predicted optimum temperatures discussed above.
Table 3.6 illustrates that higher laser intensities are required in the case of NLTE in comparison
to LTE.

The pump laser wavelength as well as the electron density can be adjusted to optimize the
irradiation angle for XPL operation. Only for irradiation angles that do not exceed the plasma
critical density is one able to theoretically obtain efficient short-wavelength scalability. Indeed,
knowing the optimum electron density can help one optimize the optimum irradiation angles

(θopt � arcsin
b

nopt
ncpump

).

Knowing the optimum electron density, one can estimate feasible X-ray refraction angles in

the lasing region (φr �
b

nopt
n
cXPL

) [110]. The critical electron density at the frequency of the

propagating ray for both a pump laser and an XPL is nc[cm�3]� 1.1�1021

λ2 , where λ is in µm.
Fig. 3.29 shows the turning point (maximum penetration into the plasma) versus the

irradiation angle (or grazing-incidence angle) for the first (1ω � 1054 nm) and the second
(2ω � 527 nm) harmonics of the Nd:glass pump laser. Fig. 3.29 shows the optimum electron
density versus atomic number of the different elements for Ne-like (Eq. 3.4.3.2) and Ni-like
(Eq. 3.4.7.2) XPL ions.

As long as the optimum conditions are below the turning point boundary, the former are
accessible for the pump laser. For Ni-like XPL ions the irradiation angle is significantly higher
than that for the Ne-like, since amplification with high-Z targets requires higher electron density,
found at larger depth within the plasma.

In Fig. 3.29, the fitting curve from Eq. 3.4.7.2 indicates that from Z � 59 (Pr target) the
optimum electron density for lasing (which depends on the electron temperature, laser intensity,
opacity, etc.) lies beyond the turning boundary for the pump laser operating at its fundamental
wavelength (1ω). So beyond that point, non-optimized pumping for some rare earth elements
(REE) targets is to be expected, unless one opts to use the second harmonic of the pump laser
(2ω) at sub-normal irradiation. For some high-Z targets the optimum electron density at which
lasing can occur lies in the electron density larger than � 1021 cm�3 and so here irradiating the
target with a 2ω pump can be a solution.

Furthermore, in Fig. 3.29 the fitting curve from Eq. 3.4.7.2 indicates that from Z � 68 (Er
target) the optimum electron density for lasing lies beyond the turning boundary for the 2ω. For
these targets irradiating with a shorter wavelength pump can be a solution. Similarly, for the
case of Ne-like ions at Z � 37 (Rb) the optimum electron densities cut off the turning boundary
for the 1ω pump (see Fig. 3.29).

Tab. 3.7: Optimum electron density (Eq. 3.4.7.2, ne), grazing-angle (θopt), and laser divergence (φ) for
a selection of Ni-like ions.

Ni-like ion nercm
�3s θoptrdegs φrmrads

Mo�14 2.0 � 1019 8.2 2.5

Pd�18 7.0 � 1019 15.4 3.7

Sn�22 2.0 � 1020 27.0 5.1

Ce�30 9.5 � 1020 78.0 8.0
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In addition it is worth mentioning that the shortest X-ray laser wavelengths produced by
Ne-like Rb, Ni-like Pr, and Ni-like Er are 16.5 nm, 8.2 nm, and 6.48 nm, respectively. Tab. 3.7
shows the optimum electron density based on the fitting curve (Eq. 3.4.7.2), the optimum
irradiation angle for a Nd:glass laser (λ � 1.054 µm) as a pump-laser, and a feasible X-ray
refraction angle for a selection of Ni-like ions.

Table 3.7 shows that for targets with low atomic number the irradiation angle should be
smaller in order to afford the optimum electron density for lasing. It also shows that for
targets with high Z-number the irradiation angle should be larger. Nevertheless, the increase of
irradiation angle causes a shortening of the light pass (the gain zone) longitudinally inside the
laser-produced plasma. Additionally, Tab. 3.7 shows that feasible X-ray refraction from Ni-like
laser-produced plasma is increasing for high-Z targets.

Ni-like

(Eq. 47)

Ne-like

(Eq. 21)

Max. penetration 1ω

Max. penetration 2ω Cut-off

[Z]

Fig. 3.29: Maximum pump penetration as a function of irradiation (grazing) angle of 1ω and 2ω Nd:glass
harmonics (top axis). In addition, optimum electron densities for Ne-like ions (Eq. 3.4.3.2)
and Ni-like ions (Eq. 3.4.7.2) as a function of atomic number (bottom axis) are shown. For
Z ¥ 59 (Pr) at 1ω or for Z ¥ 68 (Er) at 2ω the optimum density cannot be reached by the
pump because the curves show a cross-over (red circles).

3.4.9 Summary on Laser-produced Plasma Conditions

The optimum electron density and temperature for the Ni-like ions supporting short-wavelength
laser gain across a plasma were quantitatively predicted with scaling laws as a function of the
atomic number (Eq. 3.4.2.1- 3.4.4.3). The temperature that maximizes ionic abundance with
two physical models, i.e., LTE and NLTE, was obtained (Eq. 3.4.5.3- 3.4.5.5) and compared to
benchmarking temperatures from the literature.
It was found that in the plasma medium with increasing the atomic number, the abundance of
Ni-like ions is decreasing. This suggests more stringent conditions for achieving a high-gain at
shorter wavelengths, as produced using high-Z targets.
If one increases the Z-number, the difference between temperatures that maximize radiators
abundance in the LTE and NLTE model grows. A shift of approximately a factor of 2 in
the temperature for optimum ionic abundance was obtained with and without considering
dielectronic recombination. The shifted temperature is larger for high-Z ions. This restricts the
feasibility of laser amplification for high-Z radiators. The effect of the DR process is stronger for
high-Z radiators, since higher temperatures are needed which enhances the recombination rates.
Furthermore, a comparison between optimum temperatures for maximizing either the Ni-like ion
population (Tion,opt) or the ion level monopole-collisional-pumping (Tpump,opt) was done. Such
optimum temperatures showed a Z-dependent ratio, namely Tion,opt{Tpump,opt was a factor of
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0.1-0.23 for the mid-Z radiators (Z   53) and 0.26-0.7 for the high-Z ones. This would indicate
that although high-Z radiators require more stringent optimum conditions, the attainment of
optimum radiator population that are concomitantly laser-prone is somewhat more likely.
This work showed that for targets with high-Z the pump ”grazing” angle should be large, such
that the penetration depth into the plasma ensures the optimum electron density for plasma-
lasing. Above a certain threshold a cross over takes places between the penetration depth and
the location of the optimum density, with the latter lying beyond the turning point. Indeed, it
was shown that for Z ¥ 59 the optimum electron density for lasing cannot be reached using
1ω pumping. This suggests that for scaling the XPL wavelength below 6.8 nm a 2ω pump is
required.
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3.5 Saturation of Gain for Plasma-lasing

Published in Bleiner Appl. Phys. Lett. 101 (8), 2012. Main themes here:

— Gain-Length Product at Saturation

— Effect of Plasma Column Geometry

— Experimental Validation of Modeling

The generation of coherent short-wavelength photons by means of single-pass amplified
spontaneous emission (ASE) across a laser-induced plasma column, commonly referred to as
X-ray laser (XRL), has been demonstrated experimentally under various pumping mechanisms
such as electron collisions [134], recombination[161], inner-shell photo-ionization [76, 263]. The
temperature and electron density of the plasma gain-medium has been shown to be critical in
various computational and experimental studies [90].

Fig. 3.30: Selection of ionic radiators used for coherent short-wavelength radiation along a laser-produced
plasma column.

Traveling-wave excitation (TWE) is accomplished when irradiating the target at an angle, in
order to cascade the deposition of the pump pulse. In fact, the path-difference for the pulse-
front’s various radial points to reach the inclined target provides a cascade-effect in laser-plasma
generation. A traveling-wave is a non-dispersive ”plasma perturbation” whose phase is a linear
function of propagation space and time. The propagation speed of the ”hot and dense plasma
perturbation” is then matched to the speed of ASE propagation, obtaining a ”hot plasma bath”
jacketing the growing radiation field. In first approximation, e.g. neglecting line-broadening
effects, gain-guiding [105, 318], etc., the ASE speed is the speed of light in vacuum. The TWE



96 3. OPTIMIZATION OF PLASMA X-RAY LASING

speed is thus temporally/spatially matched with the ASE speed at grazing irradiation angle
θgr � 0, when the TWE speed (vT ) is vT {c � 1{cosθgr � 1.

A large number of radiators have been reported to produce saturated short-wavelength lasing
at different Gsat (Fig. 3.30), such that the attribution of a specific gain-length product for
saturation is still debated. The ASE saturation process is typically characterized using the
generalized Linford formula [318], which shows an exponential signal growth as a 1D function
of plasma column length. In this regime, the signal has no significant effect on the extent of
the population inversion. The spatial rate of signal output has thus constant slope, namely
dI
dz � gopνq �Ipzq, where I is the signal intensity, z is the plasma column length, ν is the frequency,
and the small signal gain is go � σul � ∆Nul, i.e. the product of cross-section for stimulated
emission σul between levels up and low, and the population inversion ∆Nul. At saturation,
the ASE gain drops to half of the small signal gain, as can be inferred from the general gain
equation, when Ipzq Ñ Isat:

dIpzq
dz

� gopνq
1� γpνq IpzqIsat

� Ipzq (3.5.0.1)

where γpνq is the spectral line-shape. The ASE is accomplished over a frequency width
given by the homogeneous linewidth, centred at the nominal emission frequency. The value of
the gain-length product at which the laser reaches saturation, Gsat � gsat � L, is thus crucial
information. The growing signal during single-pass TWE, i.e. from a ”seed” of background
spontaneous emission (Io), can be thus described as a function of propagation length as follows:

IpLq � Io � exprσulpNu � pg1u{g1lqNlqs � zs (3.5.0.2)

where g1 indicates the transition coefficients (not the gain). In a hot plasma column for
short-wavelength amplification, considering that the inversion lifetime is very fast compared to
the amplification process, one can assume that ∆Nul � Nu. Furthermore, the length-scale l of
background signal generation must be shorter than the plasma-column gain length, otherwise
for l ¡ z bare spontaneous emission dominates. For plasma active volumes of isotropic geometry,
any direction is likely to lead to lasing, which randomize the direction, like in so-called ”random
lasers” [281]. This condition is equivalent to have a low gain-length product, since the radiation
characteristics would not differ significantly from the bare spontaneous emission basis. Another
condition is required, i.e. that within the spontaneous seed length-scale l, the gain must be
gl ¥ 0. Obviously, this condition is necessary to prevent self-suppression of the ”noise seed” by
accidental absorption whenever gl   0.

In this work, the attention is focused on the geometry of the plasma column, which is
shown to be influencing the saturation gain-length product. To begin with, we will derive a
scaling-law to show that Gsat is a non-dimensional function of plasma-column geometry, and
henceforth laser focusing characteristics. Depending on the symmetry of the active volume,
whether rectangular or cylindrical, an intial ”black box” Ansatz will be developed into a set of
specific scaling-laws. Finally, the scaling-law will be validated with experimental data taken
from the literature, whenever complete information on the measured gain-length product for
plasma-based short-wavelength laser and the focal spot was found.

3.5.1 Gain-length Product for Saturation

The plasma-column is in first approximation a ”black-box” characterized by a amplification
length z (Fig. 3.31). The TWE framework permits a treatment scoped to a local active-volume
of length-scale l, and transverse lengths x (width) and y (height), where stimulated emission is
favored. This is an important physical consideration, which simplifies the treatment. If the entire
plasma-column would ignite concomitantly, ASE propagation must be treated considering the
space/time-dependent cooling dynamics. This is the case in quasi steady-state (QSS) pumping
[268] and transient collisional excitation (TCE) with long pre-pulse [82]. In these frameworks,
yet not in TWE, concomitant and contending ”hot spots” of ASE co-evolve, resulting in a
”multi-mode” bi-directional large-divergence output. On the other hand, TWE favours co-moving
amplification in a ”low-mode” uni-directional regime. The resulting homogeneous illumination
output is crucial in the perspective of using coherent short-wavelength plasma radiation for
laboratory-scale applications in imaging or spectroscopy.
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Fig. 3.31: Geometry of the plasma gain-medium with longitudinal (eL) and transverse (eT ) aspect ratios,
showing short-wavelength signal amplification from an initial spontaneous emission ”seed”
(Io), within the propagation aperture (Ω). X and Y are the transverse length-scales of the
active volume, l is the active volume length, whereas z is the plasma column length-scale.
The aspect ratios are thus ratios of the various length scales.

The amount of ”usable” spontaneous noise seed Io, generated within the active volume Vl, is
obtained from the fraction of the whole 4π-sr radiated energy that propagates within the output
aperture Ω. Such energy can be written as follows:

EopVlq � Ω

4π
pnuVlqhνul (3.5.1.1)

or as radiated intensity:

IopVlq � EopVlqAul
XY

(3.5.1.2)

where nu is the number density of the upper level population, Aul is the radiative rate, and
hνul is the photon energy. The noise seed intensity amplifies exponentially while propagating as
TWE along the distance z, and saturates if the following condition holds:

Io � eGsat � hνul
σulpνqτul (3.5.1.3)

Since depopulation is only by means of radiative decay, the lifetime and the radiative rate
are related through the equation τul � A�1

ul . Combining eqs. 3.5.1.2 and 3.5.1.3 one obtains an
explicit expression of the gain-length product at saturation (Gsat) as a function of plasma active
volume geometry. This reads, after simplification considering that Vl � XY � l � XY � 1{nσ, as
follows:

Gsat � Lnr4π z2

XY
s (3.5.1.4)

Depending on the geometry of the plasma ”black box” one can then derive specific scaling-laws
for Gsat.

For a rectangular geometry one can use the three given dimensions as characteristic length-
scales x,y,z. Thus eq. 3.5.1.4 becomes:

Gsat,rect � 2.53� 2Lnpzq � Lnpxyq (3.5.1.5)

where in a simple case of square cross-section with X=Y the expression simplifies to:

Gsat,sqr � 2.53� 2Lnp z
x
q (3.5.1.6)
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In the case of cylindrical geometry, with elliptical cross-section, one can exploit the fact that
XY � π{4 � hw, where h is the cross-section height-axis and w is the cross-section width-axis.
These considerations leads to:

Gsat,ell � 2.77� 2Lnpzq � LnpHW q (3.5.1.7)

In the case of circular cross-section, eq. 3.5.1.7 further simplifies, considering that XY �
π{4 � d2 where d is the cross-section diameter. This leads to the following expression:

Gsat,ell � 2.77� 2Lnpz
d
q (3.5.1.8)

Finally one can generalize eqs. 3.5.1.5–3.5.1.8 with the following expression:

Gsat � kgeom � 2Lnp z?
xy
q (3.5.1.9)

where kgeom assumes the exact values of Lnp16q for cylindrical geometry, or Lnp4πq for
a rectangular geometry. The logarithmic term can be further worked-out by defining the
longitudinal aspect ratio as eL � z{x and the transverse aspect ratio as eT � y{x. Noting that
xy � eT � x2 then the following substitutions apply:

Gsat � kgeom � 2Lnp z?
eT �X2

q � kgeom � 2Lnp eL?
eT
q (3.5.1.10)

This provides a general scaling-law in a non-dimensional framework, which provides informa-
tion on the critical value for saturation of the gain-length product. Considering that a large
number of radiators have been reported to produce saturated short-wavelength lasing at different
Gsat (Fig. 3.30), eq. 3.5.1.10 may explain the difference as non-conflicting results. These were
thus possibly due to different laser pump focusing characteristics.

3.5.2 Experimental Validation
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Fig. 3.32: Gain-length product at saturation (Gsat) as a function of longitudinal plasma aspect ratio (eL)
(eq. 3.5.1.10) for transverse aspect ratios of eT � 0.1, 1, 10. Predicted trends are compared
with experimental data for benchmarking. Data point label indicates the corresponding
reference, as numbered in [26].

Fig. 3.32 compares theoretical predictions using the derived relation, Eq. 3.5.1.10, with
experimental data from the literature. The focusing of the pump pulse largely influences the
plasma-column aspect ratio, which explains the data scatter. The longitudinal aspect ratio is
typically easily determined from the line focus dimensions. The transverse aspect ratio is more



3.5. SATURATION OF GAIN FOR PLASMA-LASING 99

difficult to characterize, since this involves precise information on the active volume’s width
and height. Considering the laser-plasma expansion dynamics influences the height, this may
be a further source of data uncertainty. Finally, the references chosen for Fig. 3.32 did not all
implement a travelling Wave Excitation (TWE) scheme, as explained in the next section. In
spite of this, the good agreement indicate that the proposed scaling-law, derived within the
assumptions valid for TWE, has a more general validity in predicting the saturation Gsat.
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3.6 Traveling-wave Plasma-Excitation

Published in Bleiner et al. Appl. Optics 51, (36) 8848, 2012. Main themes here:

— Theory of Fourier Optics

— Chirped Pulse Amplification (CPA) Method

— Pumping with a Back-Tilted Pulse-Front

Fig. 3.33: Schematic of the laser-produced plasma column generation. In (a) a normal-incidence
irradiation is shown, such that a plasma column develops ”hot spots” from which beamlets
amplify in a refractive medium. In (b) the beam profile is visualized. In (c) a TWE scheme
is shown, which homogenizes the profile (d) of the output short-wavelength beam.

High-power laser–irradiation of matter generates hot and dense plasmas. Among the various
applications, laser-produced plasmas are used as gain media to generate short-wavelength coherent
light, by means of amplified spontaneous emission (ASE). The ASE process is accomplished as a
high-gain single-pass along a ”plasma-column” that must remain hot and dense as long as the
propagating ASE front is growing till saturation. Normal-incidence irradiation (the angle is
here defined between the target surface and the beam) leads to multiple counter-propagating
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ASE trajectories across the entire volume of the plasma-column (Fig. 3.33.a). This splits the
output between both plasma-column endings, and causes degradation of the beam collimation,
due to the spread in trajectories within the output aperture. A further difficulty for single-shot
normal-incidence pumping is related to the plasma lifetime. In fact, a longer plasma-column
demands increasingly more pump energy, such that the plasma remains in a hot and dense
quasi-steady state (know as QSS) for the entire ASE propagation [82].

A turnaround to the limitations described was introduced with transient collisional excitation
(TCE), i.e. using multiple short pulses, and in particular with so-called traveling-wave excitation
(TWE). Here the pump beam is inclined to the target (Fig. 3.33.c), such that the pump irradiates
the target with a certain temporal spread between the pulse-front’s leading and trailing edge. In
fact, the leading edge induces the plasma a few tens of ps in advance to the trailing edge, for
a plasma-column of 10-15 mm. The cascaded pulse-front deposition produces a propagating
”plasma surge” that preserves its hot and dense conditions throughout, regardless the column
length. Further, the TWE propagation efficiently bunches the gain towards one of the plasma-
column endings. For a given irradiation angle ϑ, the nominal TWE speed is obtained as a
vectorial projection of the speed of light along the plasma-column, i.e. vTWE � c{ cosϑ. Ideally,
the vTWE must remain close to the speed of light such that the ”plasma surge” and the ASE front
propagate in superposition, and feedback is thus maximized. However, such a speed-matching
condition is obtained for small irradiation angles of ϑ   25�, considering as high as 10% deviation
from vTWE � 1c.

On the other hand, for shorter wavelengths amplification the pump pulse must be deposited
deeper into the plasma, where higher electron density is found to collisionally pump higher
energy states. Upon penetration across the inhomogeneous plasma medium, the pump pulse
refracts away because the plasma refractive index is smaller than 1. The turning-point plasma
density (nTP ), attained by pump penetration into the plasma, is computed as nTP � ncsin

2ϑ,
where nc is the plasma critical density. Henceforth, for small irradiation angles the pump meets
its turning point already at a small fraction of the critical density. For cutting-down the ASE
wavelength one must thus choose large irradiation angles, in order to get as close as possible
to the dense high collisional-pumping region. The latter requirement of large irradiation-angle
poses a trade-off with TWE close to 1c that requires a small angle.

In this paper we investigate a technique to overcome such trade-off, by means of decoupling
the TWE speed versus turning-point dependency. This is essential to permit efficient plasma-
based lasing below the λ � 10nm limit in laboratory-scale installations. The basic idea integrates
with existing components of a common pump systems for realizing ASE lasing. In fact, in
chirped-pulse amplification (CPA) a stretched-pulse is amplified and then recompressed using
a grating pair (compressor) [5, 54, 106, 238]. The two compressor gratings must be perfectly
parallel to achieve optimum recompression over the entire beam diameter. If the two gratings are
not parallel aligned, a residual angular dispersion ”leaks-out” in the propagating ”compressed”
pulse. Angular dispersion causes a tilting of the pulse-front. Indeed, in our approach the grating
pair was intentionally misaligned, in order to tailor a controlled amount of pulse-front back -tilt,
and with that compensate the TWE increase at larger ϑ (Fig. 3.34). In fact, the TWE depends

Fig. 3.34: Schematic of the pulse-front back-tilt technique to match the ASE speed with the propagation
speed of the plasma traveling-wave at large angle of irradiation (here 45�).
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on the pulse-front slope (envelope of amplitude), whereas the optical penetration depends on
the wave-front slope (envelope of phase). Differently from the literature [109], we present a
direct attempt of pulse-front tilt using the CPA setup already implemented in the pump setup,
thus avoiding introducing additional components for ad-hoc pulse-front tilt, which may degrade
throughput.

Aim of this work was thus to evaluate quantitatively the possibility of pulse back -tilt at large
irradiation angle, in order to match the TWE speed to c. A one-dimensional Fourier optics code
was written for computing the parametric dependence between the compressor misalignment
and the pulse characteristics. Experimental data on the pulse structure and TWE speed were
used for benchmarking.

3.6.1 Fourier Optics Theory & Model

Fourier optics considers, within the paraxial approximation, a set of superposed plane waves
in order to obtain the natural modes of the propagation medium itself[114], i.e. the E field
characteristics over space (kx,y) and time. Specific transfer functions are deployed to compute
the evolution of the electric field across a certain ”optical element”. The latter can be a lens,
mirror, grating, etc. but also free space. Combination of multiple elements in an optical setup
are handled with the product of the individual transfer functions.

The pulse coming from the stretcher into the compressor was modelled as a Gaussian beam
with the following relation:

Estretpk, ωq �
�

1

wo



exp

�
�1

4
pkx � woq2

�
� (3.6.1.1)

exp

�
pω � ωoq

�
1

4

1

∆ω


2
�
�

exp

�
�iφ2

2
pω � ωoq2

�

The first term of eq. 3.6.1.1 is the axially symmetric spatial profile with Gaussian distribution
in the wave-vector domain. The second term is the frequency distribution, around the central
frequency ωo. The third term is the pulse chirp.

Fig. 2.3 sketches-out the unfolded two-grating structure of the compressor as a four-grating
compressor, i.e. showing grating elements (G1 till G4) symmetrically centred about a roof folding-
mirror (M). In line of principle, both the four-grating system of Fig. 2.3 and our experimental
system with two-grating in double-pass optical geometry are possible. The differences are in
the factor of 2 footprint and in the fact that in the two-grating folded-design a tilt of the
second grating is consistently produced in the fourth grating as well, by means of the symmetry
condition. At the front-end, the imaging/focusing element (F) is shown, which reduces the pump
beam to a 10–15-mm line focus.

To begin with, the free-space propagation (FSP) transfer function is expressed as follows,
with propagation in the z-axis:

EFSP pkx,Ωq � Eopkx,Ωq exp

�
�ikz � iz

2k
k2
x

�
(3.6.1.2)

where the FSP is applied on the input field Eo. A pulse impinging on a grating is then
recomputed with the grating-dispersion (GD) transfer function, which is expressed as follows:

EGDpkr,Ωq � 1

b
Eo

�
kr � γΩ

b
,Ω



(3.6.1.3)

where b � cosα{ cosβo is the beam-width change upon diffraction, where α is the angle of
incidence on the grating, βo is the angle of diffraction for the central frequency, γ � 2πM

ωoG cos βo
is

the coupling through the linearized grating equation, with M the diffraction order and G the
grating constant, and Ω � ω � ωo is the relative frequency with respect to the central frequency
ωo.
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Fig. 3.35: Schematic of the compressor setup for the 1D Fourier optics computation. G is indicating the
gratings, M is the folding mirror, F is the imaging optics, ε is the G2 tilt angle.

In a CPA compressor, the pulses are transformed by FSP and GD such that the emerging field
is computed by combination of the eqs. 3.6.1.2 and 3.6.1.3 as much as the experimental setup
requires (Fig. 3.35). In the context of our double-pass compressor, a four grating system with
symmetry about a folding mirror, gives the following field amplitude after the last compressor
grating (indices refer to the specific element number as in the illustration):

Ecomppkr,Ωq � 1

b1b2b3b4
� (3.6.1.4)
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The spectral phase of the propagating pulse can be expressed as a Taylor series, as follows:

φpΩq � φo � φ1Ω� φ2
Ω2

2
� φ3

Ω3

6
� ... (3.6.1.5)

The second order phase term (chirp) of a grating compressor is obtained from eq. 3.6.1.4 as
follows:

φ2 � � i∆
k
γ2

1Ω2 (3.6.1.6)

which for the present case provided values of �1.02 � 104 (Ti:sapphire) and �3.11 � 102

(Nd:glass). An analytical expression has been reported in the literature [73] as follows:

φ2 � λo
2πc2

pλo
G
q2 L

cos3βo
Ω2 (3.6.1.7)

with the orthogonal grating separation L. Eq. 3.6.1.7 provides values in perfect agreement
with the result obtained by means of Fourier optics in eq. 3.6.1.6.

The third-order term may be also important in some cases, and Diels et al. [73] provided an
analytical expression to evaluate the third-order contribution versus the second-order term, as
follows:

Rφ3{2 �
∆ω

ωo
r1�

λo
G1
p λoG1

� sinα1q
1� p λoG1

� sinα1q2
s (3.6.1.8)

Finally, the compressed pulse is imaged on the target by means of focusing optics[32]. The
target is some distance away from the last grating and the transfer function of an imaging/focusing
component with the focal length f is as follows:

Eimgpr,Ωq � Ecomppx,Ωq exp

�
ik

2f
r2

�
(3.6.1.9)
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The computations were performed for the two most popular pump laser systems, namely
the Nd:glass with a wavelength of 1054 � 2nm (i.e. carrier wavelength and bandwidth) and for
a Ti:sapphire laser with a wavelength of 800 � 10nm. The Gaussian beam waist radius was
wo � 66mm and focused using a f=609.6mm spherical mirror under a irradiance angle (defined
between the target and the beam) of 48�. The compressor had gratings with G�1 � 1740lpmm,
and the chirped pulse stretch per bandwidth was 296 ps/nm, as in our experimental setup. The
roof mirror had a half-distance d � 1360mm. The angle of incidence of the stretched pulse on
the first grating was 60.8�. The imaging system had a magnification of 5:1 (m=0.2).

3.6.2 Calculation of Tilted Pulse-front Characteristics

The characteristics of the compressed pulse were computed as a function of grating misalignment.
It was critical to quantify benefits of misalignment, i.e. the pulse back-tilt, versus the drawback,
i.e. the pulse broadening. Pulse broadening causes loss of peak irradiance (power per unit
surface). Variable irradiance as a function of beam radius leads to a transversely inhomogeneous
plasma-column in temperature and density. Inhomogeneities cause refraction and self-absorption,
thus hindering the amplification process. Henceforth, we begin discussing quantitatively how
much peak power loss is generated at the uncompressed pulse boundary in a Nd:glass or
Ti:sapphire pump.

Fig. 3.36 summarizes the relative pulse broadening as a function of grating tilt. The
uncompressed pulse duration is normalized to the computed Fourier-limited pulse duration at
the centerline (point of best compression), i.e. τo �0.82 ps (Nd:glass), τo �0.09 ps (Ti:sapphire).
It is noted that short wavelength and small bandwidth mitigate the broadening effect, and in
the present case the best compromise is provided by the Nd:glass laser. Ideally, one would like
this dependence to be moderate, in order to prevent drastic changes in pulse peak power across
the beam diameter. The quantification of this effect was done for a normalized pulse energy
and considering the effective pulse duration in ps at the pulse boundary, which is the point of
worst re-compression, in a Nd:glass and Ti:sapphire pump. Fig. 3.37 shows the ratio of the
latter versus the former laser system as a function of grating tilt. One notes that the ratio
increases and plateaus at approx. factor of 2, indicating that pulse broadening in a uncompressed
Ti:sapphire causes as twice as much peak power deterioration than in a Nd:glass. The fact that
the trend levels-off indicates that the chosen range of study for the tilt is reasonable to provide
complete overview on the parametric change.

Concerning the effective control on the pulse-front slope, Fig. 3.38 summarizes the pulse
tilt as a function of second compressor grating tilt. Ideally, one would like the sensitivity to be
moderate, in order to facilitate the task of compressor alignment with larger tolerance. However,
for the purpose of TWE velocity-matching, it would be desirable to achieve a remarkable
sensitivity between pulse-front tilt and grating misalignment. One notes that the calculated
dependence is a function of laser system, with the Nd:glass showing a more remarkable influence.
This is in agreement with what discussed in Pretzler et al. [238] that showed that the pulse tilt
was a linear function of the angular chirp times the wavelength. This indicates that a better
TWE velocity-matching at large irradiation angle is achieved with the Nd:glass laser pump.

Fig. 3.39 indicates that substantial pulse back-tilt is mostly achieved through the imaging
element, proportionally to the magnification, when compared with Fig. 3.38. In fact, for a given
beam width, a shorter line focus means a steeper back-tilt of the pulse-front. This drastically
enhances the pulse-tilt that was possible to induce after the compressor (Fig. 3.38). Therefore,
it is concluded that TWE velocity-matching should be accomplished with minimal compressor
misalignment and maximal imaging magnification. The misalignment of the compressor in fact
causes concomitant degradation of the pulse compression, as shown above (Fig. 3.36).

Finally, the combined effect on the TWE speed is shown, as a function of compressor
misalignment, in Fig. 3.40. The nominal TWE speed at irradiation angle 48� is 1.5c but for a
compressor grating tilt of �0.5� a reduction of TWE speed down to 1.2c is computed for the
λ �1054nm pump (Nd:glass).

The Beagle laser, which uses a Nd:glass pump, was used for experimental benchmarking.
The system, in the current setup, has a beam of 133 mm in diameter that is focused onto the
target over a line-focus of 12 mm. This configuration gives an imaging ratio of 11:1 (m=0.09).
Fig. 3.41 shows, for the University of Bern system, the calculated interrelation between pulse-
front tilt and concomitant pulse uncompression, expressed as duration at the boundary (worst
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case). The experimental data are also shown. The pulse duration data were obtained using
an auto-correlator. The pulse-tilt data were obtained determining the TWE speed using a
streak camera connected to the leading and trailing edges of a line focus with optical fibres.
This allowed determining the delay of pulse-font delivery at the leading and trailing edge, and
thus the pulse-front slope (ζ � 58.6� � 6.6�). Considering that for this experiment an angle of
irradiation of 45� was used, the excess slope on the target (ζ � 13.6�) was attributed to the
compressor misalignment and imaging.

Fig. 3.42 shows the calculated TWE speed dependency to the pulse-front tilt for the ex-
perimental 11-fold imaging setup. The result shows that with a significantly higher front-end
magnification (11-fold) than what discussed in the rest of the paper (5-fold), it is possible
to obtain complete TWE speed-matching. This result is indeed possible for a compressor
misalignment that is not dramatically degrading the pulse duration at the beam boundary, and
thus preserving a reasonable transverse profile in the plasma-column.

3.6.3 Summary on Travelling-Wave Excitation

Pulse-front tilt to compensate TWE velocity at large target-irradiation angle, needed for
short-wavelength lasing, was shown to be effective only if coupled with a strong front-end imag-
ing/focusing component. The study shows that with a approx. 10-fold front-end magnification
it is possible to obtain complete TWE speed-matching, for less than half degree compressor-
grating tilt. The alternative technique of using large compressor tilting and modest imaging
magnification is negatively affecting the performance. Indeed, concomitant pulse broadening
at the beam boundary can be very large, depending on wavelength and bandwidth. Variable
irradiance as a function of beam radius, consequence of transverse pulse broadening, leads to a
transversely inhomogeneous plasma-column in temperature and density. Inhomogeneities cause
refraction and self-absorption, thus hindering the amplification process across the plasma length.
It is noted that short wavelength and small bandwidth mitigate the broadening effect, and in
the present case the best compromise is provided by the Nd:glass laser.
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4.1 Implementing Plasma-lasers in Nano-imaging

Published in Ruiz et al. Appl. Phys. B 115.3, 311-324 (2014). Main themes here:

— Plasma-Laser Specs & Imaging Requirements

— Design of an EUV Objective for Aberration-Free Imaging

— Experimental Demonstrator & 4 Modes of Operation

Short-wavelength illumination is crucial for the progress of microscopy and for its enabling
character, i.e. beating the micrometer resolution limit of present-day table-top systems, and
accessing imaging at the nano-scale in the own lab. It is well-known that shorter wavelengths
push down the diffraction limit, since the ultimate resolved structure is given by 0.61λ{NA,
with λ the illumination wavelength and NA the numerical aperture of the imaging system. In
commercial microscopes working in the visible the ultimate resolution is λ{2. For contrast,
using λ � 5–50 nm available from plasma sources, a few research groups have demonstrated
proof-of-principle extreme ultraviolet (EUV) microscopy systems, with resolutions down to 50–80
nm [47]. Such nano-imaging systems have been proposed for enabling actinic nano-inspection of
EUV lithography masks, as shown at synchrotrons [112], or for cutting-edge material science
applications [96], in the own lab. Optimization and high-duty research are however not possible
at synchrotron sources, due to the limited and discontinuous accessibility. Table-top systems are
therefore desirable.

The basic elements of a microscope are the following ones:

– photon source (and collector/condenser)

– sample holder

– objective

– detector

Our study was restricted to the light source and the imaging optics, since CCDs in the X-ray
and EUV ranges are well established compact, and commercially available, components. On the
other hand, short-wavelength compact photon sources as well as the related multi-layer optics
are still subject of fundamental research, which we believe should not be carried out separately,
in order to provide integrated specifications for turnkey systems.

Most of the reported nano-inspection systems have been demonstrated in conjunction with
large-footprint sources, such as the synchrotron. The miniaturization of the EUV sources for
own-lab operation and daily access is a technology-enabling achievement, if happens without
deterioration of the state-of-art performance. The EUV laser (also known as ”X-ray laser” or
XRL), generated using a laser-plasma gain-medium, is a well-debated platform for enabling
nano-scale microscopy in the own lab. Amplified spontaneous emission (ASE) along the plasma
column leads to as high as 1011 coherent photons, i.e. 1–10 µJ at wavelengths as low as
8–23 nm (depending on the target material), with just 1–3 Joules of pump energy on the
target. Such pump energies are nowadays easy to achieve on table-top setups, for instance by
means of chirped-pulse amplification [226]. The plasma-laser is more performing when pump
pre-pulses on the solid target are used for generating a pre-plasma, then irradiated with a



4.1. IMPLEMENTING PLASMA-LASERS IN NANO-IMAGING 111

main pump pulse inducing ASE conditions across a hot/dense plasma-column. The decoupling
of the ion-ensemble-formation, and their population inversion permits more flexibility in the
optimization. The optimization of pre-pulse delivery is indeed subject of ongoing research,
in order to enhance the conversion efficiency as well as the laser output characteristics [325].
Transient collisional excitation (TCE) [161] is accomplished with a 0.5–0.8 ns pre-pulse,
orthogonal to the target, followed within its temporal duration by a short 10–50 ps main pulse.
Grazing-incidence pumping (GRIP) [78] showed further improvements delivering the short
main pulse at 10� � 30� grazing incidence. Our laboratory introduced a dual pre-pulse followed
by the main pulse all at GRIP (TGRIP) [117]. This specific geometry of the triple GRIP
permits a more accurate alignment of the pre-pulses with the main pulse. The use of two
pre-pulses of good pedestal contrast permitted a stricter control of the atomization, ionization,
and population inversion stages. Whether the TGRIP scheme proves to be more suitable
than classical TCE for imaging application in terms of profile and reproducibility is still not
addressed in the literature and is subject of this study. The aim of this study was to provide
constraints on the illumination and imaging characteristics of a plasma-based short-wavelength
laser using TGRIP and to obtain critical tolerances for a table-top nano-scale microscope using
design-adapted Schwarzschild objectives. The parameters discussed above were analysed and
quantified combining computational studies and experimental data. Given that the observed
raw characteristics of a plasma-laser were insufficient to provide reproducible illumination on
a microscope entrance pupil, we present technical solutions on pre-pulse delivery and light
collimation for fully compensating the EUV laser output randomness and provide stable and
homogeneous light filling on the sample.

4.1.0.1 Pointing Stability

The reproducibility of the illumination is a critical aspect in advanced analytical technologies. In
particular this applies to a nano-science system, where any minimal misalignment, consequence
of the spatial and temporal fluctuations of the source, can immediately and significantly degrade
the imaging. Regarding the temporal fluctuations, since the ASE process develops from noise,
there may be some concerns on the pointing stability and divergence of a plasma-based source.
For comparison, in a fourth-generation accelerator source such as the ”LCLS” free electron laser
(XFEL), a pointing stability with a 0.25µm (Tab.4.1) beam precision at the sample plane has
been reported [323], which corresponds to a µrad angular tolerance over a km-length system. A
footprint reduction of factor 1000, from a km-size facility to a table-top one, brings an advantage
in angular tolerance, for a comparable field of view. Indeed, for a mm shot to shot pointing
stability a mrad tolerance is sufficient for a table-top system versus a µrad as in the case of the
XFEL.

Concerning spatial fluctuations the lack of illumination uniformity of XRL spot may become
a reason of concern for applications [246], especially when compared to the excellent figures-of-
merit of the synchrotron. Therefore, besides a quantification of the impact of spot uniformity
on the imaging quality, optical strategies were developed in this work, in order to compensate
for intrinsic plasma-related randomness, and fully exploit the ”table-top potential”.

4.1.0.2 Condenser

In the case of a spontaneous emission EUV plasma source (4πsr emission), a required component
in the microscope is the condenser. The condenser gathers light on a smaller surface and thus
enhances the fluence (light per unit surface) to the benefit of illumination contrast. If the fluence
is too low, the contrast (or ”visibility”) is indeed modest, whereas a too strong illumination
can generate flare effects, i.e. raising the amplitude baseline of the acquired images, or even
damage the sample. The question of the optimal fluence on the sample is still not quantitatively
investigated in this context and is subject of this work, in order to pinpoint the ideal NA for the
condenser. The NA of the condenser and objective are ideally matched, in order to maximize
the light collection efficiency into the imaging front-end. Thus, the definition of the optimum
fluence is functional to define the condenser NA, and then the objective NA.

Nevertheless, the enhancement in brightness that a collimated source brings, e.g. EUV
laser, as compared to a spontaneous EUV source emitting over 4πsr, does impact the imaging
throughput with as fast as one full image per single shot. Indeed, several groups have shown
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Light Source Free electron laser Laser-plasma Capillary discharge

Divergence   10�2 mrad 5 mrad 7-14 mrad
Pointing stability 0.25 µrad 0.5 mrad 25 mrad
Spatial coherence 100 % <20% 50 %
Temporal coherence 10 % 100% 100 %
Spectral bandwidth ¡ 0.1% 10�3% 10�3%
Peak brilliance� >1030 1027 2025

Wavelength range Hard X-Ray/ XUV XUV EUV

Objective Schwarzschild Fresnel Zone Plate

Spherical aberration (Seidel coeff.) <0.001 <0.001
NA 0.15-0.30 0.066
Obscuration 15-18% 0%
Magnification 20-30X 660X
Efficiency 20% 10%
Resolution <150 nm 20–100 nm

Tab. 4.1: Typical specifications for laser-like X-ray sources, such as free-electron laser [323], short-
wavelength plasma-laser and capillary discharge [252] (top table) and different XUV microscopy
objectives. (*)Peak brilliance given as ph/s � mm2 � mrad2 0.1% BW

that a partial enhancement of the coherence has a dramatic effect on the improvement of the
visibility. The issue is here to investigate whether a collimated source has a primary fluence
that makes the condenser redundant.

4.1.0.3 Repetition rate

The operation of high peak -brightness imaging sources is in pulse mode, and to keep the average
brightness also high the pulse repetition rate is another critical parameter to consider. It also
influences the number of accumulated counts per image, the statistics, and the measurement
throughput. The former can be overcome if high peak brightness is there, such that even a
single-shot is sufficient for a high contrast acquisition as shown in the next section. If the imaging
is done using photo-emission of charged particles (e.g. PEEMS), is however believed that a
low peak brightness with high repetition rate is important to mitigate space charge artifacts.
Simulations have however indicated that for angle-resolved studies, high pump brightness can
help to preserve the pristine characteristics due to the generation of a sheath boundary layer in
the charged particle bunch. On the other hand single shot imaging is advantageous to overcome
problems of sample vibrations, as possibly due to instrumentation in the lab, e.g. pumps. XRL
based on solid state pump laser technology presently offer repetition rates up to a few Hertz [322].
Research to scale-up the repetition rate of XRL towards the 100 Hz, especially in combination
with sub 10 nm emission, is ongoing worldwide.

4.1.0.4 Coherence Degree

Finally, concerning the objective the use of either multilayer optics or zone plates for short-
wavelength imaging suffers from poor efficiency, alignment sensitivity and high cost. Furthermore,
lab-scale microscopy is difficult to push below the 100-nm-resolution, for which reason lensless
methods based on coherent diffraction imaging (CDI) have been proposed by Miao et al [221]
and more recently holography techniques have been also used for the same purpose [50]. In
order to enable lensless imaging in the lab, a table-top high brightness source with coherence
width larger than the sample size is required. Whether the plasma-laser can combine brightness
and coherence length is investigated here, and quantitative information of the possible sample
sizes for CDI experiments is provided.

4.1.0.5 Objective

As mentioned, the investigations on the source should be combined with those on the imaging
optics, in order to match the respective characteristics. Objectives for short-wavelength sponta-
neous sources have been realized using the (inverse) Schwarzschild design (properly speaking
a Cassegrain design) i.e, two multilayer-coated mirrors working as a primary large concave
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mirror with a central hole and a secondary smaller convex mirror. The classical Schwarzschild
alignment of a concave and convex pair addresses third-order aberration issues that a single
spherical mirror of large NA suffers from. Few groups using Schwarzschild objectives have
achieved high resolution below 100 nm [223]. Pros and cons in conjunction with plasma sources
are investigated in this work.

The illumination into the primary is annular, since the secondary mirror obscurates the
axial region at the end of which is the hole on the primary. Such central obscuration is about
15-20% depending on the objective’s NA. A further side-effect of the central obscuration is
observed, if illuminated with coherent light, since the border of the secondary mirror will cause
diffraction fringes. Therefore coherent sources would have better imaging performance with
objectives without central obscuration. Such alternative designs are considered here as known
as ”Partial Schwarzschild” or ”Yolo” or ”Schiefspiegler” objective [122]. The main disadvantage
of these designs is that due to the tilting of the mirrors third order aberrations occur, as shown
quantitatively here.

One approach to reach spatial nano-resolution is to use short wavelength as the source
illumination in microscopes. However, due to the high absorption of extreme ultraviolet
radiation (XUV) in most materials, the types of optical elements which can be used are limited
to: Fresnel Zone Plate and multilayer mirrors. The advantage of the latter is that they are
more efficient than the former. For instance, the typical throughput of a Fresnel Zone Plate is
10%, while multilayer mirror reflect typically 40-70%. In this sense, the Schwarzschild objectives
based on extreme ultraviolet radiation (XUV) are an interesting tool for high resolution imaging.
They are made up of a concave primary and a convex secondary mirror, which have an identical
center of curvature, is an interesting tool for extreme ultraviolet imaging. The relation of
radius of curvature (ROC) between mirrors accomplishes the aplanatic solution for optical
aberrations, such the total system is free of third order aberrations. Moreover, by eliminating
these aberrations, i.e., spherical aberration, coma and astigmatism, one increases the field of
view. This on-axis configuration of the Schwarzschild allows a high numerical aperture (NA)
and hence the resolution of smaller details without compromising the magnification. Among all
this potential, Schwarzschild objectives are inexpensive compared to other reflective objectives
which use three or four mirrors.

4.1.1 Optical Theory & Model

The modeling of the Schwarzschild objective was done with OSLO [229], which uses the ray
tracing for the analysis of the aberrations. The ray is defined by its entrance pupil coordinates
(x,y) and the images coordinates px0, y0q. The distortions are measured by using the Seidel
aberration function. The aberrations are defined according to the ray displacement on the
wavefront shape emerging from the exit pupil and they are expressed in term of an aberration
polynomial:

W px, y, x0q � A1 �A2 �A3 �B1 �B2 �B3 �B4 �B5 �B6 � ... (4.1.1.1)

Where

A1 � a1px2 � y2q (defocus)

A2 � a2xx0 (tilting)

A3 � a3x0 (phase shift)

B1 � b1px2 � y2q
B2 � b2xx0px2 � y2q
B3 � b3x

2x0

B4 � b4x
2
0px2 � y2q

B5 � b5xx
3
0

B6 � b6x
4
0

,//////.
//////-

(wavefront aberrations)
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Fig. 4.1: Sketch of the modified Schwarzschild objectives studied. (a) Classical Schwarzschild objective.
(b) Eccentric Schwarzschild. (c) Partial Schwarzschild. (d) Off-axis Schwarzschild.
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Fig. 4.2: Calculated resolution as limited by diffraction (red lines) at three wavelengths, i.e. 12 nm,
2.3 nm (water-window radiation) and 46.9 nm (capillary-discharge laser), and as limited by
third-order aberrations (blue lines) as a function of the numerical aperture for the four studied
objectives: (a) classical, (b) eccentric, (c) partial and (d) off-axis Schwarzschild. In a) and b)
astigmatism is fully corrected while in c) and d) the symbol ’T’ refers to the tangential and
the ’S’ refers to the sagittal plane.
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a1 represents the coefficient of defocus corresponding to the paraxial optics, a2 is the coefficient
containing the information about the tilting, a3 is the coefficient which refers to a phase shift.
The coefficients b1 to b6 express the wavefront aberrations: spherical, coma, astigmatism, Petzvel
radius and distortion. The aberrations are consequence of the deviation of the wavefront whose
is consequently deteriorated in the quality of the Airy disc.

For a discussion where we mention the spherical, coma or astigmatism coefficient, the pupil
entrance is expressed in polar coordinates. The image of a point which is not limited by
diffraction is limited by the aberrations, specified as the ratio of the geometrical spot size and
the magnification. The spot size is defined as the RMS (root mean square) spot radius in each
main plane (tangential and sagittal). The tolerance for the resolution limited by the aberrations
is given by the so-called Strehl ratio, defined as the ratio of the observed peak intensity at the
image plane compared to the theoretical maximum peak intensity of a perfect optical system
[300]. According to the Maréchal criterion we used the limit of the tolerance at 80% of the
Strehl ratio. For the optimization of the objective the software uses a standard optimization
algorithm called damped least squares [229]. The divergence, pointing stability and signal-noise
ratio were modeled with a self-written MATLAB code, which evaluated directly and individually
the experimental images obtained in our lab. This code gives position coordinates for each pulse.
A second self-written code calculates the pointing stability in mrad as the standard deviation
of all the coordinates. The divergence was calculated for the horizontal and the vertical axis.
Each axis is defined by a so-called quasi-Gaussian profile. The dimensions of the beam shape
were determined for a width of those profiles at 1{e2. The data are post-processed in terms
of statistical analysis including the average, the measurement of uncertainty and the standard
deviation. The pointing stability was given as the 1σ precision. In order to understand the
effect of the source profile homogeneity (illumination noise density), we added white Gaussian
noise. The inhomogeneity has a Gaussian distribution. We defined the probability of finding a
deviation δ from the mean (δ � 0) as:

ppδq � 1

σ
?

2π
e
δ2

2σ2 (4.1.1.2)

Where σ is the standard deviation. The intensity was normalized attributing the maximum
intensity (white) to the value 0 and minimum intensity (black) to 255 in the gray scale. Visibilities
at different profiles have been calculated using Eq. 2.3.3.1. Four different geometries based on
Schwarzschild design were studied and listed here below.

The classical Schwarzschild is a design with the primary and the secondary mirror having
identical center of curvature. By using a primary concave and a secondary convex mirror the
spherical, coma and astigmatism aberrations up to the third order are compensated (See Fig.
4.1a). For full NA illumination of the primary mirror a spontaneous source is required, or the
expansion of a collimated beam.

The eccentric design is a modification of the above system consisting of offset centers of
curvature for primary and secondary mirrors (Fig. 4.1b). It implies that the object-to-center-of-
curvature distance (∆Q) is optimized for superior imaging performance, i.e. minimization of
aberration spot size, and for the positioning tolerance.

Fig. 4.1c shows the partial Schwarzschild. It uses two spherical mirrors but the primary is
offset from the obscuration range and tilted in order to project the incoming pencil of light to
the secondary. Both mirrors have common center and the secondary is in the same axis as the
object and the image, which results in an illumination cone tilted by the angle α with respect to
the optical axis.

The off-axis-illumination Schwarzschild is a special case of the ”partial” design. From the
point of view of a plasma-laser, the illumination has such small aperture that this design matches
with this specification. The ”off-axis” uses the same configuration as the ”classical”, but employes
only a portion of the primary mirrors (Fig. 4.1d). This is indeed not a new optical designs but
the case of the ”classical” illuminated with a laser source.
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4.1.2 Characterization of the XUV Plasma-laser

4.1.2.1 Spatial coherence measurement

For the measurement of the coherence of the plasma X-ray laser, we based on the Young double
slit experiment. Different double-slit masks were used. Tab. 2.1 shows the slit width and the
slit separation used. The two pre-pulse schemes (TGRIP and TCE) were compared. Results
obtained with the TCE scheme were published before [45]. The visibility (γ) to obtain the
coherence degree was calculated using Eq. 2.3.3.1. Some patterns obtained with the TGRIP are
in Fig. 4.3. The coherence width, wcoh, was obtained as: λ

θ , where λ is 12 nm, the wavelength,
and θ is the angle subtended by the separation of the slits and the distance to the source.
That step is needed to normalize the distance for the measured coherence degree obtained with
different setups. The coherence width is considered for the slit separation where γ falls to 1{e.

Fig. 4.3: Relative coherence width as a function of slit separation for TCE (�) and TGRIP (�) prepulse
scheme. No significant difference was found between the schemes.

4.1.2.2 Fluence for EUV imaging

In order to know the minimum fluence limit of table-top nano-imaging the signal-to-noise ratio
was measured as a function of the illumination fluence. The obtained experimental calibration is
shown in Fig. 2.5, between the illumination (top axis) and the signal-to-noise ratio (SNR). The
observed SNR was fitted as a function of fluence, F (in counts per unit surface) with Eq. 2.3.2.1.

4.1.2.3 Pointing Stability and Divergence at TGRIP vs. TCE Pumping

The pointing stability of a laser is affected by several factors: plasma hydrodynamics, ASE
development from noise, energy fluctuations, etc. The unaided plasma-driven laser emission
showed an experimental divergence of 5.0 � 1.0 mrad (defined as twice the beam NA). Such
value would imply a beam diameter of 4–6 mm over 1 m free propagation up to a microscope
entrance pupil. The latter must be filled homogeneously and reproducibly (no shot missing it).
The pointing stability of the plasma-laser spot centroid was measured as 0.5 mrad (corresponding
to a diameter of 0.5 mm over 1 m for the centroid X/Y spread), which is excessive for a stable
feeding of the entrance pupil of a microscope. These experimental results were confirmed by a
companion computational study published elsewhere [176].

Near field plasma imaging was carried out to visualize the source spot under the two different
prepulse schemes explained above, namely TGRIP and classical TCE. Those data coming
from TCE where obtained somewhere else [304]. The data analysis was, however, extracted
specifically for this study. In the classical TCE scheme multiple concomitant hot spots inside the
plasma gain-medium contributed to the superposition of contending beamlets (”modes”), with an
irregular ”multi-mode” spot profile (Fig. 4.4b). Fig. 4.4a shows that the TGRIP scheme instead
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converts the spot profile to a more uniform low-mode one (quasi-Gaussian). The improved spot
uniformity (low spot noise) is advantageous for imaging applications, which is intuitive, but also
confirmed quantitatively in the imaging quality analysis reported below with a Siemens star.

Fig. 4.5 compares the divergence and pointing stability of the two pre-pulse schemes. The
divergence was determined as vertical and horizontal principal axes. One notes that our TGRIP
scheme gives a factor of 3 more collimated divergence, in both horizontal and vertical direction
than the classical TCE scheme. The pointing stability was also improved, by a factor of approx.
2.5, in the TGRIP scheme.

(a)                                                                           (b)
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Fig. 4.4: Near-field illumination spot of the plasma-laser source obtained with (a) TGRIP (b) TCE
scheme. The comparison shows a more uniform low-mode (quasi-Gaussian) spot for TGRIP
than for TCE. See discussion in the text for details.

Fig. 4.5: Pointing stability and divergence for (a) TGRIP (b) TCE pumping scheme pre-pulse. The
TGRIP scheme gives a factor of 3 more collimated divergence than the TCE scheme. The
pointing stability was approx. factor of 2.5 improved in the TGRIP scheme.

Finally, the results obtained for the spatial coherence measurement of BeAGLE were shown
above in Fig. 4.3. The spatial coherence for TGRIP and TCE once normalized to the same
propagation distance (1m away from the source), show no mismatch of the respective regression
curves. This indicates that the pre-pulse scheme has no relevant effect on the coherence degree
of the plasma laser beam-lets. However, in the TGRIP the latter combine in a consistent bundle.
Therefore, CDI experiments with sample as wide as tens of a micrometer are possible in a
table-top plasma-based system, which is however out of the scope of this paper, and becomes
subject of ongoing work.
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4.1.2.4 Micro-collimator for beam matching

Even considering the spot uniformity improvement discussed with the TGRIP pre-pulse scheme,
the obtained line-of-sight (pointing) reproducibility was clearly insufficient for a routine nano-
inspection EUV microscope. Therefore, a further technical solution was investigated. In order
to improve the pointing stability and collimation of the illumination, the setup was modified
implementing an original projection scheme using a micro-collimator with focal length (f) equal
to the source distance (a). Fig. 4.6a shows the calculated divergence of the beam as a function of
mirror position as well as the experimental case in our laboratory. One notes that the divergence
could be manually optimized down to 0.5 mrad whereas nano-positioning devices would be
required for better adjustment. However, given the low curve slope approaching the condition
a � f , the benefit would be insignificant. The collimated beam was also stabilized in pointing
angle because whatever the angular input, the beam was systematically parallelized to the
mirror’s axis. Indeed Fig. 4.6b shows that the inclined illumination of the collimating mirror
(on-axis illumination is not possible because it would project the light back on its source) had a
limiting value at approx. 4.5� (in Fig. 4.6b data are in mrad), with the same considerations
made above about alignment tolerances.

Fig. 4.6: Calculated (a) divergence and (b) pointing angle of the plasma-laser beam as a function of the
micro-collimator mirror position. The experimental value obtained at our facility by manual
adjustment is indicated by the star.

The collimated beam was directed on a CCD for the far-field mapping of the spot. Fig. 4.7
shows that the pointing stability improved by a factor of 5 (from approx. 0.5 mrad to 0.1
mrad) and the divergence a factor of 10 (from 5 � 1.0 mrad to 0.5 � 0.1 mrad) when our
collimation scheme was implemented. These results showed an increase of source stability and
also brightness, by means of reducing the étendue, since brightness is defined as power/étendue.

Étendue is the area of the source per solid angle at the entrance pupil of the objective. The new
correction can be theoretically understood by considering the Gaussian-mirror-equation, with
the following given specifications:

1

f � 125mm
� 1

a � 125mm
� 1

a1 Ñ 8 (4.1.2.1)

where a is the distance from the object to the mirror, a1 is the distance from the object
to the detector and f is the focal length of the mirror equal to R{2, with R the radius of
curvature of the micro-collimator. The formula can be recast to explain the functionality of the
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micro-collimator as follows:

β � p 1

f � 150mm
� 1

a � 125mm
q �D (4.1.2.2)

where for small divergence angles �a1 � D{β can be used, with β the divergence (twice the
NA) and D the diameter of the illuminated part on the micro-collimator. In Fig. 4.6a one
observes that the divergence decreases when the distance between the plasma source and the
micro-collimator (a) is approaching to the focal length of the collimator.

Fig. 4.7: (a) Plasma-laser beam divergence and (b) pointing stability with and without the micro-
collimator. The figure (a) shows an improvement of a factor 10 in the divergence and (b) a
factor of 5 in the pointing stability.

4.1.2.5 Optimum fluence for quality nano-imaging

The obtained control on the peak-brightness of the EUV laser questioned whether a condenser
was at all required, or as it is customary for spontaneous EUV plasma sources. To address this
point we analyzed the results plotted in Fig. 2.5, showing the output signal-to-noise ratio versus
the input fluence. The dark current in our experimental data was less than 100 counts. The
fitting carried out using eq. 2.3.2.1 showed an agreement with the experimental data points as
high as R2 � 0.94. Since the output of the plasma-laser is in the range of a few µJ and the area
of the CCD chip is of the order of 1 cm2, the raw (no optics in-between) illumination fluence
is within the linear range, i.e., � 10�6 J{cm2. In Fig. 2.5 the linear range, marked with two
dashes lines between points A and C, starts at 10�7J{cm2 up to 10�6J{cm2. Accounting for
a 10–20% imaging optics throughput, the illumination however may degrade below the linear
range (approx. 10�7J{cm2). To overcome such threshold, if it is not possible by controlling
the beam size to maximum 1–2 mm at the sample position, one can accumulate signal with
multiple-shot imaging.

Fig. 4.8 provides a computational analysis of the imaging performance of a quarter of a
Siemens star reference sample, as a function of sample-related illumination amplitude (net
signal) and illumination uniformity (spot noise). The illumination amplitude is investigated at
reference values of 10% (bottom row), 25% (central row), 100% (top row), for the case of null
background (Fig. 4.8a). The illumination noise is investigated at reference values of 0% (RHS
column), 10% (centre column) and 90% (LHS column). The visibility (γ) of the Siemens star
spokes is computed following eq. 2.3.3.1 and is reported at the corner of each snapshot. The
total illumination amplitude on the detector (net sample-related signal + background) is given
at the bottom of each box. Fig. 4.8b provides the same analysis for the case with flare, i.e. with
background equal to 50% of the dynamic range. It is to remind that 100% corresponds to full
dynamic range.

The scientific discussion focuses on the optimization of the illumination amplitude (fluence)
and reduction of flare, but as shown here is critical to understand the effect of the illumination
homogeneity. Indeed this provides a rationale for the importance for imaging applications of
the improved spot homogeneity following our TGRIP scheme, as shown above. The baseline
level affects the off-field image, the peak-to-valley contrast, as well as the residual dynamic
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range. However, for a virtually flat-field illumination, a non-zero baseline level can enhance the
visibility of nano-scale features. The latter can remain unresolved only if spot noise degrades the
illumination. Therefore, a threshold for high quality nano-imaging is set at point B in Fig. 2.5,
namely when SNR ¡ 0.5 of linear range.

Fig. 4.8: Calculated imaging performance on a quarter Siemens star by changing the illumination noise
at three steps of 0%, 10%, 90% (x axis) and the mean of the net illumination amplitude on
the spokes at 10%, 25% and 100% (y axis). The spokes visibility (γ) obtained for each box is
given as well as the total illumination amplitude arriving at the detector. All values are in
percent with respect to the full dynamic range (saturation level is at 100%).

From the presented computational analysis one concludes that the imaging optimization
benefits more from enhanced illumination homogeneity than comparable increase in spot intensity.
Indeed, one can compare the corresponding quarter Siemens star visibility degradation with
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spot noise and note how an inhomogeneous (noisy) spot degrades the imaging, even at high
illumination amplitude. The experimental images of the Siemens star with a single concave-
mirror objective (see next section) showed a visibility of γ � 0.68 at the amplitude of 90% of
full dynamic range. Such results can be improved by increasing the signal uniformity, rather
than suppressing the background leaking between the Siemens star spokes.

Fig. 4.9: Aplanatic condition for Schwarzschild as a function of magnification and mirror’s radii ratio
r=R1/R2. The simulation agrees with results from ref. [142].

4.1.3 Performance of the Four Objective Designs for Nano-scale Imaging

The spatial resolution is well-known to be limited by diffraction, which motivates the use of
multilayer optics that can be operated with short-wavelength sources. It is however to be
reminded the importance to choose a high NA to enlarge the high frequency cut-off of collected
wave-vectors. However, large NA can be prone to more significant third-order aberrations, as
discussed above. Fig. 4.2 compares the performance of the Schwarzschild designs introduced in
the Sec.4.1.1. The Strehl ratio of 80% is at the cutoff of the resolution limited by diffraction
and the resolution limited by aberrations. The latter changes in the four configurations of the
Schwarzschild with the position and inclination of primary or secondary mirror. Magnifications
above 15X in Schwarzschild are possible for a ratio of primary to secondary mirror radii of
curvature (R1/R2) between 2.5-3 [142] (Fig. 4.9). Based on this criterion we choose the radii of
curvature for all the designs as R1 �100 and R2 �36 mm (r=2.8) for primary and secondary
mirror, respectively, which correspond to a magnification of 30X.

The classical Schwarzschild has an aperture limited by the diffraction and aberration
resolution of 0.16 (Fig. 4.1a) which corresponded to 45 nm resolution. The produced obscuration
by the secondary mirror is 15%. The reflectance of each mirror is 45% thus the total reflectance
of the Schwarzschild, taking in account the obscuration too, is 17.2%. Increasing the NA involves
increasing the diameter of primary mirror or decreasing the distance z0 between the object and
the mirror (see Fig. 4.1). Both alternatives imply also a potential increase of the aberrations,
specially for classical and eccentric designs. Fig. 4.2 shows that the resolution and numerical
aperture are linked with an inverse relationship. For NA higher than 0.15 there is no-significant
increase in the resolution. Resolution limited by aberration links also with the aperture.

The eccentric Schwarzschild was adjusted to separation of the centers of curvature of the
primary and secondary mirror in the range of 150-200 µm, which allows increasing the NA to
0.17 by keeping the same Seidel coefficients but not the obscuration which increases to 18%.
The free-third-order aberration of both optics, classical and eccentric can be understood in
Fig. 4.10a and b where is shown the wavefront and the ray analysis. The wavefront indicate a
peak-to-valley of 0.125 mm and 0.110 mm respectively at the entrance pupil. In the ray analysis
we observe that the aberrations are not significant for 0.5 mm field of view. In order to have a
good compromise of obscuration and resolution, we propose a 0.15 eccentric model, which has
not a significant improvement in resolution (50 nm) and it is only limited by diffraction.
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Fig. 4.10: Wavefront (left), astigmatism analysis (centre) and ray analysis (right) for the (a) classical,
(b) eccentric, (c) partial and (d) off-axis Schwarzschild. (a) and (b) are free of third-order
aberrations. We observe in (c) coma and astigmatism aberration due to the inclination of the
rays through the partial and off-axis optics, (d) is affected by coma.

The partial Schwarzschild has higher spherical aberrations for the same NA as the classical
or eccentric models. The Airy disc is not symmetric with respect to the optical axis and the
aberrations have a notably difference in the horizontal and the vertical direction. For instance in
a NA � 0.025 the tangential resolution is 325 nm whereas the sagittal resolution is 230 nm. In
Fig. 4.10c we observe this asymmetry, which is basically astigmatism, in the wavefront surface.
The value of the coefficients for the third order coma and astigmatism is smaller than |10�6|.
The major aberration contribution is done by orders higher than fifth and by the spherical
aberration.

The off-axis Schwarzschild ’s simulations showed a resolution of 250 nm for a non-significant
spherical aberrations. The illumination incises on the primary mirror out of the optical axis.
The objective can be employed with a laser source by using a scanning beam while the ”clas-
sical”,”eccentric” and ”partial” designs are more relevant with spontaneous sources since they
can be used with a full-field beam. Coma aberration is observed in this design (see Fig. 4.10d).
The value of the third order coefficients are approx. 10�5 for coma and astigmatism. They both
are generated as a result of the inclined incident beam on the optics. The aperture of 0.03 is
perfectly compatible with BeAGLE since the results of the measurement had shown smaller
divergence.

4.1.4 XUV Microscopy Demonstrator

The Schwarzschild objective built in this work consists of two spherical multilayer mirrors coated
with 90 layers of Ruthenium and Boron carbide (Ru/B4C). The multilayer is optimized to
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operate at λ �12 nm. The images, after a magnification of approximately 30X. are detected using
a 13µm2-pixel X-ray CCD, which allows observing approximately 0.5 mm-field of view. The
total numerical aperture (NA=0.15) was obtained after a compromise of the diffraction-related
and geometrical aberrations. By using the equation: RES= 0.61�λ

NA , one obtains the theoretical
resolution of the Schwarzschild objective �50nm. However, such resolution is not possible if the
two mirrors are not precisely aligned. To render a good alignment of the two multilayer mirror,
they are mounted in the ”Schwarzschild-shell” which is provided of three pico-motors. They are
used to compensate the misalignments due to the mechanical positioning.

In this section, the different parts of the design process of the Schwarzschild objective are
discussed naming as: i) details of the main parameters of the optics, and ii) description of the
Schwarzschild housing shell (section 4.1.4).

The deposition of the layers was done in Fraunhofer institute using Nessy-3, a magnetron
sputtering system, which was used for the first time in 2013 to build a Mo/Si/B4C multilayer
mirror. The system is used for the deposition of a laterally graded multilayer, as in the case of
the Schwarzschild mirrors. For this purpose, it is equipped with six rectangular magnetrons
with the size of 250 mm x 125 mm each. By adjusting the rotation speed of the substrates and
the source power, Nessy-3 allows adjusting the layer thickness with sub-Angstrom precision.

The Schwarzschild objective designed here is made of two multilayer mirrors coated with
Ru/B4C on a substrate made of fused silica. The mirrors are optimized for λ �12 nm, since
this is the central wavelength of a plasma-based X-ray laser using a Sn-target. The reflectivity
of both is approximately 50% (see Fig. 4.11). The primary mirror has a concave curvature and
the secondary has a convex curvature. The main parameters are summarized in Tab. 4.2
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Fig. 4.11: Reflectivity curves at λ=12 nm versus the angle of incidence of a) primary multilayer mirror
for s and p-polarization; b) secondary multilayer mirror for s and p-polarization of the
Schwarzschild objective.

Primary mirror Secondary mirror

Radius of curvature 100 mm -36 mm
Diameter 38.1�0.1 mm 8.6�0.1 mm
Inner hole 17.0�0.1 mm none
Incidence angle 1.2� to 2.5� 3.0� to 7.0�

Thickness 8.0� 0.1 mm 6.3� 0.1 mm
Reflectivity <55% <55%
Surface roughness RMS < 0.15 nm < 0.15 nm

Tab. 4.2: Parameters of the multilayer mirrors fabricated for the Schwarzschild objective. Metrology
performed at the Physikalische Technische Bundesamt (PTB) Berlin.

The roughness of the mirrors was characterized at the National Metrology Institute of
Germany (PTB) in Berlin (beamline BESSY II). The roughness of the surface was measured as
λ/14=0.9 nm. The experimental results at the primary mirror showed a RMS roughness of 0.10
nm in the central part and 0.13 nm at 15 mm from the center. The secondary mirror showed a
RMS=0.3nm. A second measurement was realized with an ion beam sputtering at the mirror to
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improve considerably the roughness of this mirror. The final value was 0.12nm at the centre
position and 0.13nm out of the centre.

The roughness and the scatter of the light are related expontially as is shown in the following
equation:

S � R0

�
1� e

�
�

4πRq cos θi
λ

	2
�

(4.1.4.1)

where S is the Total Integrated Scatter (TIS, the total amount of light scattered by a surface),
R0 is the RMS roughness of the surface, θi is the angle of incidence on the surface and λ is the
wavelength of light.
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Fig. 4.12: a) Photograph of the Schwarzschild demonstrator. b) Transversal cross-cut view of the
Schwarzschild shell and mirrors (in green), with optical path of marginal rays.
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Fig. 4.13: The flexure gimbal (in red) of the Schwarzschild objective shell permits rotational movements
by applying a force in the z-direction.

Fig. 4.12 shows the Schwarzschild objective developed in this work. To provide stability to
the microscope, the Schwarzschild objective is mounted on an aluminum structure (Fig. 4.12.a)
equipped with three vacuum-compatible picomotors. The positioning has a resolution better
than 30-nm along the 12.7 mm of travel path. The principle of movement relies on the basic
difference between dynamic and static friction. One advantage of these picomotors is that they
can hold the position even whereas no power is applied.

One of the picomotors moves the primary mirror along the z-axis (Fig.4.12), which is used
to adjust the distance between mirrors. In the classical configuration of the Schwarzschild
objective (for concentric center of curvature of both mirrors) this distance is d=64 mm. However,
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if the primary mirror decreases the distance respect to the secondary mirror, the numerical
aperture increases; this condition only works for a few microns, for shorter distances the spherical
aberration is not compensated. It has been found [142] that the resolution of the Schwarzschild
improves to 43 nm. This configuration is known as eccentric Schwarzschild.

The other two picomotors control the tilt of the primary mirror along the alpha and beta
axes, ensuring that both mirrors are parallel the axis α and β. The Schwarzschild shell contains
2 modified flexure gimbals used to performance the rotational movement. Each gimbal is made
of two hollow circles with a diameter of 12.1 mm (Fig. 4.12b). Between the circles there is a
bridge of 0.5 mm. A gap starts out of each circle and it divides the shell in two parts, uniquely
linked by the said bridge. These two picomotors can apply a force in a direction parallel to the
z-axis, producing a rotational movement, and thus tilting the primary mirror.

Fig. 4.14 shows the results obtained computationally for the angular (Fig. 4.14a) and distance
tolerances (Fig. 4.14b). By using the motors, the goal is to obtain better resolution than 100
nm (dash line). An angular misalignment higher than �0.15� produces lower resolution than
this limit. The same effect is observed in distance misalignment higher than �20µm.

Fig. 4.14: Tolerances in the alignment of the Schwarzschild. a) Angular tolerances b) distance between
mirrors. For the desirable resolution of <100 nm, the tolerances are �0.15� and 0.02 mm
respectively.

4.1.5 Summary on XUV Imaging Optics

The TGRIP plasma gain-medium generation scheme was shown to give a factor of 3 more
collimated laser output than a classical TCE short-wavelength plasma laser as well as better
uniformity. The pointing stability was approx. factor of 2.5 also improved in the TGRIP scheme.
Additionally, we have demonstrated a simple method to control both divergence and pointing
stability using a micro-collimator. The insertion of a micro-collimator in the setup improved by a
factor of 5 (from approx. 0.5 mrad to 0.1 mrad) the pointing stability and the divergence a factor
of 10 (from 5 � 1.0 mrad to 0.5 � 0.1 mrad). The coherence degree found from the visibility
modulation was shown to remain unchanged in the TGRIP versus TCE schemes. The measured
coherence length of several tens of micrometers allows for coherent diffraction imaging, in order
to have a lensless sub-50-nm nano-imaging tool. Ongoing work in this field will be subject of a
future publication. The measured fluence to noise relationship showed that optimum brightness
in the linear range is within the specifications of plasma-laser output. Within this range the
contrast may be degraded by the illumination inhomogeneity (spot noise). Experimental images
obtained by a single EUV laser shot showed to be at optimum theoretical conditions.

The development of the appropriate optics for EUV plasma-laser involved the study of
the obscuration and the aberrations. Classical and eccentric Schwarzschild are free of third
order aberration. High resolution smaller than 50 nm are possible with both optics. However
the position of the secondary mirror produces an obscuration of 15% and 18%. The partial
Schwarzschild is devoid of such problem of obscuration at the cost of adding the spherical
aberrations and off-axis introduces coma. By restricting the numerical aperture the two latter
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can be used in EUV laser microscopes by using a scanning beam. Tab.4.3 summarizes the main
parameters of the Schwarzschild studied in this work.

Objective Mode Classical Eccentric Partial Off-axis

NA 0.16 0.17 0.02 0.02
Resolution (theory) 45nm 43nm 365nm 330nm
Obscuration 15% 18% none none
Magnification 30X 31X 25X 30X
Efficiency 17.2% 16.8% 20.2% 20.2%

Tab. 4.3: Comparison of the critical parameters for the different microscope designs studied here.
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4.2 Table-top Nano-imaging by Plasma-Lasers

Published in Bleiner et al. Opt. Comm. 284, 4577-4583, 2011. Main themes here:

— Analysis of the Imaging Performance

— The Siemens Star Imaging Reference Sample

— Experimental Resolution

Sample

(Siemens Star)

Condenser

Objective

Turning

Mirror

Plasma

Laser

To CCD

Fig. 4.15: Experimental demonstrator for XUV microscopy with the plasma X-ray laser.

The semiconductor industry has drastically invested to prepare the transition to Extreme
Ultraviolet (EUV) lithography using 13.5-nm plasma sources. The main challenges have been
related to the average power that laboratory-scale sources could attain, presently demonstrated
to just a few Watts, and the uptime, limited to a few hours. If the former is an issue that seems
to be addressable by using more powerful and multiplexed drivers, it is nevertheless coupled with
a consistent increase of debris that can rapidly hamper the source functionality and limit the
uptime. Nevertheless a 1 to 100 kHz repetition rate is expected to provide demo-level average
power of a few tens of Watts and enable EUV lithography by 2017. The latter, however, requires
also rapid mask inspection to make sure that printable defects are below a critical density, and
guarantee a profitable wafer yield of 80-100 good wafer/hour.

Mask inspection devices, operating at EUV wavelengths, are thus an important enabling
tool for the overall implementation of EUV lithography. A main difference between inspection
and printing tools is that the former do not need excessive average power, important for high
throughput, rather should provide the brightness for high contrast imaging. Unfortunately,
high magnification degrades illumination. Thus high photon flux in a narrow angle (brightness
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or spatial coherence) is important. Moreover, high resolution attained with short wavelength
sources relaxes requirements on large NA, which otherwise introduces aberrations.

Brightness is the bandwidth power per unit solid angle, and is therefore enhanced in a
conjunct effort to enhance (i) the number of in-band photons emitted (ii) within a narrow
collimation angle. Spontaneous emission is a 4π sr irradiation, requiring collection optics. The
use of collector optics determines the effective source numerical aperture (NA). Large NA
collection maximizes the photon flux but deteriorates the source projection by poorer collimation.
Amplified spontaneous emission (ASE) is, on the contrary, characterized by a pronounced
directionality of light propagation. In this respect, ASE laser sources have implicitly higher
brightness thanks to the primary collimated emission of the photon bunch.

Brightness is important for high contrast imaging, because directionality of light reduces
image shadowing effects. Thus, bright-to-dark transitions at the feature’s border can be as steep
as the morphology dictates. High brightness demands high spatial coherence. The longitudinal
coherence, or monochromaticity, is important to have sharp diffraction-limited images. The
transverse coherence, or collimation, should not be excessive, in order to avoid occurrence of
speckle interference and to enable full aperture illumination (full field).

Typically, high brightness at EUV is a characteristic of large-scale facilities, such as syn-
chrotrons and free-electron lasers (FEL). The excessive cost-of-ownership of such large facilities
has bottlenecked their access in research and prevented implementation in the industry. There-
fore, the need for high brilliance lab-scale EUV sources is strategic for either boosting research
or enabling industrial productivity.

Plasma sources generated by laser irradiation of a target material have been proposed to fill
this gap. Laser-driven plasma sources are based on optical energy conversion from a pump IR
pulse. The latter irradiates a target material and induces a hot and dense plasma that radiates in
the desired bandwidth. The target material largely contributes with the characteristic spectrum
of the atomic ensemble. For EUV lithography application, Sn has been identified as the most
efficient target material. The spontaneous emission spectrum has been investigated previously
[12], showing an unresolved transition array (UTA) around 13.5 nm from the emission of several
ionization stages between Sn5� and Sn13� (Fig. 1.18). Depending on the form of the target, i.e.
whether gaseous, mass-limited, or solid, the occurrence of Bremsstrahlung as well as debris can
vary, degrading the source cleanliness. The UTA emission is Lambertian (i.e. radiance according
to a cosine distribution) and thus requires large collection optics (300-600 mm in diameter)
to be directed to the intermediate focus. Provided that good thermo-mechanical stability is
accomplished, the collection optics is aged as a consequence of the exposure to ionizing radiation
as well as fast ion debris.

Alternatively, for very hot (e.g. ¡ 200 eV) and dense (e.g. ¡ 1020cm�3) plasma conditions
induced along a line focus (plasma column), the closed-shell Ni-like Sn ion sustains amplified
spontaneous emission (ASE) of the 4d1So to 4p1P1 lasing transition at 11.97 nm. The laser
emission is inherently of high brilliance because directional and subtended within a few millira-
dians of solid angle. The radiation characteristics are such that small optics (1 inch or less) can
be used and positioned away from the zone of debris showering.

In this study we report on imaging capabilities of a compact footprint EUV laser facility to
the imaging obtained with spontaneous emission. The compactness of the EUV laser source
demonstrates that high brightness imaging is now accessible on a laboratory scale.

4.2.1 Imaging Optimization

The setup is shown in Fig. 4.15. Computational pre-studies were done to define (i) the optimum
design for the given optical elements available, and (ii) a sensitivity study to define how much
impact on performance was to be expected by any potential experimental mismatch upon
assembling the setup. Fig. 4.16 summarizes major findings. An ”E”-shaped mask was imaged
consistently with the experimental constraints given above, and the calculated images are shown.

The condenser adjustment shows (Fig. 4.16.a,b) a sensitive impact on the illumination even
for 1% axial offsetting from optimum. In fact, the condenser produces an image of the source
that ideally should fall at the sample plane. A closer positioning of the condenser to the sample
with respect to the optimum position can enlarge the field of view with concomitant deterioration
of the illumination. It should be also noted that given the horizontal tilt between the condenser
and the objective, to allow transport of the light beyond the mirror pair, a slight astigmatism is
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Fig. 4.16: Calculated images by means of ray-tracing, with the EUV microscope specifications given
in the experimental section. Legend: a) condenser 2 mm back from reference position, b)
condenser 2 mm ahead of reference position, c) objective 2 mm back from reference position,
d) objective 2mm ahead of reference position, e) 105 rays exposure (rays to photons ratio is
13:1), f) 106 rays exposure, g) 107 rays exposure, h) 108 rays exposure, i) 2 shots of frame e),
j) 3 shots of frame e), k) 4 shots of frame e), l) 5 shots of frame e).

observed. This can be exploited to maximize the photon flux within the width of the detector,
i.e. 13.6 mm. The mirror was adjusted for best sample illumination, i.e. 615 mm from the first
planar mirror, and optimum range is within 1%.

The objective adjustment (Fig. 4.16.c,d) has also an influence on the illumination, since
it controls the projection of the source. For maximized illumination the mirror-pair distance
was matched to the source distance to obtain an infinite-corrected projection. Concomitantly,
the objective performs the 12x imaging of the sample. The mirror was thus adjusted for best
CCD illumination, i.e. the condenser-to-objective distance was 266 mm. Mirror tilt was also
investigated (not shown in Fig. 4.16). The observed effects were (i) an obvious horizontal
stretching of the image, and (ii) the formation of a vertical illumination stripe. The maximum
recommended tilt angle, also to avoid drastic loss of multilayer reflectivity, was 5 degrees. We
have finally chosen to operate at 3 degrees tilt angle.

Last issue that was subject of ray-tracing investigations was the influence of photon counts
(Fig. 4.16.e-h) on the imaging quality. In fact, we wanted to validate that our four optical
elements (Fig. 4.15) design would not cause a drastic loss of illumination. Further, we have
investigated whether with a repeated number of EUV shots we could compensate for illumination
loss. In the raytracing computation the conversion was approx. 13:1 rays-to-photons. As Fig. 4.16
summarizes, one notes that for more than 104 collected photons across the full field-of-view,
the image contrast is good. Our table-top laser source is expected to provide above 1010
photons/shot. Considering that a spontaneous emission laser plasma source offers factor of
106 less brightness/pulse, due to the emission over 4π sr, we conclude that good contrast at
single-shot operation can be obtained with a EUV laser source only. Thus one single shot
was found to be sufficient to produce high-contrast images. We investigated the benefit of
accumulating additional shots to enhance signal-to-noise ratio (Fig. 4.16.i-l). The results indicate
that the optimization of the beam collimation is much more significant than accumulation
of sequential shots. Moreover, considering that in the present system the repetition rate is
extremely low (1 shot every 12 minutes), accumulation is also very time-consuming and can be
practically restricted to just a few shots as shown in Fig. 4.16.i-l.
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Fig. 4.17: Contrast improvement applying different background correction criteria, versus the unpro-
cessed EUV image. Legend: a) unprocessed image, and background correction from b) 10
pixel rolling ball radius c) 30 pixel rolling ball radius d) 50 pixel rolling ball radius.
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Fig. 4.18: Illumination profiles at the Siemens star’s bottom edge, showing the bright-to-dark contrast.

4.2.2 XUV Imaging Experiments

The sample was located between the spherical mirror pair in the object plane, with its position
adjusted using a XYZ translation stage (Fig. 4.15). EUV images were taken of a Siemens star
to assess the performance in terms of resolution, contrast and astigmatism (Fig. 4.17). The
importance of using a coherent source for high quality inspection/imaging is experimentally
demonstrated in Fig. 4.19. The image was a single coherent (LHS) - incoherent (RHS) snapshot
(no stitching). One notes the difference between the region illuminated by the coherent beam
(LHS) and the region illuminated by the incoherent light (RHS). The latter provides poorer
sharpness, contrast and illumination, which can be assessed observing the outer edges of the
Siemens star’s spokes (see discussion above). Thus despite an increased source energy (4.4µJ)
the lack of collimation in the extended RHS region of Fig. 4.19 has a detrimental effect on the
overall image quality.

The bright-to-dark contrast was measured for three traces at the spoke edge (Fig. 4.18).
Contrast is defined using Eq. 2.3.3.1 and its mean value was found to be γ � 61� 6%, with
practically a vertical edge, and limited by radiation flare around the transmissive spoke. We
can argument that the recalculated results, corrected for stray radiation, are showing enhanced
contrast. In fact, it is evident that the zone beyond the bright spoke is not fully blocking the
probe radiation. A 4:1 intensity contrast was measured, whereas the Siemens star should provide
bright and completely dark zones juxtaposed. To explain the observed 4:1 values it is likely that
in-band stray light from the spontaneous component has reached the exposure chamber. If this
is the case, any additive flare term φ that superimposes to the max and min intensity values,
does not change the contrast max-to-min, yet the computed γ is degraded as follows:

dγ

dφ
� pImax � φq � pImin � φq
pImax � φq � pImin � φq � � 2pImax � Iminq

pImax � Imin � 2φq2 (4.2.2.1)

This relation indicates that in our case, based on measured background values, the theoretical
contrast is as high as 74%, in agreement with the obtained modulation transfer function, as
discussed below.

Fig. 4.20 shows three contrast profiles of the exposed Siemens star along circular traces
obtained at R = 20, 60, and 100 pixels from the Siemens star center. The illumination profile is
influenced by the minimal astigmatism introduced by horizontal tilting of the condenser and
objective, as discussed above. The number of photons was estimated from the counts and the
CCD quantum efficiency which is 45% at 103.7 eV (12-nm Sn laser line). The average areal
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Fig. 4.19: Comparison of coherent (LHS) versus incoherent (RHS) EUV illumination for imaging.

illumination was characterized by a relative 1σ deviation (RSD) of 9% over the entire illuminated
field. Knowing the collected image counts and considering the reflectivity of the Mo/Y mirror
array, and the transmissivity of Si3N4 membrane (sample) and Zr foil (filter) as given in the
experimental section, we could determine the source photons generated to be as high as 1011

photons that correspond to 1.8 µJ, in agreement with previous calibration experiments. The
improvement of contrast at lower spatial frequency, i.e. at the Siemens star periphery, is evident.
This can be quantified by means of the modulation transfer function (MTF).

We have computed the MTF for the unprocessed images, and also for images where an
additional image processing was applied. The latter aimed at improving the background
correction. The background correction was done considering a rolling ball radius of 10, 30, or 50
pixels around every pixel of the image. The obtained images after post-processing are shown
in Fig. 4.17. In Fig. 4.21, the MTF is given for the four cases, where the case with 10 pixels
rolling ball radius is not shown for clarity since it was identical to the unprocessed image. One
notes that the image processing procedure did improve the resolution limit (MTF = 0.09) of
a factor 3, from 1.1 µm to 330nm, and then a further factor of 4 from 330nm to 83nm. The
present resolution is limited by the available optics NA. Further improvement is underway since
we are testing the Schwarzschild microscope, which will eliminate aberrations up to the third
order. The consequence is an improvement in resolution as explained in Fig. 4.2.

4.2.3 Summary on Plasma Laser XUV Imaging

The two-mirror design discussed here, i.e. condenser and imager, is made-up of two juxtaposed
concave spherical multilayer reflectors. Considering that the EUV light must be transported
within and beyond the mirror pair gap, i.e. where the Siemens star was mounted, a certain
tilt angle (here 3 degrees) has to be tolerated. The tilt induces astigmatism and coma aber-
rations in proportion to the cosine of the tilt angle. In order to address these drawbacks, we
investigated Schwarzschild objective designs in the previous section. Schwarzschild objectives
have been demonstrated to provide an aberration-free imaging with exactly two mirrors, and
also of being capable of high resolution as required in EUV lithography. Fig. 4.22 shows the
dramatic improvement in imaging quality and resolution in the vertical and horizontal dimensions
when Schwarzschild optics (Fig. 4.22.B) is compared to the tilted two-concave-mirror design
(Fig. 4.22.A), thanks to the collinear light transport. In spite of the dramatic improvement in
resolution (values given in Fig 4.22), it remains however that the here investigated system acts
as condenser/imager pair with two reflections only, whereas Schwarzschild optics uses already
two reflections for just imaging, and potentially another two, if one needs to have a condenser.
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Thus, considering a single multi-layer reflectivity of 45% at 12 nm, the two concave-mirror-design
studied here allows an overall light throughput of 20% whereas the dual Schwarzschild design
would allow as low as 4.1% overall throughput.



4.2. TABLE-TOP NANO-IMAGING BY PLASMA-LASERS 135

Fig. 4.22: Imaging spot diagrams obtained by ray tracing of (A) 3 degrees tilted concave mirror with
a radius of curvature of 241.3 mm; (B) Schwarzschild objective with 50-fold magnification.
The four quadrants have different colors as follows: green (NW), red (NE), blue (SE), cyan
(SW). The imaging is shown for three points to visualize the vertical and horizontal resolution
limit (spots edge-contact). For the case in (A) the resolution is 3 µm horizontal and 0.5 µm
vertical. For the case in (B) the resolution is 0.13 µm horizontal and 0.13 µm vertical.
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4.3 Two-color XUV Laser for Nano-spectroscopy

Published in Masoudnia et al. Phys. of Plasmas, in press 2016. Main themes here:

— Advantage of Two-Color Laser : Monopole & Dipole Plasma-Laser

— Spectroscopy & Computational Analysis

— Tunability of the Plasma Laser

X-ray pulses with bimodal spectra (”two-color”) are very insightful pump–probes to investigate
the structure of matter, the dynamics of physical processes, and chemical reactions [123, 191].
Theoretically, the timescales of rotation, vibration, dissociation of molecules, atomic excitation,
atomic ionization, etc. are known [17, 69]. Ideally, one would measure experimentally such
timescales by time-resolved means using dual X-ray pulses with specific time delays and spectral
separation. Furthermore, near-edge X-ray absorption spectroscopy to simultaneously probe the
structure and surface chemistry is another application for two-color probes [329]. Besides, the
soft X-ray high energy resolution off-resonance spectroscopy (HEROS) technique by means of
two-color can be a powerful method to study the local electronic and geometric structures of
matter [43, 312, 313].
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Fig. 4.23: Layout of the two-color options at accelerator facilities [191, 199]: (a) double split undulator
mode, (b) gain-modulated undulator mode, (c) double-bunch undulator mode.

In 2013, SLAC researchers demonstrated for the first time pairs of X-ray laser pulses [191, 200]
through self-amplified spontaneous emission (SASE) by means of X-ray Free-Electron Lasers,
with wavelengths at � 0.81 nm (E � 1530.7 eV) and � 0.83 nm (E � 1493.8 eV), i.e. a spectral
separation as small as 0.2 angstroms. The SACLA facility can currently produce pairs of X-ray
laser pulses at � 0.09 nm (E � 131776 eV) and � 0.12 nm (E � 101332 eV) [123]. The two
radiation pulses were delayed from coincidence to a maximum delay as long as 40 fs [191].
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Two pulses with different photon energies (”two-color pulses”) have been generated in an
accelerator [123, 191, 199, 200], using three different schemes: (i) double split undulator mode
(Fig. 4.23a), (ii) gain-modulated undulator mode ( Fig. 4.23b), and (iii) double-bunch undulator
mode (Fig. 4.23c).

The ”double split undulator mode” (see Fig. 4.23a) is divided into two parts, with a magnetic
delay (magnetic chicane) placed in the middle [123, 191]. In this scheme, the wavelengths of

the two X-ray pulses are given by the expression: λ1,2 � λw
1�K2

1,2

2γ2 , where λw, K, and γ are
respectively the undulator wavelength, undulator parameter, and electron Lorentz factor. The
”magnetic delay” between the two undulators allows a temporal compression of the electron
bunch, i.e., the rotation of electron bunch in the energy-time plane. Since both X-ray pulses are
emitted by the same electron bunch, the first of the two pulses cannot be amplified to saturation.
Indeed, the energy-spread induced by the XFEL process would prevent lasing on the second
color.
The ”gain-modulated undulator mode” (see Fig. 4.23b) is composed of the sections of alternating
magnetic field strength [199]. Here, the wavelengths of two radiated X-rays are equal to

λ1,2 � λw
1�K2

1,2

2γ2 . Since the two colors are emitted by the same electron bunch, the same
limitation as above applies. In addition, the spectrum of a gain-modulated XFEL can exhibit
more than two peaks, due to complex spectral features arising from the interference of the
radiation emitted in two consecutive resonant undulators [191, 199].
The ”double-bunch undulator mode” (see Fig. 4.23c) is performed by using two electron bunches
with different energies and overlapped in time, so that two wavelengths appear at the exit of the
undulator with a separation in the wavelength [200, 201, 346]. In this scheme, the wavelengths

of two radiated X-rays are equal to λ1,2 � λw
1�K2

2γ2
1,2

. All these are possible at large scale facilities,

with however the limitation in spectral separation of the two colors.
Short-wavelength free-electron lasers (XFEL) facilities are currently available in a few sites, due
to the remarkable cost of construction and operation [36]. In this respect the laboratory-scale
two-color XUV plasma-based laser can be a more widely-accessible platform [31].
It has been demonstrated at the LLNL that laser-produced plasmas are able to produce two
XUV coherent pulses by focusing an intense laser pump on a target [149]. Two XUV lasers
produced by a target have wavelengths separated by as much as 5.1 nm (∆E � 10.5 eV). In
the laser-produced plasma, lasing lines come from a given radiator (e. g. Mo) through two
different pumping processes: (i) collisional-pumping (monopole: ∆J � 0, J � 0 Ñ 0) or (ii)
photo-pumping (dipole: ∆J � 1, J � 0 Ñ 1) processes. The collisional laser line is pumped
through electron collisions and is the result of the transition 3d94d1(J=0) Ñ 3d94p1(J=1) for
Ni-like ions. On the other hand the photo-pumped laser line is pumped by a strong radiation
(e.g., ∆E � 353 eV� 3.51 nm for Ni-like Mo) producing a laser line (XUV), which is the result
of the transition 3d94f1(J=1)Ñ 3d94d1(J=1) for Ni-like ions.
Fig. 4.24a summarizes two-color XUV wavelengths generated by electron collisional-pumping
and photo-pumping in Ni-like ions with different plasma lasing schemes. In Nilsen et al. [149], a
1 J pulse with pulse duration of 600 ps illuminates the Nb target (Nb�13) followed 700 ps later
by a 5 J and 1 ps pulse. In Li et al. [344], lasing in Zr�12 is produced by the combination of a
long pulse (800 ps) and a short pulse (1 ps) with the delay between the two pulses set at 1.6 ns,
and the maximum energy in the long and short pulses each being 5 J. In Nilsen et al. [148], the
scheme for lasing is irradiating the Mo target (Mo�14) with a 4 J, 1.5 ns pulse followed with a 3
J, 1 ps pulse.
The photo-pumped four-level system (dipole transition) and collisionally excited three-level
system (monopole transition) for Ni-like ions are shown in Fig. 4.24b. Indeed, Ni-like ions
with electron configuration of [Ar] 3d10 are excited through monopole or dipole transition (see
Fig. 4.24b).

Here, the aim is to demonstrate the key characteristics of two-color XUV lasers generated in
the own lab within a micro-plasma active medium of Ni-like Mo (Mo�14) and Ni-like Pd (Pd�18).
Thus, characteristics of two-color XUV lasers, such as divergence and pointing stability, are
obtained experimentally. Then, computational results to investigate plasma hydro-characteristics
at the lasing region for the two XUV laser lines are presented. The time difference that maximizes
the gain for two-color emission in the plasma medium is obtained. Here, it is mainly interesting
to investigate the hydrodynamics and atomic physics descriptions and difference between
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characteristics of plasmas producing collisionally-pumped and photo-pumped lines.
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Fig. 4.24: (a) Plasma laser wavelength versus atomic number that exhibit dual wavelength emission
due to either photo-pumping (λD) and electron collisional-pumping (λM ) in Ni-like ions
[148, 149, 344]. It shows for the Ni-like ion: λM   λD. (b) The four-level system (solid-line)
due to the dipole and three-level system (dashed-line) due to the monopole transition for
Ni-like atom. Time scales of radiative decays (Rad-decay) are order of magnitude.

4.3.1 Two-color Laser Theory & Model

4.3.2 Two-color Atomic model of the Gain Medium

For the calculation of the XUV gain produced by collisional-pumping a three-level system is
examined as shown in Fig. 4.25a. For the calculation of the XUV gain produced by photo-pumping
a four-level system is examined as shown in Fig. 4.25b.

4.3.2.1 Gain with Electron Collisional Pumping (Monopole Mode)

Fig. 4.25a shows a three-level system composed of the upper |2y, lower |1y, and the ground |0y
state pumped by a transient collisional-pumping (collisional excitation) scheme. Due to the
selection rule the transition from the lower level (J=0) to the upper level (J=0) is only achieved
by the monopole collisional excitation, and the photo-pumping (dipole excitation) is here not
allowed (see Fig. 4.25a).

Considering the steady state in a three-level model, rate equations are solved taking into
account all the populating, depopulating, and radiative processes:

dni
dt

� ne

�¸
i j

niC
e
ij �

¸
i¡j

niC
d
ij

�
�
¸
i¡j

niAij . (4.3.2.1)

Calculation of ni, the population of the corresponding level |iy, and calculation of gain due to
collisional-pumping (monopole) have been extensively explained in the previous publications.

4.3.2.2 Gain with Photo-pumping (Dipole Mode)

Fig. 4.25b shows the lasing due to photo-pumping for a four-level system. It shows energy
levels schematically are composed of the upper |3y and lower |2y lasing states and intermediate
level |1y and the ground |0y state. The transition from lower level (J=0) to upper level (J=1)
is achieved via both the monopole collisional excitation (C03) and dipole excitation (RP03), as
shown in Fig. 4.25b.
The upper level |3y is populated by both electron collisional-pumping and photo-pumping. The
level populations of Ni-like ions are computed by solving the steady-state rate equations of a
four-level laser model:
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Here Ceij and Cdij are respectively collisional excitation and de-excitation rates in cm3/s. Aij
and RPij are the spontaneous emission and photo-pumping rate, respectively. In a four level
systems, it is found:

n1 � Ω

n2 � ΩΘ� φ

n3 � Ωpγ �Θβq � φβ �Ψ

α
(4.3.2.3)

where ni is the population of the corresponding level |iy, and: Ψ � n0

�
neC03 �RP03

�
, η �

n0neC02, α � A32 � A30 � nepC32 � C30 � C31q, γ � neC13, Λ � C32ne � A32, ζ � nepC21 �
C23 �C20q �A21, Ξ � C12ne, χ � neC21 �A21, Υ � A10 � nepC10 �C12 �C13q, ∆ � n0neC01,

β � C23ne, % � C31ne, Θ � γΛ�Ξα
ζα�βΛ , φ � ΨΛ�ηα

ζα�βΛ , Ω � φpβ%�χαq�Ψ%�∆α
Υα�γ%�Θpβ%�χαq .

The photo-pumping rate (RP03) is determined as follows [150]:

RP03rs�1s � nph
1� nph

γ3

γ0
A30 (4.3.2.4)
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where γi, γj are the degeneracies of the i-th, j-th levels, and the degeneracy of each level is 2J+1
(statistical weight). nph is the number of photons per mode, which is given as follows [121]:

nph � 1

ehν{kTrad � 1
(4.3.2.5)

where kTrad is the radiation temperature of the pump-line. The gain given as the small signal
gain coefficient describes the amplification in the system without considering its origin [90]. The
small signal gain is given by the expression below:

g0 � n3σstim � n2σab � n3σstimF (4.3.2.6)

where σstim, σab are the cross section for stimulated emission and absorption, where the cross
section for the stimulated emission is [90]:

σstim � 1.3 � 10�36A32
λ3

∆λ{λ (4.3.2.7)

where λ is in Ångström uints and ∆λ{λ is relative spectral bandwidth. It is obtained through
convolution of Doppler broadening (λD) and collisional broadening (λL) [228]. In a plasma,
Doppler broadening due to the thermal motion of ions produces a Gaussian-shaped line function,

where ∆λD �
?

2kTion{M

c λ. Here kTion is the ion temperature and M is the ion mass. Our hydro
calculation shows that at the lasing region the ion temperature is approximately 3.5 times less
than the electron temperature. The electron impact broadening produces a Lorentzian-shaped
line function, where ∆λL9ne [115]. The inversion factor (F ) is the population inversion factor,
defined as follows:

F � 1�
�
γ3

γ2



n2

n3
(4.3.2.8)

where γi and γj are the degeneracies of the i-th and j-th levels. The degeneracy of each level is
2J+1 (statistical weight).

4.3.3 Two-color Lasing Process & Saturation

Assuming a line profile with a width of ∆λ, the saturation intensity is [184, 274]:

Isat � 8πhc2

λ4

∆λ

λ
. (4.3.3.1)

The upper limit for total X-ray intensity can be approximated by following equation [222]:

Itot � Isatg0L (4.3.3.2)

where g0L is small signal gain-length product obtained by considering:

g0L �
» L

0

g0pzqdz (4.3.3.3)

where dz is along the target surface.

4.3.4 Two-color Light Propagation across the Gain Medium

4.3.4.1 XUV Ray-tracing

An important effect limiting the gain is refraction, which bends the pump away from the high
gain zone. In this sub-section, the ray trajectory is analyzed for 2D propagation. Considering
Maxwell’s equations, and the eikonal equation [321] namely,

d

ds

�
n pr, ωq dr

ds



� ∇n pr, ωq (4.3.4.1)
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where ds is the element of distance along the ray, r is the position vector for a ray point, and n
is the refractive index of the medium:

n �
c

1� ne
nc

(4.3.4.2)

where nc is the critical electron density at the frequency of the propagating ray:

ncrcm�3s � 1.1 � 1021

λ2
(4.3.4.3)

where λ is the wavelength in µm.
The XUV refraction angle turns out to be given by the following expression [80, 157]:

φr �
c
ne0
nc

(4.3.4.4)

where nc is the critical density, ne0 is the maximum electron density within the gain region, and
φr is refraction angle from horizontal axis at which a ray exits the side of the plasma.

4.3.4.2 Divergence and Pointing-stability

Pointing stability and divergence are properties used to characterize laser or laser-like radiation
source such as a plasma based XRL or an XFEL. For diagnosing the pointing stability and the
divergence of the X-ray pulses a flat-field spectrometer is used, as shown in Fig. 2.6. The vertical
axis on the CCD image is wavelength. The horizontal axis provides spatial resolution which can
be converted into pulse divergence for any single shot. A series of shots may be used to obtain
information on pointing stability as follows. The pointing stability is given by spatial fluctuation
of the maximum peak of intensity (Gaussian-function) of the images obtained and calculated
as the standard deviation (1σ precision) of the peak coordinates. A variation in the range of
mrad is expected for table-top systems [192]. Distance to the target and density of the plasma
are related to the refraction angle of XUV lasers. The latter determines the coordinates of the
maximum peak of intensity. The data are given in mrad in terms of the mean, the uncertainty,
and the standard deviation of the experimental measurements. The divergence is introduced as
the full width at 1/e2 of peak intensity.

4.3.5 Experimental Two-color Laser Characterization

4.3.5.1 Molybdenum Two-color Laser

Two-color XUV lasing at λM � 18.9 nm (EM � 65.6 eV) and λD � 22.6 nm (ED � 54.9 eV)
generated by electron collisional-pumping and photo-pumping in Ni-like Mo were observed. The
measured spectrum showed that the two wavelengths form Mo exhibit different pulse character-
istics, such as pointing stability and divergence. These are affected by plasma inhomogeneity,
e.g. temperature or density gradients.
Fig. 4.26a shows the mean intensity for lasing lines observed in the experiment form the Mo laser.
It shows that the peak intensity of XUV lasing at λM � 18.9 nm is a factor of � 18 higher than
the peak intensity at λD � 22.6 nm. Fig. 4.26b shows the experimentally measured spectrum.
Since there is free propagation of the XUV in the horizontal direction giving information about
the XUV divergence, Fig. 4.26c. and Fig. 4.26c show that 10.2� 1.0 mrad and 8.3� 1.4 mrad
are divergences determined for the full width of the profile at 1/e2 of the peak intensity for
λM � 18.9 nm and λD � 22.6 nm, respectively. Fig. 4.26c shows also that the mean peak
intensity of each of the two wavelengths appear on the CCD-detector shifted by some 3.2 mrad.
Table. 4.4 summarizes the mean of pointing stability, divergence, and intensity of two-color



142 4. ADVANCED ANALYTICS

Divergence [mrad]
-10 0 10

W
av

el
en

g
th

 [
n

m
]

18

19

20

21

22

23

In
te

n
si

ty
 [

C
o

u
n

ts
]

0

100

200

300

400

500

600

Wavelength [nm]
18 19 20 21 22 23

In
te

n
si

ty
 [

C
o

u
n

ts
]

Divergence [mrad]
-10 0 10

D=22.6nm

M=18.9nm

0

100

200

300

400

500

600

D=22.6nm

M=18.9nm

M=18.9nm

D=22.6nm

10.2±1mrad

8.3±1.4mrad

3.2mrad

(b) (c)(a)

Fig. 4.26: (a) The experimentally measured mean intensity for lasing lines observed for Ni-like Mo at
wavelengths λM � 18.9 nm and λD � 22.6 nm. (b) Wavelength profile (vertical axis in (a)).
(c) Divergence profile (horizontal axis in (a)). In subplot (a) and (c), the number 0 at the
x-axis is the center of the image on the CCD-detector.
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Fig. 4.27: (a) The experimentally measured mean intensity for lasing lines observed for Ni-like Pd at
wavelengths λM=14.7 nm and λD � 17.3 nm. (b) Wavelength profile (vertical axis in (a)).
(c) Divergence profile (horizontal axis in (a)). In subplot (a) and (c), the number 0 at the
x-axis is the center of the image on the CCD-detector.
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produced irradiating Mo target. The measured divergence at λM � 18.9 nm is � 1.2 times
larger than the experimental divergence at λD � 22.6 nm. The relative bandwidth (∆λ{λ) of
18.9 is 50% larger than the relative bandwidth of 22.6nm.

Tab. 4.4: Experimentally measured dual pulse characteristics (mean) of XUV laser lines observed in
the experiment for Mo.

Wavelength
[nm]

Experimental
divergence (mean)

[mrad]

Experimental
pointing stability

[mrad]

Relative bandwidth
(∆λ{λ)

λM=18.9 10.2�1.0 1.4 9 � 10�3

λD=22.6 8.3� 1.4 1.4 6 � 10�3

4.3.5.2 Palladium Two-color Laser

Two-color XUV wavelengths at λM � 14.7 nm (EM � 84.3 eV) and λD � 17.3 nm (ED � 71.7
eV) generated by electron collisional-pumping and photo-pumping in Ni-like Pd were observed.
The measured spectrum showed that two laser emission wavelengths form Pd exhibit different
pulse characteristics.
Fig. 4.27a shows the mean intensity for lasing lines observed in the experiment with Pd. It
shows that the peak intensity of the XUV laser at λM � 14.7 nm is � 10 times higher than
the peak intensity of the XUV laser at λD � 17.3 nm. Fig. 4.27b shows the experimentally
measured spectrum. In Fig. 4.27c, 9.0� 0.4 and 6.8� 1.4 are divergences determined for the full
width of the profile at 1/e2 of the peak intensities at wavelengths λM � 14.7 nm and λD � 17.3
nm, respectively. Fig. 4.27c shows that the mean peak intensities of each of the two wavelengths
appear on the CCD-detector shifted by some 1 mrad.

Table 4.5 summarizes the divergence of the XUV laser lines observed in the experiment with
Pd for an optimized-total pulse energy 2.6�0.1 J (see Fig. 4.27). It shows that experimentally
measured divergence at wavelength λM � 14.7 nm is � 1.3 times larger than the experimental
divergence at λD � 17.3 nm. The relative bandwidth (∆λ{λ) of 14.7 is 30% larger than the
relative bandwidth of 17.3nm.

Tab. 4.5: Experimentally measured dual pulse characteristics (mean) of the XUV laser lines observed
in the experiment for Pd.

Wavelength
[nm]

Experimental
divergence [mrad]

Experimental
pointing stability

[mrad]

Relative bandwidth
(∆λ{λ)

λM=14.7 9.0�0.4 1.0 8 � 10�3

λD=17.3 6.8�1.4 2.5 6 � 10�3

4.3.6 Computational Modeling

4.3.6.1 Calculation of the Two-color XUV Lasing Process

Fig. 4.28 shows the lifetime of each level due to radiative decay, where dashed lines represent
a three-level system (collisional-pumping) and solid lines represent a four-level system (photo-
pumping). For the Ni-like ions, a small population in the 4f state is expected because its
fluorescences is fast (τ � 0.1ps). The 3dÑ4f transition would be expected to be optically thick
and so it creates a radiation field in the plasma that photon pumps electrons from the 3d ground
state (|0y) to the 4f excited state (|3y). This process ensures a sufficient population in the 4f
state so that it can lase to the 4d state. This in turn requires a high enough density so that
collisions depopulate the 4d lower laser level. The lifetime of ground level is estimated from the
required ionization time of ground level (Mo�14), where trss � 1011{ne [cm�3] [234].
Fig. 4.29a and Fig. 4.29b show the collisional excitation and de-excitation coefficients between
levels of a three-level laser model (monopole). Fig. 4.29a shows that for Te Á 200 eV the
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dominant pumping is collisional from the coefficient C02 (from the ground level to the upper
level). It is noteworthy to mention that the hydro calculation shows that at lasing region
population in the ground level is approximately 3.4 times higher than population in the upper
level. However, there is gain because the population of the upper level is greater than the
population of the lower level.
Fig. 4.29a shows that monopole collisional excitation (C02) after 600 eV start to slightly decrease.
Furthermore, it shows that C02 has a saturation behavior with increasing temperature, i.e., C02

increases � 100 times by increasing temperature from 50 eV to 350 eV meanwhile C02 increases
just 20% by increasing temperature from 350 eV to 600 eV.
Fig. 4.29c and Fig. 4.29d summarize calculated collisional coefficients for population and de-
population of the four-level laser model (dipole), as a function of the electron temperature. They
show that with increasing temperature the collisional de-excitation decreases meanwhile the
collisional pumping increases, especially in the first hundreds of eV. Fig. 4.29c shows that for
Te Á 400 eV the dominant collisional-pumping is through the coefficient C03 (from the ground
level to the upper level).

Fig. 4.29c shows that dipole collisional excitation (C03) constantly increases by increasing
temperature (up to 2000 eV). It shows that C03 also has a saturation behavior with increasing
temperature, i.e., C03 increases � 400 times by increasing temperature from 50 eV to 600 eV
meanwhile C03 increases just 30% by increasing temperature from 600 eV to 1500 eV.

λD=22.6nm

λM=18.9nm
3d94d1(J=0)

Monopole

Dipole

|3〉 

|2〉 
|2〉 

|1〉 

|0〉 

Fig. 4.28: Chrono-energy diagram for Ni-like Mo. The lifetime of each level due to radiative decay is
shown by a marker: �. The three-level is for lasing due to monopole pumping (dashed lines).
The four-level is for the lasing due to dipole pumping (solid lines).

4.3.6.2 Calculation of Time and Space Distribution of Two-color Gain

Fig. 4.30a shows the gain as a function of time. The starting time corresponds to 1 ps after
arrival of the main-pulse (Fig. 4.30a). At the time of 2.4 ps the peak of the main-pulse is
deposited to the pre-plasma. The peaks of the gains produced by the two lines of 18.9 nm
(EM � 65.6 eV) and 22.6 nm (ED � 54.9 eV) happen at 2.7 ps and 2.9 ps. Thus, the instant at
which maximum gain occurs have a time separation of � 0.2 ps, i.e., the peak of the monopole
XUV laser is � 20% of pulse duration (pump pulse).
Fig. 4.30 shows that the gain at λM � 18.9 nm (EM � 65.6 eV) is � 4 times higher than the
gain at λD � 22.6 nm (ED � 54.9 eV). It shows a peak gain of 230 cm�1 at λM � 18.9 nm
for the 4d1pJ � 0q Ñ 4p1pJ � 1q transition. It shows a peak gain of 55 cm�1 at λD � 22.6
nm with inclusion of the photo-pumping rate (Eq. 4.3.2.4) for the 4f1pJ � 1q Ñ 4d1pJ � 1q
transition. Meanwhile, the computation shows that ignoring photo-pumping (Eq. 4.3.2.4),
no gain is obtained on the 4f1 (J=1)Ñ4d1(J=1) transition. Thus, the computational study
shows that considering photo-pumping excitation improves the gain for the 4f1(J=1)Ñ4d1(J=1)
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Fig. 4.29: Calculated collisional (a) excitation and (b) de-exciation coefficients for three-level system
as a function of the electron temperature for monopole lasing in Ni-like Mo. Calculated
collisional (c) excitation and (d) de-exciation coefficients for four-level system as a function
of the electron temperature for dipole lasing in Ni-like ions.

transition.
Fig. 4.30b shows the gain as a function of space, i.e., height above the target. The peaks of the
gain produced by two lines of λM � 18.9 nm (EM � 65.6 eV) and λD � 22.6 nm (ED � 54.9
eV) are at heights 75.6 µm and 70.4 µm, respectively. The active-medium thickness and gain
lifetime are considered as the full width at half maximum of the gain, as shown in Fig. 4.30a
and Fig. 4.30b. Fig. 4.30a shows that the gain lifetime at λM � 18.9 nm (EM � 65.6 eV) is
a factor of � 5 larger than the gain lifetime at λD � 22.6 nm. Fig. 4.30b shows that the gain
thickness at λM � 18.9 nm (EM � 65.6 eV) is a factor of � 1.8 larger than the gain thickness
at λD � 22.6 nm.

Fig. 4.30a shows that gain build-up time (required time to arrive maximum) due to collisional-
and photo-pumping are 0.7 ps and 0.9 ps, respectively. Fig. 4.30b shows that the build-up length-
scale of the gain (required length to arrive maximum) due to collisional- and photo-pumping are
11.5 µm and 6.3 µm, respectively.

In Fig. 4.31 the electron density, electron temperature, and photo-pumping rate versus height
above the target at the times that maximize the gains due to the collisional- and photo-pumping
are shown, respectively.

Fig. 4.30b (see x-axis) confirms that the gain-area at wavelength λD overlaps quite well the

Tab. 4.6: Calculated characteristics for the 4d1(J=0) Ñ 4p1(J=1) (monopole) and 4f1 (J=1)Ñ4d1

(J=1) (dipole) two-color XUV laser for the Ni-like Mo system.
Specification Monopole Laser Dipole Laser

Wavelength 18.9nm 22.6nm
Peak gain 230cm�1 55�1
Gain lifetime 5.7ps 1.1ps
Gain thickness 32.8µm 18.2µm
Optimum Density 1.2 � 1020cm�3 2.1 � 1020 cm�3
Optimum Temperature 295eV 350eV
Propagation Divergence 6.2mrad 9.8mrad
Phase Velocity p1 � 1.9 � 10�5qc p1 � 5.2 � 10�5qc
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Fig. 4.30: (a) Temporally resolved and (b) spatially resolved calculated gain for the transitions 4d1(J=0)
Ñ 4p1(J=1), λM � 18.9 nm, and 4f1(J=1)Ñ4d1(J=1), λD � 22.6 nm. (a) The starting time
in x-axis is from 1 ps, which corresponds to 1 ps after arrival of main-pulse. (a) Time 2.4 ps
corresponds to the arrival time of the peak of the main-pulse.

Turning Point

Gainmax-dipole

Gainmax-monopole
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Gainmax-dipole
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Fig. 4.31: (a) Electron density and (b) electron temperature of lasing Mo at the time corresponding
to maximum gain for the monopole (λM � 18.9 nm) and dipole (λD � 22.6 nm) transition
are shown, which are calculated with the hydrodynamics code. (c) By calculating radiation
temperature with the hydrodynamics code, photo-pumping rate (Eq. 4.3.2.4) at the time
corresponding to maximum gain for the dipole transition is obtained. The height above the
target is in the direction normal to the surface of target. The peaks of the gain (Gainmax)
produced by two transitions are at heights 70.4 µm (dipole) and 75.6 µm (monopole) above
the target.

gain-area at wavelength λM . It shows that the maximum electron density within the gain region
for both wavelength is the same. Then, considering the refraction angle in Eq. 4.3.4.4 yields:

φr-18.9nm

φr-22.6nm
�
c
nc-22.6nm

nc-18.9nm
� 1.2 (4.3.6.1)

which shows that the refraction angle at λM is 20% times larger than the refraction angle at λD.
This is in agreement with experimental results (see Sec.4.3.5.1). In Sec.4.3.5.1, it is shown that
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the experimentally measured divergence of λM � 18.9 nm is � 1.2 times larger than the one of
λD � 22.6 nm.

Fig. 4.31a shows that lasing of both XUV lines (monopole and dipole) occurs directly and
very efficiently in the region beyond the turning point to heat up a plasma in order to achieve
the optimum temperature required to produce strong pumping to the upper laser level, allowing
the lasing process to begin. Considering θ � 40� (see Fig.2.6), the electron density at the turning
point of the pump pulse is:

nte � nc cos2 θ � 5.9 � 1020cm�3 (4.3.6.2)

where, the critical density for the pump pulse is nc � 1021 cm�3.
Fig. 4.31c shows that at the point maximum gain the photo-pumping rate is also at its maximum
value, which is Rp03 � 1.5 � 1013 s�1 (τp03 � 1{Rp03 � 67 fs).
Table. 4.6 summarizes the gain lifetime, gain thickness, the electron density, and the electron
temperature maximizing the gain, and the phase velocity (vp) for double-color in Ni-like Mo
plasma.
As it is shown in Table. 4.6, the electron density and electron temperature corresponding to the
maximum gain at wavelength λD are 1.7 and 1.2 times higher than the electron density and
electron temperature which maximize the gain at wavelength λM .
By considering electron densities in Table. 4.6 and using Eq. 4.3.4.4, divergences at the points
of maximum gain for dipole and monopole transitions are obtained respectively as 9.8 mrad
and 6.2 mrad, a difference of 3.6 mrad. It is in agreement with the experimental result. As it is
shown in Fig. 4.26c, the mean peak intensity of two-color occurs with 3.2 mrad difference.

Table. 4.6 shows the phase velocity at these two points. The phase velocity of XUV laser
in the plasma is calculated by vp � c{n, where n is refractive index of plasma. The critical
densities (nc) at wavelengths λD � 22.6 nm and λM � 18.9 nm are 2.2 � 1024 cm�3 and 3.1 � 1024

cm�3, respectively. It shows that the phase velocity at the point of maximum gain for dual color
lasing has a difference of � 3.3 � 10�5c.
Taking into account the electron density profile that maximizes gain (see Fig. 4.31a), the
monopole and dipole XUV laser trajectories along the plasma gain medium can be calculated
and it is shown in Fig. 4.32a. Fig. 4.32a shows that the monopole XUV trajectory is longer,
which will maximize amplification length.
The gain-length product along the target can be obtained by combination of a ray tracing
calculation (see Fig. 4.32a) and gain calculation (see Fig. 4.30).
Fig. 4.32b shows the small signal gain-length product for monopole- and dipole-pumping, re-
spectively. In fact, by knowing the gain above the target and using the ray trajectory equation,
the gain-length product is calculated along the target. In Fig. 4.32b, the gain-length product is
shown.
Fig. 4.32 shows pg0Lqmonopole{pg0Lqdipole � 8 (Eq. 4.3.3.3). The saturated intensity (Eq. 4.3.3.1)
of the monopole laser line is 3 times larger than saturated intensity of dipole one. Thus, consid-
ering Eq. 4.3.3.2 shows that the total intensity of monopole pulse is � 24 times larger than total
intensity of dipole pulse. In Fig. 4.26, the integration of the experimentally measured intensity
profile of monopole and dipole lines shows that the total intensity of the monopole pumping is
� 25 times larger than dipole one. Then, a good agreement between computational and experi-
mental results is proved, where pItotM {ItotD qcomputation � 24 and pItotM {ItotD qexperiment � 25.

4.3.7 Discrete Tunability of Two-color XUV Laser

Two XUV lines for Ni-like Mo and Pd were here measured experimentally. Complete computa-
tional analysis of Mo target has been presented. Here, it is shown that by changing the target
material the two-color XUV laser can be made tunable over the entire soft X-ray domain.
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Fig. 4.32: (a) Short-wavelength laser trajectory along the plasma gain medium. The monopole X-ray
pulse remains within the plasma gain region for longer. (b) Gain-length product of monopole
and dipole lines (Eq. 4.3.3.3).

Tab. 4.7: Calculated wavelengths due to photo-pumping in Ni-like ions. The experimentally measured
wavelengths by other literatures [149, 344] are presented. The experimentally measured
wavelengths for Mo and Pd in this work are presented. λD-FAC gives a value calculated by
FAC code. λD is a value estimated by considering a correction factor, which is obtained by
comparison of experimentally and computationally calculated wavelengths.

Ni-like ion
λ D-FAC

[nm]

λD [nm]
(Correction

factor)

λD [nm]
(Experiment)

Y�11pZ � 39q 28.8 30.4 —

Zr�12pZ � 40q 26.0 27.1 27.1 [344]

Nb�13pZ � 41q 23.7 24.6 24.6 [149]

Mo�14pZ � 42q 21.8 22.6 22.6 (this work)

Pd�18pZ � 46q 16.4 17.3 17.3 (this work)

Ag�19pZ � 47q 15.5 16.3 —

Cd�20pZ � 48q 14.7 15.5 —

In�21pZ � 49q 13.9 14.7 —

Sn�22pZ � 50q 13.2 14.0 —

Te�24pZ � 52q 12.1 12.7 —

Sm�34pZ � 62q 8.4 8.8 —

Table. 4.7 shows the photo-pumping wavelengths for some other Ni-like atoms calculated
by atomic calculations (FAC) and experiment. Since calculations are approximations, the
correction factor is considered on the computationally calculated wavelengths (Table. 4.7).
Photo-pumping wavelengths with the correction factor can be predicted based on comparison
between wavelengths calculated by FAC and wavelengths obtained experimentally. Table. 4.7
shows that with increasing the atomic number the estimated wavelengths are closer to those
calculated by atomic calculations (FAC) due to fact that FAC is a code based on j-j coupling
which better described for high-Z atoms or heavily ionized atoms.

4.3.8 Summary on Plasma Laser Spectroscopy

Plasma-driven XUV lasers offer the possibility of multiple transitions in a target material to
generate a two-color XUV laser in a table-top setup. Indeed, such a mode of operation is not
simple at all in accelerator facilities for X-ray laser sources, such as Free electron lasers. In this
work, experimental and computational results on two-color XUV lasing using a Ni-like plasma
as a gain medium were shown. We highlighted the atomic physics of the collisionally pumped
laser (monopole pumping) versus the photo-pumped laser (dipole pumping).

Both computational and experimental results showed that the divergence of the monopole
excited XUV pulse is 20% larger than the divergence for the pulse corresponding to the dipole
transition. The mean peak intensity of the two colors (monopole and dipole) are separated on
the far field by 3.2 mrad. Computational results show that the refraction angle at the points
corresponding to maximum gain for dipole and monopole transitions are respectively as 9.8
mrad and 6.2 mrad, i.e., a significant difference in light propgation across the inhomogeneous
plasma gain-medium. The plasma that maximizes the dipole transition rate is hotter and
denser than the plasma that optimizes the monopole transition rate. The electron density
and electron temperature maximizing the gain at λD are a factor of 1.7 and 1.2 higher than
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the electron density and electron temperature maximizing the gain at λM . It is demonstrated
computationally that the peaks of the gain for both λM and λD form after the turning point at
heights of 75.6 µm and 70.4 µm above the target.

This computational study showed that the peak of the gain of two colors (monopole and
dipole) occurs at the time difference of ∆t � 0.2 ps. The gain of monopole is a factor of 4 higher
than the gain for the dipole. The gain lifetime at λM is a factor of � 5 larger than the gain
lifetime at λD. The gain thickness at λM is a factor of � 1.8 larger than the gain thickness at
λD. It is shown that the gain build-up time due to collisional- and photo-pumping are 0.7 ps and
0.9 ps, respectively. It is shown that the build-up length-scale of the gain due to collisional- and
photo-pumping are 11.5 µm and 6.3 µm, respectively. It is shown that ignoring photo-pumping,
no gain is obtained on the 3d94f1(J=1) Ñ 3d94d1(J=1) transition. We have extrapolated our
study to a larger set of target material, in order to highlight the potential for tunability.
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My research program funded under the SNSF Professorship scheme (2001-2015) was confronted
with a challenging task, that of demonstrating feasibility of advanced analytical technologies on
a table-top X-ray laser system. The task was indeed challenging, because performed exactly in
the same years of initial operation of a number of world-wide X-ray free-electron lasers (fourth
generation synchrotrons). The inherent disbelief of the community for a miniaturization of the
tool has been addressed here with a systematic study on the potentials of plasma-lasing, and
comparing the specs with the requirements. Fig. 5.1 was prepared comparing the specification
of a number of short-wavelength sources (see Sect. 1.1) with the requirements for a number of
science cases. One observes that the X-ray laser (XRL) produced by plasma amplification does
match the needs for these advanced science cases in materials and technology.

Indeed, the present work has highlighted a number of strengths, and has contributed to reduce
the gap concerning the weaknesses. In Chapter ”Methods” and in the theoretical sections of the
various results parts, I have discussed the suitability of certain algorithms for the simulation
of the lasing process across a plasma column, e.g. LTE versus non-LTE models. I have also
contributed in the development of procedures, and in the obtainment of scaling-laws, that predict
the performance in agreement with experimental observations. For instance optimum plasma
conditions for efficient lasing, such as required temperature and required electron density, can
be now estimated after my treatment. Similarly, a simple equation predicts the maximum
(saturated) laser output for a given plasma column. These computational procedures were
largely used in the specific chapters on fundamental and applied results.

In Chapter ”Optimization of Plasma X-Ray Lasing” I investigated fundamental aspects on
the generation of soft X-ray plasma lasing. Line focusing with the aid of a tilted spherical mirror
proved effective. The intensity should not exceed a minimum ”lasing threshold”. In case the pump
energy is redundant, it is advisable to stretch the focus length and achieve longer amplification
length. Tilting the target induces intensity-inhomogeneous line-focus. Computational data were
benchmarked with direct measurement of the energy deposition at the light focus and travelling
wave excitation. The latter has been parameter-wise investigated.

Furthermore, it emerged that for scaling-down the wavelength, large angles of target-incidence
are essential to penetrate the pump deep into the plasma. On the other hand, to maximize the
interaction length between the pump and the plasma medium, and have better efficiency, a small
target-incidence irradiation is preferred. The fundamental conclusion was a trade-off between

Fig. 5.1: Comparison of a) source specifications and b) science case requirements, in terms of brightness,
spectral resolution, and time resolution. One notes that the plasma laser (XRL) fits well into
the domain of science case requirements.
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wavelength scalability vs. efficiency of the plasma laser. However, by adopting a ”traveling-wave
excitation” scheme such trade-off was overcome in this work. However, the latter requires a
focusing system with drastic magnification (e.g. M ¡ 10x) in order to achieve full speed-of-light
compensation.

Pump-pulse characteristics, such as shape, duration and delay from pre-pulses, have been
also investigated. In order to obtain population inversion, it is speculated that the pump pulse
must not be just short but fast, i.e. faster pumping than spontaneous relaxation. If the laser
energy is coupled quickly to the free electron ensemble, and then collisional transferred to bound
states, population inversion can be achieved. Technically speaking, ”fast laser pulses” are found
in system with ”short laser pulses”. This means that rise time and duration of a laser pulse
are strictly linked at the current stand of the technology. Ideally, for population inversion and
homogeneous plasma heating, one would implement fast-rising (∆τ10�90   10ps) long-duration
(∆τFWHM ¡ 10ps) pulses.

Given the technology constraints between rise time and duration, I have thought to clip the
leading-edge of a long-duration pulse, in order to steepen its rise time. How technologically to
achieve this is proprietary and is not disclosed here. Computational results have shown that if
this is achieved with more than 50% waste of the pulse energy, the gain is not improved. The
rapid pumping with little energy is not productive, whereas rapid pumping preserving the pulse
energy improves the gain as high as factor of 2 (Fig. 3.10). Similarly, the shape of the pulse from
Gaussian to a flat-top is advantageous, if this does not sacrifices the pulse energy (Fig. 3.11).
Sufficient energy deposition is important to obtain a homogenously heated plasma column across
the entire volume.

The optimum plasma conditions for lasing have been investigated showing that temperatures
of hundreds eV (1 eV � 11’604K) are needed, along with sub-critical densities (the critical density
was defined in Eq. 1.2.1.4). Above 80-100eV the total pumping time of the upper laser level is
faster than that of the lower. On the other hand, while depopulation of the lower laser level was
found temperature-insensitive, the upper laser level was increasingly long-lived (metastable) at
several hundreds eV. The optimum is found close to 500eV (Fig. 3.17). Clearly, the optimum is
a function of the element used as radiator, i.e. the target composition. The maximum saturated
output was predicted with a self-derived equation (Eq. 3.5.1.10), and shown to depend on the
plasma column dimensions. A novel pumping technique, based on travelling-wave excitation
(TWE) was investigated and its potential for high-efficiency plasma lasing discussed.

It was a major achievement to demonstrate a theoretical limit for the scalability of X-ray
plasma lasing up to the rare earths (REE). Typically, increasing the atomic number Z would
imply a reduction of laser wavelength (Fig. 1.20). I have shown that using a 1-µm pump radiation
(1ω or fundamental harmonic) the highest saturated radiator is at Z � 59 (Pr, a member of the
REE), as shown in Fig. 3.29, which corresponds to a X-ray laser wavelength of approx. λ �5nm.
Further reduction of the wavelength is excluded. Only working with 2ω pump radiation, to
penetrate deeper in the plasma medium, the water-window range may be approached. The water
window consists of the soft x-rays between the K-absorption edge of oxygen at a wavelength
of 2.34 nm and the K-absorption edge of carbon at 4.4 nm (x-ray energies of 530 and 280 eV,
respectively). Water is transparent to these x-rays while nitrogen and other elements found in
biological specimens are absorbing. These wavelengths could be used in an x-ray microscope for
viewing in-vivo bio-specimens.

Besides such extensive discussion on fundamental aspects, In Chapter ”Advanced Analytics”
I demonstrated applied results on imaging as well as related self-developed instrumentation
for lasing and diagnostics. Further, I investigated spectroscopic capabilities of the soft X-ray
plasma laser as well as the generation of ”two-color” pulses. The resolution of   100nm was
obtained with single-shot illumination, and shown to be limited by the characteristics of the
X-ray optics. The X-ray optics unfortunately also experiences aging and damage shot after shot,
especially at high intensity and photon energy, as I have shown elsewhere [35]. Thus, ongoing
research efforts are to enable lensless imaging, which is based on coherent diffractive imaging
and phase retrieval through mathematical processing.

Nevertheless, I have presented a demonstrator of a Schwarzschild objective with all perfor-
mance details. The system is currently being used in the nano-scale resolved elemental analysis
of advanced samples for energy, catalysis, health, etc. The possibility to combine morphological
and chemical imaging from a single probing process is extremely interesting, and has the enabling
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chanter discussed in the opening on this thesis. The discussion of such ongoing research is
beyond the scope of the present monograph, but it remains the preparatory relevance on the
results summarized in this work. Finally, it is noteworthy that plasma chemistry clearly relies on
a highly metastable states and far-from-equilibrium: The ability to gain control on the plasma
kinetics and intermediate species is a critical aspect in the future of table-top plasma-driven
X-ray laser research.
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TÁMOP-4.1.2 A1 and TÁMOP-4.1.2 A2, (2014).

[17] S. Benkovic, and S. Hammes-Schiffer, Science, 301(5637), 1196, (2003).

[18] B. R. Benware, A. Ozols, J. J. Rocca, I. A. Artioukov, V. V. Kondratenko, and A. V. Vinogradov 1999,
Opt. Lett. 24 1714

[19] B. R. Benware, C. D. Macchietto, C. H. Moreno, and J. J. Rocca, Phys. Rev. Lett., 81, 5804, (1998). ”

[20] F. A. Berezin and M. A. Shubin, The Schr”̈odinger equation, Springer Science, Kluwer academic publisher,
(1991).”

[21] M. Bitter, M. F. Gu, L. A. Vainshtein, P. Beiersdorfer, G. Bertschinger, O. Marchuk, R. Bell, B. LeBlanc,
K. W. Hill, D. Johnson, et al., Phys. Rev. Lett., 91, 265001, (2003).

[22] B. J. MacGowan, S. Maxon, P. L. Hagelstein, C. J. Keane, R. A. London, D. L. Matthews, M. D. Rosen,
J. H. Scofield, and D. A. Whelan, Phys. Rev. Lett., 59(19), (1987).

[23] D. Bleiner, J. E. Balmer, and F. Staub, Appl. Opt., 50, 6689, (2011).

[24] D. Bleiner, T. Feurer, Appl. Opt., 51(36), (2012).

[25] D. Bleiner, Y. Arbelo-Pena, L. Masoudnia, and M. Ruiz-Lopez, Phys. Scr., T162, 014050, (2014).

[26] D. Bleiner, Appl. Phys. Lett., 101, 081105, (2012).

[27] D. Bleiner, J. Balmer, Appl. Phys. Lett., vol.98, 181501, (2011)

[28] D. Bleiner, F. Staub, V. Guzenko, Y. Ekinci, J. Balmer, Opt. Commun., 284, 19, 4577-4583, (2011)

[29] D. Bleiner, F. Staub, J.E. Balmer,2012, Handbook on Short-wavelength Laboratory-scale Sources, Ed. A.
Michette, RSC, in press



154 REFERENCES

[30] D. Bleiner, Th. Feurer 2012, Proc. ICXRL 2012.

[31] D. Bleiner, Coherent short-wavelength plasma radiation for lab-scale nano-inspection tools, Proc. ICXRL
2012, 147, Chap. 7, 39, (2012).

[32] D. Bleiner, J.E. Balmer, F. Staub, Appl. Opt., 50, 6689, (2011).

[33] D. Bleiner, Y. Arbelo-Pena, L. Masoudnia, and M. Ruiz-Lopez, Phys. Scr. T162, 014050, (2014).

[34] D.Bleiner, F.Staub, J.Balmer, Proceeding of SPIE 8140, (2011)

[35] D. Bleiner, S. Yulin, J. Martynczuk, M. Ruiz-Lopez, Y. Arbelo, J.E. Balmer, D. GÃ¼nther, Actinic
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[237] A.R. Präg, T.Mocek, M.Kozlová , B.Rus, K.Rohlena, Eur. Phys.J.D, 26 59.65, (2003)

[238] G Pretzler, A Kasper, KJ Witte 2000 Appl. Phys. B 70 1

[239] A. Ritucci, G. Tomasselti, A. Reale, F. Flora, L. Mezi, Phys. Rev. A, 70, 023313, (2004)

[240] K.S. Raines, S. Salha, R.L.Sandberg, H. Jiang, J.A. Rodriguez, B.P. Fahimian, H.C.Kapteyn, J. Du, J.
Miao, Nature, 463, 214-217, (2010)

[241] R. Rakowski, J. Mikocajczyk, A. Bartnik, H. Fiedorowicz, F. de Gaufridy de Dortan, R. Jarocki, J.
Kostecki, M. Szczurek and P. Wachulak, Laser-produced plasma EUV source based on tin-rich, thin-layer
targets, Appl. Phys. B: Lasers & Optics, DOI: 10.1007/s00340-010-4193-5



REFERENCES 161

[242] A. Ravasio1, D. Gauthier, F. R. N. C. Maia, M. Billon, J-P. Caumes, D. Garzella, M. Geleoc, O. Gobert,
J-F. Hergott, A-M. Pena, H. Perez, B. Carre, E. Bourhis, J. Gierak, A. Madouri, D. Mailly, B. Schiedt,
M. Fajardo, J. Gautier, P. Zeitoun, P. H. Bucksbaum, J. Hajdu, and H. Merdji, Phys. Rev. Lett., 103,
028104, (2009)

[243] H. V. Regemorter, J. Astrophys., 136, 906, (1962).

[244] R. F. Smith, J. Dunn, J. Filevich, S. Moon, J. Nilsen, R. Keenan, V. N. Shlyaptsev, J. J. Rocca, J. R.
Hunter, and M. C. Marconi, Phys. Rev. E, 72, 036404, (2005).

[245] M. Richardson, D. Torres, Ch. DePriest, F. Jin and G. Shimkaveg, Mass-limited, debris-free laser-plasma
EUV source, Opt. Comm., 145 (1998), 109-112

[246] B. Ehlers, Y. Platonov, B. Verman, J. Rodriguez, personal comment.

[247] A. Ritucci, G. Tomasselti, A. Reale, F. Flora, L. Mezi, Phys. Rev. A, 70, 023313, (2004) ”

[248] J. J. Rocca, V. Shlyaptsev, F. G. Tomasel, O. D. Cortazar, D. Hartshorn, and J. L. A. Chilla, Phys. Rev.
Lett., 73, 2192, (1994).”””

[249] Y. Liu, M. Seminario, G. Tomasel, C. Chang,J. J. Rocca and D. T. Attwood, Phys. Rev. A, 63, 033802,
(2001)

[250] J. J. Rocca, Y. Wang, M. A. Larotonda, B. M. Luther, M. Berrill, and D. Alessi, Optics Letters 30,
2581-2583, (2005).

[251] J. Filevich, J. J. Rocca, M. C. Marconi, R. F. Smith, J. Dunn, R. Keenan, J. R. Hunter, S. J. Moon, J.
Nilsen, A. Ng, and V. Shlyaptsev, App. Optics, 43, 19, (2004)

[252] F. Brizuela, Y. Wang, C. A. Brewer, F. Pedaci, W. Chao, E. H. Anderson, Y. Liu, K. A. Goldberg,P.
Naulleau, P. Wachulak, M. C. Marconi, D. T. Attwood, J. J. Rocca and C. S. Menoni, Opt. Lett., 34, 3,
271-273, (2009)

[253] JJ Rocca, Y Wang, MA Larotonda, BM Luther, M Berrill, D Alessi, Opt. Lett. 30, 2581, 2005

[254] Brendan A. Reagan, Keith A. Wernsing, Alden H. Curtis, Federico J. Furch, Bradley M. Luther, Dinesh
Patel, Carmen S. Menoni, and Jorge J. Rocca, Optics Letters, 37, 17, 3624-3626, (2012)

[255] J. J. Rocca, Y. Wang, M. A. Larotonda, B. M. Luther, M. Berrill, and D. Alessi, Opt. Lett., 30(19), 2581,
(2005).

[256] JJ Rocca, V Shlyaptsev, FG Tomasel, OD Cortazar, D Hartshorn, JLA Chilla, Phys. Rev. Lett. 73, 2192,
1994

[257] J.J. Rocca, F.G. Tomasel, M.C. Marconi, V.N. Shlyaptsev, J.L.A. Chilla, B.T. Szapiro, G. Giudice 1995,
Phys. Plasmas 2 2547

[258] J.J. Rocca 1999 Rev. Scient. Instrum. 70 3799

[259] J. J. Rocca, V. Shlyaptsev, F. G. Tomasel, O. D. Cortazar, D. Hartshorn, and J. L. A. Chilla, Phys. Rev.
Lett., 73, 2192, (1994).

[260] J. J. Rocca, Y. Wang, M. A. Larotonda, B. M. Luther, M. Berrill, and D. Alessi, Opt. Lett., 30(19), 2581,
(2005).

[261] Y. Wang, E. Granados, F. Pedaci, D. Alessi, B. Luther, M. Berrill, and J. J. Rocca, Nature Photonics, 2,
94 , (2008).

[262] N. Rohringer, D. Ryan, R.A. London, M. Purvis, F. Albert, J. Dunn, J.D. Bozek, C. Bostedt, A. Graf, R.
Hill, S.P. Hau-Riege, J.J. Rocca, 2012 Nature 481 488

[263] N Rohringer, D Ryan, RA London, M Purvis, F Albert, J Dunn, JD Bozek, Ch Bostedt, A Graf, R Hill,
SP Hau-Riege, JJ Rocca, Nature 481 488, 2012

[264] I.N. Ross, E.M. Hodgson, Some optical designs for the generation of high quality line foci, J. Phys. E.:
Sci. Instrum. 18, 169 (1985)

[265] I.N. Ross, J. Boon, R. Corbett, A. Damerell, P. Gottfeldt, C. Hooker, M.H. Key, G. Kiehn, C. Lewis, O.
Willi, Design and performance of a new line focus geometry for x-ray laser experiments, Appl. Opt. 26,
1584 (1987)

[266] M. Ruiz-Lopez, F. Staub, D. Bleiner 2012, Proc. ICXRL 2012

[267] M. Ruiz-Lopez, D. Bleiner, Appl. Phys. B, 115(3), 311, (2014).

[268] B Rus, T Mocek, M Kozlova, J Polan, P Homer, K Jukubczak, M Stupka, GJ Tallents, MH Edwards, N
Booth, Z Zhai, J Dunn, AJ Nelson, ME Foord, RL Shepherd, M Fajardo, P Zeitoun, W Rozmus, HA
Baldis, J Sobota, Proc. SPIE 6702 67020G, 2007 ”



162 REFERENCES
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