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Abstract

One of the challenges for engineers designing indoor environments is merging the need for energy savings with providing thermally comfortable conditions for the occupants. Since the best way to evaluate thermal comfort, i.e. direct enquiry, is at the same time the most cost- and time-consuming one, various modelling tools are widely used. However, in order to assess complex heterogeneous environments created by novel building systems, there is a need for more sophisticated and precise tools.

In this paper, we present a new human simulator methodology for indoor environmental research, combining three tools to predict thermal sensation, namely, a thermal manikin, a thermoregulation model, and a thermal sensation model. Thanks to the thermoregulation model’s control, the thermal manikin is capable of mimicking the thermo-physiological response of a human exposed to chosen environmental conditions, which provides reliable input data for advanced thermal sensation models. Along with presenting this concept, the performance of a commercially available human simulator was demonstrated on five validation examples representing office-like conditions for which thermal sensation was predicted with satisfactory accuracy. Based on the presented results, we discussed the capabilities and limitations of human simulators for indoor environment research such as the benefits of performing measurements directly in the assessed environment with real garments, and the challenges related to the manikin’s accuracy. The presented human simulator approach is suitable to apply in the building’s design process, as well as the development of new solutions for conditioning indoor spaces, and can support the evaluation of existing buildings.
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1 Introduction

1.1 Energy savings and thermal comfort – challenges for indoor environment design

As people in developed countries spend a vast majority of their time indoors [1], it is of paramount importance to design comfortable indoor spaces to ensure the well-being and health of occupants, and thus support productivity at work. New heating, ventilation and air-conditioning (HVAC) systems are nowadays developed in order to reduce the energy demand of buildings. They often make use of the benefits of not conditioning the entire building volume homogeneously, sometimes creating strongly heterogeneous environments [2], which supports the decrease in energy use while still providing acceptable conditions for the occupied areas (e.g., chilled ceiling, radiative panels, personalized ventilation as well as combinations of systems). Additionally, elements of building design such as glazing or solar shades contribute to the complexity of the indoor environmental conditions. Therefore, engineers and designers have to ensure energy saving strategies while creating thermally comfortable indoor spaces.

In a traditional approach to indoor spaces’ design, occupants are considered as heat sources (together with heat gains from equipment or light [3]) whose presence may influence the desired thermal conditions and air flow in the room. A more user-centered approach shifts the interest towards how the environment influences the occupants’ thermal perception and, more specifically, what element of the system might be the source of their discomfort. In the case of existing buildings where uncomfortable conditions are reported, a direct enquiry gives the opportunity to track the source of the problem: occupants can not only state how much discomfort they feel, but also give some precise information related to their individual work space (e.g., feeling of draught at the neck, excessive sun radiation, etc.). In order to
adopt a similar approach at the design stage of buildings or new HVAC systems, a human subject study can be performed in a model environment or mock-up, including asking the subjects for thermal sensation and comfort feedback. However, such studies are costly and time-consuming, and ethical committee approval must be obtained prior to the trials, which requires longer study execution periods. Other possibilities to assess the thermal perception of the surrounding environment bring into play modelling solutions with various level of complexity.

1.2 Modelling thermal sensation in indoor environments

In the past decades, various thermal sensation and comfort models have been developed to evaluate thermal surroundings [4]. In this way, engineers and designers obtained a simulation tool to assess thermal conditions in the built environment with regards to their influence on the human thermal perception, based on environmental and personal parameters (typically, activity level and clothing). Since new, energy-efficient HVAC systems employ the benefits of individualized and localized thermal conditions [2], some advanced thermal sensation models capable of assessing such complex heterogeneous environments were developed (e.g. Dynamic thermal sensation (DTS) by Fiala [5] for transient conditions, models dedicated to local thermal sensation such as the Thermal sensation (TS) by Zhang [6], the models by Jin [7] and by Nilsson [8]). Additionally, such local thermal sensation models can support engineers to predict possible sources of the occupants’ dissatisfaction at the design stage. For example, a global ‘cold’ thermal sensation might result from a ‘cold’ local sensation (e.g. neck due to draught) which overrules an initially ‘neutral’ whole-body sensation [6,10]. In this case, measures should be taken to improve a specific aspect instead of a global change (e.g. reducing draught at the neck instead of increasing the air temperature in the whole room).
In order to enable the evaluation of thermal sensation in heterogeneous environments, thermal sensation models need more advanced input parameters, i.e. spatial distribution of environmental conditions or thermo-physiological parameters, such as local skin and core temperatures. On one hand, the reliability of thermal sensation predictions is directly linked to the model’s own validity and performance. On the other hand, the accuracy of all input parameters, i.e., how well they represent the analyzed scenario, also influences the thermal sensation predictions (e.g. [11-13]). In a recent study by Koelblen et al. [12], the performance of several thermal sensation models was assessed, showing good accuracy of some models dedicated to transient and/or heterogeneous conditions (i.e., DTS by Fiala [5,9] and TS by Zhang [10,14]).

In order to increase the accuracy of the input parameters for complex environmental conditions, thermal sensation models are used along with other simulation tools. Thermo-physiological parameters (e.g. skin and core temperature) can be obtained from thermoregulation models. Such models require environmental and personal input data to predict the human physiological response to given environmental conditions. It can be assumed that the accuracy of input data values influences the accuracy of thermo-physiological predictions [15]. In the case of existing buildings, the accuracy of thermo-physiological predictions can be increased by replacing assumed environmental data by measured ones, reflecting real spatial or temporal non-uniform conditions (e.g., [16]). At the design stage, the environmental input parameters in complex environments can be modelled with CFD simulations, including all heating/cooling devices, air supply, etc. A virtual manikin is typically simulated in the CFD environment to represent a human occupant. This virtual manikin can be, in turn, directly coupled with a thermoregulation model, bringing the virtual manikin-environment interaction closer to real heat and mass transfer (e.g. [17-20]). However, a major drawback of such simu-
lations is the simplified modelling of the clothing (static, global parameters, e.g. clothing thermal and evaporative insulation, clothing area factor), which does not take into account the complex heat and mass transfer mechanisms related to clothing. Furthermore, due to considerable computational power requirements, the geometry of the virtual manikin as well as its surroundings in CFD simulations often need to be simplified, which may lead to relevant inaccuracies in thermal sensation predictions. In a larger scale, the CFD simulation of the heterogeneous building spaces with complex boundary conditions and possibly added details of humans present in the space is difficult to validate directly (number and placement of sensors, disturbing the air flow, availability of physical model or actual building space equipped with evaluated systems).

Another approach to acquire the needed input parameters is to use a human-shaped thermal manikin that can be directly exposed to the evaluated surroundings and clothed in real garments. Modern thermal manikins have several independently controlled body segments and are equipped with sweating, breathing, and/or walking functions. However, they are typically operated in a constant surface temperature mode (e.g., as for clothing thermal insulation measurements [21]), which does not reflect the heterogeneous humanlike skin temperature distribution. Two other commonly used control modes are the constant power mode, which represents a given metabolic rate associated to the performed activity, and the so-called ‘comfort mode’, which allows adjusting the local skin temperatures based on heat loss according to comfort equations [22]. Nevertheless, these two modes do not incorporate active thermoregulatory processes (vasomotion, sweating, and shivering), providing only an approximated heterogeneous skin temperature distribution. Moreover, no information about further thermo-physiological parameters is available in such tests (e.g. core temperature, sweat rate,
skin blood flow), making it impossible to apply thermal sensation models relying on such input parameters.

A first system combining thermo-physiological predictions and a physical tool (i.e., a thermal manikin) for the evaluation of human thermal sensation and comfort in indoor environments was developed by Foda and Siren [23],[24]. In their approach, measured environmental parameters were fed to the thermoregulation model (similarly as in [16]). The predicted local skin temperatures were then set on the manikin and the resulting heat fluxes measured on the manikin were used to predict thermal sensation. The reliability of this system, however, has been validated only based on equivalent temperatures related to thermal sensation without assessing the accuracy of skin temperature predictions. Additionally, the lack of sweating ability of the used thermal manikin limits its range of use.

1.3 The human simulator - combining advantages of various tools for predicting thermal sensation

In the last decade a new type of tool has been developed, defined as a human simulator with thermoregulation model control, or so-called ‘adaptive manikin’ [15], consisting of a physical manikin coupled to a model of human thermo-physiology. The physical manikin dressed with chosen clothing is directly exposed to the evaluated environment. The thermoregulation model connected to the manikin predicts the human thermo-physiological response based on real-time data exchange with the thermal manikin, enabling a realistic skin temperature and sweat rate distribution on the manikin. The human simulator could be a good source of thermo-physiological input values for a thermal sensation model, which makes it a promising tool for engineers to design thermally comfortable indoor spaces.
Although several thermo-physiological human simulators based on full-body manikins have been developed up-to-date [15], most of them were developed and used in clothing research or in automotive industry. The existing systems include a thermoregulation model coupled to a single-sector simulator [25-27], a full-body manikin [28-37], or a body-part manikin (human head manikin) [38,39]. Most of the existing full-body human simulators have been validated only qualitatively and/or with a limited number of validation cases (up to 8 validation cases by system [26,28,30-37] according to [15]) and without evaluating the individual components of the simulators. None of the systems has been evaluated with regards to using it for thermal sensation predictions indoors.

1.4 Scope of the study

In this paper, a methodology for performing human simulator tests in indoor environment research is presented. The proposed approach combines the strengths of three simulation and modelling tools to predict occupants' thermal sensation and can be applied to support the design process of buildings or to evaluate existing spaces. The performance of such a model-controlled human simulator for predicting thermal sensation was evaluated based on the ‘Newton’ manikin (Thermetrics, US) coupled to the human thermoregulation model within the Taitherm Manikin PC² software (Thermoanalytics, US), which is the only commercially available coupled system up to date. The thermal sensation predictions were computed based on two models using thermo-physiological input parameters, namely, the DTS by Fiala [5,9] and the TS by Zhang [10,14]. Additionally, thermal sensation predictions from both models were calculated based on a purely virtual simulation, that is, with the thermoregulation model as the direct source of input for the thermal sensation models. Five validation cases were presented to show the accuracy evaluation of both thermo-physiological and thermal sensation predictions obtained in purely virtual simulations and in human simulator
tests. The opportunities and constraints of the human simulator in comparison to purely virtual simulations are discussed with regards to thermal sensation predictions in the built environment, namely, focusing on long duration of exposures with office-work level of activity, in steady-state or moderate transient, close-to-thermoneutral conditions.

2 Human simulator for indoor environmental research

2.1 Human simulator concept and system components

The human simulator for predicting thermal sensation of occupants of indoor spaces is a combination of three tools: a thermal manikin, a thermoregulation model, and a thermal sensation model. The human-shaped thermal manikin is responsible for measuring the total thermal influence of the surrounding environment, including the heat and mass transfer through the clothing and contact surfaces (e.g., seat). This is the basis for thermo-physiological predictions from the thermoregulation model which are in turn used to control the thermal manikin in the next time-step by fixing the target set-points as predicted by the model. Thanks to this feedback loop, the thermal manikin ‘adapts’ itself to the given conditions, representing a humanlike surface temperature distribution and sweating. It is characteristic for the human simulator measurements that the thermal manikin is not performed in steady-state, i.e. it follows the dynamically changing target values predicted by the thermoregulation model which are set on the manikin in regular intervals (typically not longer than 1 minute). Finally, the predicted thermo-physiological parameters from the thermoregulation model are used as input values for the last tool, that is, the thermal sensation model responsible for translating theses parameters into a rating on a thermal sensation scale. Figure 1 presents the relationships and data flow between the system components.
The human simulator requires real-time data exchange between the thermal manikin and the thermoregulation model. Two coupling methods enabling such a data exchange between these two components have been applied so far, differing in controlled and controlling parameters due to different boundary conditions for the thermoregulation model. In the first coupling method (boundary conditions type 1, or Dirichlet approach, Figure 1), the thermoregulation model calculates heat flux and sweat rate set-points, i.e., the target parameters’ values for the manikin. The local skin temperatures measured afterwards on the manikin’s segments, resulting from the influence of environmental conditions and clothing applied, are then used as a feedback for the thermoregulation model to predict new set-points for the manikin. In the second method (boundary conditions type 2 or Neumann approach, Figure 1), the local skin temperatures and sweat rates predicted by the model are set on the manikin, with the heat fluxes measured by the manikin used as the feedback for the thermo-
physiological model. In both cases the thermoregulation model predicts all thermo-physiological parameters (e.g. skin blood flow, core and skin temperature etc.) which can then be used for computing thermal sensation predictions. The thermal sensation predictions can be calculated when post-processing the data, without including the model into the feedback loop (Figure 1).

One important aspect in the coupling procedure is the agreement between the thermal manikin and the thermoregulation model spatial resolution. Advanced thermoregulation models generally have a finer resolution than existing manikins. For example, the body parts in the model are often divided into anterior, posterior, inferior, and superior sectors (for some models the resolution is even finer), whereas typical manikins have either one or two sectors per body part (e.g., entire forearm, or front and back upper leg, respectively). In order to allow the data exchange between these two tools, the coupling must include a conversion of the data, e.g., the skin temperature and sweat rate from the model's predictions for all sectors of the forearm is area-averaged and applied to the single-sector forearm body part of the manikin, and the resulting heat flux from the manikin (one value) serves as the input value for the model for all sectors of the forearm. Additionally, some further calculations might be needed to adjust the surface area of a given body part/sector if there is a lack of agreement between the dimensions of the manikin and of the human body as represented in the thermoregulation model.

Operating the manikin with thermo-physiological control entails a need for good accuracy of the manikin in spatially and temporally transient conditions to be able to follow the dynamic changes imposed by the thermoregulation model, which can be assessed following the methodology described by Psikuta et al. [40]. In our study, the ‘Newton’ sweating manikin was used (Thermetrics, US), which is shaped as a 50th percentile Western male body form with
26 individually controlled segments. In this manikin, the surface temperature is measured with embedded resistance wires, resulting in one temperature value per segment. Three body parts, namely the hip, upper leg, and lower leg, are further divided into front and back segments, enabling tests performed in a seated position where the chair is in contact with the posterior segments. Additionally, the thermal manikin needs to be equipped with a sweating system with dynamic adjustment of the sweat rate for each body segment in order to simulate the evaporative heat loss from the body. The sweating system of the ‘Newton’ manikin consists of a water supply system with sweating outlets evenly distributed over the manikin’s surface complemented with a tight-fitting fabric skin delivered with the manikin that was shown to have very good wicking properties resulting in humanlike skin cooling by sweating [41].

An extensively validated thermo-physiological model was used in this study, namely, the thermoregulation model by Fiala [5,42,43], which has been shown to provide reliable skin and core temperature predictions ([12,43-45]) and is implemented in the Manikin PC² module (Taitherm software, Thermoanalytics, US). The coupling with the ‘Newton’ manikin in this system is based on the boundary conditions type 1 (Figure 1). It should be noted that thermo-physiological predictions from various implementations of the same model might differ from one another. Therefore, it is advised to confirm the performance of the used implemented version of the model (validations of the Manikin PC² implementation of the Fiala model have been reported in [31,46,47]).

Since the major interest in using human simulators for indoor environmental research is to accurately predict occupant’s global or local thermal sensation or comfort, the model used to this end should be carefully selected. Therefore, the chosen model’s performance has to be verified in validation cases and knowledge about the model’s sensitivity towards the input
parameters is beneficial when interpreting the model’s predictions. Due to the specifics of the human simulator tests in which thermo-physiological parameters are predicted, we selected two thermal sensation models capable of predicting thermal conditions in transient and/or non-uniform conditions, namely, the DTS model by Fiala [5,9] and the TS model by Zhang [6,10,14]. The TS model provides both local and whole-body thermal sensations. Both models showed a good performance in a recent validation study, with average root-mean-square deviation equal to 0.7 and 0.8 unit for DTS and TS, respectively [12].

The DTS model is based on the ASHRAE 7-point scale [48,49], whereas the TS model uses an extended 9-point scale, with +4 as ‘very hot’ and -4 as ‘very cold’. Such an extended scale has been selected by the model’s author to expand the possible votes for the evaluation of thermal sensation in vehicles [6] and has also been used for collecting votes in indoor environment research (e.g., [50-52]). The DTS predictions are based on core and mean skin temperatures, and the rate of change of mean skin temperature, whereas TS predictions are calculated from mean and local skin temperatures, and the rate of change of core and local skin temperatures. In this study, DTS was calculated based on equations by Fiala et al. [9], and additional clarifications were obtained from the model’s author to ensure proper calculation of thermal sensation. The TS predictions were calculated directly in the ManikinPC software where the TS thermal sensation model is implemented based on the equations by Zhang et al. [10,14].

2.2 Validation procedure

To validate the thermal sensation predictions from human simulator tests, experimental studies with human subjects need to be selected from the literature (or carried out) with conditions similar to the intended use of system. For example, in the case of office-like environ-
ments the validation exposures should not only have appropriate ambient conditions and clothing, but also ought to be long enough (e.g., representing a 8-hour work day), which might be challenging as the vast majority of human subject studies addressing thermal sensation last 3-4 hours. It is also strongly recommended to choose exposures where both thermo-physiological parameters and thermal sensation votes were recorded to be able to separate the sources of inaccuracies by evaluating the reliability of the two models independently. To this end, the thermo-physiological parameters (typically skin and core temperature) predicted in the human simulator test are compared with the temperatures measured in the experimental study, and the thermal sensation predictions are validated against the human subjects’ votes.

The reference experimental studies for validation ought to be carefully selected with regards to their quality, since poorly described experimental protocol might lead to wrong assumptions of test conditions. Studies with a high number of participants are preferred as more credible (various literature sources reported between 20 and 30 subjects as the sufficient sample size, as reviewed by Van Craenendonck et al. [53]). Additionally, knowledge about the pre-exposure conditions supports starting human simulator tests from an appropriate body state (i.e., initial manikin’s surface temperature distribution). Finally, using the same clothing and furniture (e.g., chair) as in the original experiment is recommended.

Human simulator tests can be performed directly in the assessed indoor environment (e.g., office) or in a room where the chosen conditions are reproduced (e.g., climatic chamber). The manikin dressed with the needed clothing ought to be preconditioned to a suitable body state represented by local initial surface temperatures. This probable temperature distribution can be obtained from a virtual simulation in the thermoregulation model with pre-exposure conditions corresponding to the ones reported in the experimental study.
Typically, the thermoregulation model requires an input value to simulate the metabolic level representing the activity from the experimental study, which can be constant or vary throughout the exposure (e.g., simulation of seated work combined with periods of walking or standing). Additionally, the posture of the manikin should be adjusted by flexing the movable joints to obtain required body posture and resulting realistic clothing draping. The ambient conditions can be constant during the exposure or changed by adjusting the climatic set-points or moving the thermal manikin from one room to another.

The quantitative statistical evaluation of the predicted data allows comparing the system’s reliability in various exposures which is crucial to assess the overall performance of the system. The accuracy of both thermo-physiological and thermal sensation predictions can be assessed by calculating the root-mean-square deviation (rmse) and the bias [44]. An rmse value lower than the average standard deviation of the experimental data indicates that the human simulator test’s results fit well to the values from the human subject study. When no standard deviation values from the experiment is provided, the accuracy is considered to be acceptable when the rmse is lower than the typical standard deviation of the parameter (i.e., 0.2°C and 1.0°C for core and mean skin temperature [44], and 1 unit for thermal sensation votes [54]). The bias should be equal or close to zero for unbiased predictions, and not higher than the standard deviation of the experimental data. Negative values of bias represent an average over-prediction, and positive values an average under-prediction of the assessed parameter. In the case of the rmse, it can be used for assessing the accuracy in single cases, as well as for the average reliability based on a group of exposures (mean rmse). The mean bias, calculated for a group of exposures, is a valuable indicator of systematic over- or under-prediction of a parameter.
2.3 Validation examples

For this study, five exposures from two human subject studies have been selected from the literature (Schellen et al. [55], Kakitsuba and White [56]) to evaluate the performance of the human simulator for predicting thermal sensation in the built environment following the validation procedure described in Section 2.2. Both thermo-physiological measurements (i.e., mean skin and rectal core temperature) and thermal sensation votes were reported for all selected exposures. A detailed description of the exposures’ conditions is presented in Table 1.

The metabolic activity corresponded to seated office-type work (1.1-1.2 met, as reported in the two studies), and the duration of all exposures was at least 8 hours, representing an average working day. Besides steady-state environmental conditions in exposure 1 and 2 (Table 1), two types of transient conditions were included, such as air temperature ramps and step-changes. In the exposure with air temperature ramps, the temperature was gradually changed at a rate corresponding to 2 K/hour (exposure 3, Table 1). In exposures 4 and 5 (Table 1), the air temperature was changed in a stepwise manner, with changes corresponding to 0.5 K every hour (step-change increase and decrease in exposure 4 and 5, respectively. From the study by Schellen et al. [55] (exposures 2 and 3, Table 1) only the data from young subjects were included, in order to not introduce a possible source of bias related to age.

Table 1 Description of the conditions and measurements for each exposure, with the range of environmental and personal conditions

<table>
<thead>
<tr>
<th>No.</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Type</td>
<td>Steady-state</td>
<td>Steady-state</td>
<td>Tair ramp</td>
<td>Tair step-change</td>
<td>Tair step-change</td>
</tr>
<tr>
<td>Duration (hours)</td>
<td>9</td>
<td>8</td>
<td>9</td>
<td>9</td>
<td>8</td>
</tr>
<tr>
<td>Environmental parameters</td>
<td>Tair (°C)</td>
<td>28</td>
<td>21.5</td>
<td>17/25</td>
<td>26/30</td>
</tr>
<tr>
<td></td>
<td>Trad (°C)</td>
<td>Tair</td>
<td>Tair</td>
<td>Tair</td>
<td>Tair</td>
</tr>
<tr>
<td></td>
<td>RH (%)</td>
<td>60</td>
<td>43</td>
<td>43</td>
<td>60</td>
</tr>
<tr>
<td></td>
<td>vair (m/s)</td>
<td>0.2</td>
<td>0.19</td>
<td>0.19</td>
<td>0.2</td>
</tr>
<tr>
<td>Subjects</td>
<td>Number (M/F)</td>
<td>10/0</td>
<td>8/0</td>
<td>8/0</td>
<td>10/0</td>
</tr>
<tr>
<td>Personal parameters</td>
<td>Activity (met)</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
</tr>
<tr>
<td></td>
<td>Icl (clo)</td>
<td>0.1</td>
<td>0.9</td>
<td>0.9</td>
<td>0.1</td>
</tr>
</tbody>
</table>
Ret (m²Pa/W) & 5 & 22 & 22 & 5 & 5 \\
\hline
Measurement type & Tcore (type) & rectal & rectal & rectal & rectal & rectal \\
& mTsk (no. of points) & 7 & 14 & 14 & 7 & 7 \\
\hline
Thermal sensation votes & Scale (type) & - & continuous & continuous & - & - \\
& (no. of points) & 7 & 7 & 7 & 7 & 7 \\
\hline
Votes (votes per person) & 20 & 17 & 17 & 20 & 20 \\
\hline
Source of data & Kakitsuba and White [56] & Schellen et al. [55] & Schellen et al. [55] & Kakitsuba and White [56] & Kakitsuba and White [56] \\
\hline
Tair – air temperature, Trad – mean radiant temperature, RH – relative humidity, vair – air velocity, Icl, clothing thermal insulation, Ret – clothing evaporative resistance, Tcore – core temperature, mTsk – mean skin temperature, TS – thermal sensation, M/F – male/female subjects \\
1 Assumed values of Trad and vair (not reported in the reference) \\
2 Tcore and mTsk values were reported for all eight subjects, whereas thermal sensation votes were reported only for one subject \\
3 Average metabolic heat production calculated as the average from four 1-hour measurement periods \\
The Rct and Ret values have been selected based on the description of the experiments and typical values from the literature [57,58] and they include both clothing ensemble and chair.

In a first step, the exposures were simulated with the thermoregulation model alone (Taitherm v 11.2, Thermoanalytics, US) to determine the initial surface temperature set-points for the manikin. For these simulations, all input parameters were taken as described in the experimental protocols of the exposures including any reported pre-exposure conditions (Table 1). In a second step, the human simulator tests with the ‘Newton’ manikin controlled by the thermoregulation model were performed, with the manikin pre-heated to the initial local temperatures as predicted by the thermoregulation model alone (in step 1). The environmental conditions were reproduced in a climatic chamber, similar clothing and chair as used in the experimental study were applied, and two repetitions for most of the exposures were made. It has to be noted that the coupled tests for exposures 4 and 5 (Table 1) were performed in a chamber allowing only 1°C steps, this is why the air temperature was adjusted by 1°C every two hours instead of 0.5°C every hour as in the original subject study. In a third step, the virtual simulations, i.e. in the thermoregulation model only, were repeated with the
same input environmental parameters as measured in the climatic chamber during the test with the thermal manikin to increase the correspondence between the two types of tests and enable a comparison between the results from both methods. Thermal sensation predictions from DTS and TS models were calculated both from virtual simulations’ and human simulator tests’ results.

The statistical parameters (rmsd and bias) were calculated for mean skin and core temperature, as well as for the thermal sensation predictions from both DTS and TS models. Since the standard deviation of the mean value was reported only for core temperature measurements for exposures 1, 4, and 5 (standard deviation equal to 0.2, 0.3 and 0.3°C, respectively), the accuracy of each parameter was assessed to be acceptable when the rmsd was smaller than the typical standard deviations from human subject studies. These typical values for mean skin temperature, core temperature, and thermal sensation are reported in the literature to be equal to 1.0°C, 0.2°C, and 1 thermal sensation unit, respectively [12,27,44,54].
3 Validation results

The results from the validation examples are summarized in Figure 2. For each exposure, the mean skin and rectal temperatures, as well as thermal sensation as provided from the human subject studies are plotted against predictions from virtual simulations (thermoregulation model only, with environmental input parameters as in the human simulator test) and human simulator tests. The air temperature as set in the experiment is presented together with the air temperature recorded during the human simulator tests in the climatic chamber. The statistical analysis, i.e. calculated rmsd and bias for core and mean skin temperature, as well as for thermal sensation predictions from DTS and TS models, are summarized in Table 2.
Figure 2 Summary of validation examples results: the experimental data, virtual simulation results (in the thermoregulation model only) and human simulator test results are plotted together for mean skin, rectal, and air temperature, and thermal sensation; DTS – Dynamic thermal sensation by Fiala [9], TS – Thermal sensation by Zhang et al. [10,14]; SD – standard deviation of experimental data (or typical value for the parameter, if not provided)
Table 2 Summary of statistical parameters (rmsd and bias) in the virtual simulations (using the thermoregulation model only) and human simulator tests (using the thermoregulation model coupled with the thermal sweating manikin) for core and mean skin temperature, and thermal sensation predicted by the DTS and TS models; each row represents one repetition

<table>
<thead>
<tr>
<th>No.</th>
<th>Type of exposure</th>
<th>Physiological parameters (°C)</th>
<th>Thermal sensation (thermal sensation unit)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Tcore</td>
<td>mTsk</td>
</tr>
<tr>
<td></td>
<td></td>
<td>rmsd</td>
<td>bias</td>
</tr>
<tr>
<td>1</td>
<td>Steady-state</td>
<td>0.53</td>
<td>-0.52</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.53</td>
<td>-0.52</td>
</tr>
<tr>
<td>2</td>
<td>Steady-state</td>
<td>0.48</td>
<td>-0.47</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.48</td>
<td>-0.47</td>
</tr>
<tr>
<td>3</td>
<td>Tair ramp</td>
<td>0.54</td>
<td>-0.53</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.54</td>
<td>-0.53</td>
</tr>
<tr>
<td>4</td>
<td>Tair step-change</td>
<td>0.56</td>
<td>-0.55</td>
</tr>
<tr>
<td>5</td>
<td>Tair step-change</td>
<td>0.53</td>
<td>-0.52</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.53</td>
<td>-0.52</td>
</tr>
</tbody>
</table>

rmsd – root-mean-square deviation, Tcore – core temperature, mTsk – mean skin temperature, DTS – dynamic thermal sensation by Fiala, TS – thermal sensation by Zhang
4 Discussion

4.1 Validation examples outcome

The qualitative analysis of the results (Figure 2) shows that the predicted thermal sensations from both pure virtual and human simulator tests follow similar trends as the experimental data. It has to be noted that the TS model is based on an extended 9-point scale (i.e., different than the one used in the experimental studies and for DTS predictions), however, there is no standardized approach for comparing results from different scales [59,60]. Therefore, we assumed that the "core" 7-points of the two scales are equivalent (i.e., the two additional extreme points in the 9-point scale do not change the predictions in the "core" 7-points).

Since the standard deviations for thermal sensation votes were not reported in the references, the predictions are assumed to be accurate when the rmsd is lower than 1 unit, which can be considered the typical inter- and intra-subject variability in human subjects [54]. Therefore, it can be concluded from the results in Table 2 that the thermal sensation predictions from the DTS and TS models were accurate in most cases, with rmsd values lower than 1 unit (with the exception of DTS from virtual simulation in exposure 3, and DTS and TS from human simulator test in exposure 5, Table 2). As pre-exposure conditions are often not exhaustively described in papers and assumptions have to be made, a mismatch to the experimental data for the first data-points can be expected (e.g., DTS predictions – virtual test, first data-point in exposures 1, 4, and 5, Figure 2). The mean rmsd was equal to 0.9 and 0.6 units for DTS, and 0.6 and 0.6 units for TS in virtual and human simulator tests, respectively. The presented results show that both the virtual and human simulator tests led to satisfactory accuracy of thermal sensation predictions from both models. However, due to the limited availability of experimental data and, as a result, small number of validation cases, it is not possi-
ble to clearly determine whether the use of the human simulator significantly improves the accuracy of thermal sensation prediction.

Although the predicted thermo-physiological parameters were in a certain offset to the experimental data, the general trends of parameters are preserved (Figure 2). The predicted mean skin temperature for the semi-nude exposures (1, 4, and 5, Table 1) was higher than the experimental data, but fell within the typical standard deviation from human subject studies (rmsd lower than 1°C for both virtual and human simulator tests, Table 2). In the case of the clothed exposures (2 and 3, Table 1), the predictions are below the mean skin temperature measured in the experiment (rmsd approximated 0.9 and 1.2°C for virtual simulation and human simulator test, respectively). Since the typical standard deviation for mean skin temperature is considered to be 1°C [44], the results can be considered to be satisfactory, with the values from the human simulator tests showing a lower accuracy (mean rmsd for mean skin temperature equal to 0.66 and 0.97°C for virtual and human simulator tests, respectively).

The predicted core temperature was higher than the experimental data for all five exposures, with the predictions from human simulator tests being more accurate than the ones from the virtual simulations (mean rmsd for core temperature predictions in all five exposures was equal to 0.53 and 0.34°C for pure virtual and human simulator tests, respectively). The accuracy of core temperature predictions was slightly lower than the typical standard deviation (i.e., 0.2-0.3°C [44], which complies with the reported standard deviation for core temperature in exposure 1, 4, and 5, listed in Section 2.3).

In order to carry out tests and properly interpret results obtained with a human simulator it is crucial to understand the capabilities and limitations of such tools. Depending on the goal of the test (e.g. validation of the human simulator for predicting thermal sensation, comparison
of indoor environment conditions created with different HVAC systems), various aspects will play a critical role in planning the measurements and analyzing the acquired results. The presented validation examples illustrate how thermal sensation prediction from tests performed with a human simulator can mimic the votes of a group of people, and are the foundation for a broader discussion of the challenges and opportunities of using human simulator in indoor environmental research in sections 4.2-4.5.

4.2 Coupling method and parameters’ accuracy

Depending on the chosen coupling strategy, different issues causing predictions’ inaccuracy should be considered. When local skin temperatures measured on the manikin are used to feed the thermo-physiological model (boundary conditions type 1), the heat fluxes to be set on the manikin cannot be directly equal to the metabolic heat production of the simulated human body due to the different heat capacity of the human tissues (bones, muscles, fat, skin etc.) and the manikin’s shell. To compensate these differences, modified heat fluxes for the manikin need to be calculated. The approach developed by Curran et al. [30] and applied in the ‘Newton’-Manikin PC² system is based on calculating the heat flow in a control volume of skin tissue with the same thermal diffusivity as the thermal manikin’s shell. In this way, the resulting manikin’s surface temperatures match the ones predicted for a human body in identical environmental and clothing conditions. To implement such calculations, knowledge about the thermal capacity of the individual manikin segments is required, that is, about the amount of different materials in various body parts. However, the exact amount of material used might be difficult to determine and may vary between exemplars of the same manikin due to the mostly manual manufacturing process. An inaccurate estimation of the thermal properties of the manikin’s segments would lead to over- or under-estimation of the heat flux set-points, which, in turn, would affect the resulting surface temperatures of the manikin.
The use of manikin's measured heat flux as input for the thermoregulation model (boundary conditions type 2) brings another type of difficulty to consider as the manikins developed up to date are not equipped with surface heat flux sensors. Therefore, the manikin's heat flux is calculated as the heating power delivered to the manikin over its surface area. This method of calculation proves to be valid for steady-state tests and mild to moderate transients, however, it may not be appropriate for highly transient conditions. When the skin temperature change is higher/lower than that possible to obtain with the manikin's heating/cooling capabilities, the heating power ceases to be a good estimate for the heat flux. In such cases, the heating power might be set to its maximal value or to zero for a number of time-steps (for heating and cooling, respectively). This introduces false input values for the thermoregulation model by providing a heating power value different than required and omitting the heat flux associated with the heat storage capacity within the manikin shell. These false heat flux input values result in altered predictions of skin temperature and sweat rates by the thermoregulation model, which are then in turn set on the manikin surface, intensifying the prediction's uncertainty. In human simulator tests for the built environment, this could translate into prediction errors when simulating highly transient conditions, e.g. entering a cooled or heated building during a hot or cold day, respectively. Nevertheless, the thermo-physiological changes due to a change in metabolic rate are typically slower and do not pose a problem in human simulator tests (e.g. starting to walk after sitting).

A worse reliability of thermo-physiological predictions may be due to the manikin's local heat flux or surface temperature measurements. In steady-state measurements with constant surface temperature, the segmental heat flux variability results from both the manikin's own inaccuracy and the fluctuations of the ambient conditions. In the case of the 'Newton' manikin, the joint effect of these inaccuracies was found to be up to ±3% deviation from the average
local heat flux [61]. Moreover, the correctness of the surface temperature measurement of
the manikin’s calibrated sensors was found to differ not more than 0.2°C from the values
measured by reference sensors [61]. To investigate the possible effect of the above-
mentioned inaccuracies in heat flux or surface temperature measurements on thermo-
physiological predictions, we performed two sets of simulation with the thermoregulation
model of Fiala (FPCm5.3, Ergonsim, Germany – implementation allowing various boundary
condition types) using either heat flux or skin temperature input values. As an example, we
simulated exposure 4 with air temperature up-steps in its original version (Table 1). Then, the
most unfavorable cases were simulated, i.e. with either local heat fluxes changed by ±3%, or
local skin temperatures altered by ±0.2°C on each body part.

Figure 3a) presents the predictions obtained based on the original heat fluxes predicted by
the model, as well as the modified ones (input heat flux altered by ±3% of local heat flux for
each body part). In this example, modifying the heat flux input values resulted in mean skin
temperature 0.6°C lower or 0.9°C higher than the original predictions after 9 hours of the
simulated exposure (±0.4°C after the first hour). The overall impact of the differences in heat
flux input values would result in ±1.3 thermal sensation unit difference in DTS predictions at
the end of the exposure. This is higher than the typical inter- and intra-subject variability [54]
and indicates that the influence of heat flux measurement inaccuracy can substantially
change thermal sensation predictions.

In the case of coupling the manikin with the thermoregulation model based on boundary
conditions type 1, the effect of changing input local skin temperatures by ±0.2°C can be as-
sessed indirectly by the core temperature predictions. Since the adopted approach fixes the
local skin temperatures to a given temperature and the environmental conditions are given
as well, changes in body heat storage will occur, influencing the internal body temperature.
Figure 3b) shows that in exposure 4 the rectal temperature would change by ±0.1°C if the mean skin temperature was changed by ±0.2°C, and DTS predictions could change up to ±0.6 units. This suggests that skin temperature measurements inaccuracies within such range have a smaller influence on thermal sensation predictions than heat flux inaccuracies (Figure 3a). However, since the mean skin temperature in this case is assigned to chosen values (i.e., ±0.2°C of the originally predicted local skin temperature), the calculated DTS predictions result from both the resultant core temperature and the “fixed” skin temperature values. Nevertheless, these two examples show how inaccuracies in the parameters measured/set on the manikin could influence the thermo-physiological predictions and, in turn, thermal sensation predictions.

Figure 3 Influence of inaccuracy in input data on thermo-physiological and thermal sensation predictions (shown on the example of exposure 4, Table 1); a) local heat fluxes changed by ±3%, b) local skin temperatures changed by 0.2°C
4.3 Use of real garments

Human simulator tests, in comparison with purely virtual simulations, benefit from thermo-physiological predictions founded on the real environmental conditions and clothing. Thermoregulation models typically consider only few static clothing parameters, such as thermal and evaporative resistance, and clothing area factor. Values for predefined ensembles, as well as for single garments, can be found in standards or in the literature ([58,62]), however, these are provided as one whole-body value. In order to make thermo-physiological simulation more realistic, assumptions about the local clothing thermal resistances have to be made. This is a complicated task, since ensembles with similar whole-body thermal clothing insulation can have very different local insulation values. Veselá et al. [63] collected four studies with reported global and local clothing thermal insulation, showing the differences in local skin temperature predictions between similar ensembles. The mean skin temperature was shown to differ by up to 1.11 and 0.73°C (in the case of operative temperature equal to 22 and 26°C, respectively) [63], which could possibly lead to a change in thermal sensation predictions of approximately 0.5 unit (estimation based on the sensitivity of DTS predictions for comparable clothing and metabolic rate in similar conditions reported in [12]). However, the influence of local clothing properties on the local skin temperatures is much stronger, resulting in a shift of predicted local thermal sensation (depending on the body part; e.g., 3 units for feet or 1 unit for upper arm [63]). Such differences in local thermal sensation predictions can burden the evaluation of indoor conditions, e.g. a ‘hot’ sensation of the feet (due to higher local insulation applied) instead of ‘neutral’ may lead to conclusion that the temperature of a heated floor needs to be lowered. To prevent possible misinterpretation, human simulator tests with real garments are necessary and, in the case of virtual simulation, using
measured local clothing properties is advised (from thermal manikin measurements or for ensembles described in literature, e.g., [64]).

Another advantage of human simulator tests is including the real effect of posture and chair on the heat transfer between the human body and its surroundings. The ISO 9920 standard provides clothing thermal insulation values for a standing posture [58], with some general information about the estimated change in whole-body insulation due to the seated posture and chair (based on the findings of McCullough et al. [57]). Since the posture influences the thickness of air trapped between the body and the clothing differently for various body parts [65], the additional insulation provided by these air gaps varies across the body. Therefore, the estimation of the clothing and chair insulation for a seated posture based on data for standing posture is troublesome. On the contrary, the human simulator tests are at once integrating the heat transfer resulting from the real clothing and chair, as well as the body posture. In Figure 4a), a comparison of a scenario simulated in the thermoregulation model with different clothing input parameters is shown (exposure with air temperature equal to 25°C, relative humidity equal to 50%, still air, and metabolic level equal to 1.2 met). Using air gap thickness and contact area data from the study by Mert et al. [65] and calculating the resulting clothing resistance according to [66], we applied three sets of clothing parameters describing exactly the same ensemble (long-sleeve shirt and sweat pants, loose fit), namely:

- with one global clothing thermal insulation value for standing posture (0.78 clo), resulting from averaging the local clothing resistance values,
- with local clothing properties for a standing posture,
- with local clothing properties for a sitting posture (including the chair insulation).
For this steady-state scenario, the differences in mean skin temperature predictions were not higher than 0.1°C (Figure 4a), resulting in small changes in DTS predictions (>0.1 unit). The small global differences between a standing and seated posture are related to the compensation of the decreased insulation for body parts where the air layer was reduced (e.g. front thigh or front lower arm) by the additional chair insulation for other body parts (e.g. back, or back thigh). However, the difference in local skin temperature between standing and sitting posture for the body parts in contact with the chair equaled 0.8-1.2°C, which for this example would change the local thermal sensation predictions by approximately 0.5 unit. The influence of clothing input parameters could be even more important when using more complex clothing ensembles or highly insulating chair.

Figure 4 Influence of clothing and metabolic level input data on thermo-physiological and thermal sensation predictions; a) exposure in 25°C and still air conditions with activity corresponding to 1.2 met, with the clothing defined based on global or local parameters for a standing posture, and on local parameters for a seated posture [65]; b) exposure 2 (Table 1) simulated with three metabolic levels, namely 1.2, 1.5, and 1.8 met
When performing a human simulator’s validation, it is essential to carefully choose the clothing, as the original experiment ought to be reproduced in all details. The best solution is to use the same garments as used in the experimental study, adjusting it to match the clothing fit (if needed). However, this may be difficult when the experiments chosen for a validation study have been performed in another laboratory, or even impossible in the case of subjects wearing their private clothing. Therefore, the clothing ensemble often has to be reproduced based on a short list of garments or pictures taken during tests with human subjects. The thermal insulation of garments used in the experiment, if reported, is frequently an assumed standard value (according to ISO 9920 [58]) or might have been measured in a different body posture (e.g. standing instead of seated).

When performing human simulator tests to evaluate environmental conditions in designed indoor environments, the used garments should simply reflect a realistic combination of clothing. Since every person might have different clothing preferences, the aim is to choose a typical ensemble which can be representative for what one could wear in a given situation. For example, summer or winter ensembles should be chosen to match the investigated conditions. Moreover, the dress-code can be taken into account if applicable (e.g. business suits for conference rooms, uniforms dedicated for certain occupations, etc.). This approach is sufficient for comparative measurements with different HVAC systems, where the differences in thermal perception of an average person are analyzed.

4.4 Activity level

In virtual simulations as well as in human simulator tests, the metabolic level related to the performed activity needs to be given as an input value since it affects both core and skin temperature. Besides the whole-body metabolic level typically used as input for thermoregul-
lation models, the local distribution of heat production also plays a vital role in the correct simulation of human thermo-physiology. The latter is reflected by pre-defined coefficients that allocate the whole-body heat production onto individual body parts, which vary between thermoregulation models. However, these coefficients usually do not take into account the variety of possible activities engaging different muscles, or even different postures. By comparing the same scenario simulated with three different sets of local heat production coefficients, Veselá et al. [63] found differences in predicted mean skin temperature up to 0.3°C, with local skin differences up to 1.3°C. Although the difference in mean skin temperature is not substantial, the local thermal sensation predictions could shift approximately 1 thermal sensation unit, impairing the evaluation of complex, heterogeneous environments (see Section 4.3). In order to ensure that both global and local metabolic heat production is applied correctly in the thermo-physiological simulation, it is necessary to validate the thermoregulation model not only for mean skin temperature value, but also for local skin temperatures for typical occupations in the built environment whenever possible.

During the validation of a human simulator for predicting thermal sensation, the proper attribution of metabolic level is needed to reproduce best the human subject experiments. Experiments where the metabolic rate has been measured instead of assumed from available standard values are preferred (e.g. ISO 7730 [48]). However, such measurements are seldom done in the case of office work or the measurement is not done continuously (e.g. exposures 1, 4, and 5 where the metabolic heat production was measured for four 1-hour periods). In the case of exposures 1 and 3 (Table 1) where the subjects performed office tasks, the metabolic level was assumed by the authors to be equal 1.2 met (corresponding to ‘sedentary activity (office, dwelling, school, laboratory)’ according to ISO 7730 [48]). However, higher metabolic levels attributed to seated office work can be found in the literature. In the
'Compendium of Physical Activities' provided by Ainsworth et al. [67], 1.5 met is described as the metabolic level corresponding to 'sitting tasks, light effort (e.g. office work, (...) computer work, (...) reading, desk work)' (average measured value from six studies reported in the literature). To show the possible implications of choosing a different metabolic level for the same activity on thermo-physiological and thermal sensation predictions, additional simulations were done with the thermoregulation model (Taitherm v11.2, Thermoanalytics, US). Instead of the originally assumed 1.2 met, a metabolic level of 1.5 met was set for exposure 2 (value according to [67]), keeping the other input parameters as in the original simulation. Additionally, a higher metabolic rate equal to 1.8 met was chosen to illustrate the changes in mean skin temperature and DTS predictions, which are presented in Figure 4b) for the three metabolic rates selected (1.2 met as reference ‘original’ simulation, 1.5, and 1.8 met, respectively). The mean skin temperature increased approximately 0.15°C with each 0.3 met increase of the metabolic level. Such changes would result in a shift of DTS predictions equal to 0.3 and 0.5 units for 1.5 and 1.8 met in comparison with the ‘original’ 1.2 met simulation, respectively. Such a shift in whole-body thermal sensation prediction does not substantially change the evaluation of the indoor conditions (corresponding to ‘slightly warm’ according to the ASHRAE 7-point scale [49]). However, in the case of a human simulator validation even such small changes might be meaningful, especially if more than one source of discrepancies between the experiment and the coupled test could occur simultaneously (e.g. scarce information about the clothing used and no measurement of metabolic heat production in the reference human subject study).

4.5 Sweating simulation

The simulation of sweating in human simulators poses some challenges on the thermal manikin, as it needs to be properly realized in all phases of sweating, namely, the onset of sweat-
ing, fully-developed sweating, and drying of the wetted skin. When a tight-fitting fabric skin is used to spread the sweating water delivered to the manikin’s surface, the heat exchange between the manikin and its surrounding is altered as this fabric is an additional layer not present in the case of a human being. Although some equations to correct the manikin’s surface temperature for the skin insulation have been developed, they are only applicable for a fully-wetted fabric skin [68-71]. Since the thermal insulation of the fabric changes with its wetness (from its maximal insulation in dry state to its minimal value when fully-wetted [72]), an adjustable correction factor to account for the fabric skin is needed. However, the wetness of the skin cannot be measured by the existing thermal manikins. In the case if no correction is applied, the highest discrepancy between the manikin’s surface temperature and the temperature of the outer surface of the skin will occur for scenarios with low sweat rates, when the insulation added by the fabric skin is highest. Contrarily, applying a fixed-value correction based on the dry fabric thermal resistance would lead to highest inaccuracies in scenarios with high sweat rates.

Another issue related to the use of a fabric skin is the possibility of moisture migration. If the evaporation of sweat occurred on another segment than the sweating itself, the segmental temperatures would be affected due to the shifted cooling effect. Such discrepancies in local temperatures have increasing consequences in heterogeneous environments, changing the local thermal sensations, e.g., in a naturally-ventilated building with a fan used for local cooling of the face and upper chest. If some greater sweat migration to lower body parts occurred, the cooling effect from the higher air speed would be lower, leading to higher local thermal sensation predictions.
4.6 Opportunities for environmental engineering

The specifics of the human simulator make it a promising tool to acquire data for predicting thermal sensation in complex environments including realistic effects of body posture and its orientation, as well as insulation and air flow interruption of a chair and other furniture in the body’s surrounding. At the enclosure level, the influence of the spatial and temporal distribution of environmental conditions (air and radiant temperatures, temperatures of contact surfaces, air velocity, and solar load) on the human well-being can be directly measured with the spatial body resolution of the human simulator. For example, the integral effect of radiant and convective (natural and forced) heat exchange between such elements as walls, heated floors, cooling beams, radiators, and solar load through glazing and irradiated surfaces could be addressed. On the other hand, the temporal development of these phenomena combined with the dynamic reaction of the human body such as increased sweating, moisture accumulation in the clothing, increased body heat storage and change of skin temperature distribution can be simulated in real-time.

The human simulator can be regarded as an intermediate step between pure virtual simulations and human subject trials and, therefore, could prove helpful when comparing various prototypes and combinations of HVAC and other building systems with regards to the occupants’ perception of the resultant thermal conditions. On one hand, such a solution represents a high realism of the exposure in the actual environment (unlike purely virtual simulations), and, on the other hand, it is extremely time efficient as compared to human trials, while providing either the same or higher level of output details (e.g. local skin temperatures, sweat rate, thermal sensation). Human simulator tests can also be helpful for the evaluation of existing building, e.g., during building’s refurbishment or to evaluate layout changes within the building since the new layout may not always agree with the designed distribution of en-
environmental conditions. Therefore, the human simulator approach may support the evaluation of multiple potential layouts, e.g., while rearranging open space offices.

Although using a human simulator for predicting thermal sensation eliminates the need for virtual simulation of the surroundings and clothing, some sources of predictions’ inaccuracy are present, as described in Sections 4.2-4.5. It can be expected that the total inaccuracy can be, in the most unfavorable case, the joint effect of all the limitations of the human simulator, as well as from the used thermal sensation model itself.

5 Conclusions

A methodology for the use of a human simulator for predicting occupants’ thermal perception in the built environment has been proposed in this study. The combination of three tools, namely, a thermal manikin, a thermoregulation model, and a thermal sensation model enables the assessment of how occupants may feel in complex heterogeneous environments. The possibility of evaluating local thermal sensation creates a powerful tool for engineers and designers of indoor spaces, allowing identifying the possible sources of discomfort at the design stage or during the evaluation of existing buildings. In this study, the performance of such a human simulator was shown on five examples of seated exposures in office-like conditions, demonstrating that thermal sensation can be predicted accurately based on such tests, with similar or better accuracy than in tests using a purely virtual approach (i.e., without a thermal manikin placed in the assessed environment). It has to be noted however, that the advantages of the human simulator would possibly be more pronounced in spatially heterogeneous conditions. The major challenges and opportunities of performing human simulator tests have been discussed with respect to performing a validation of such a tool, as well as to future applications.
Human simulators are promising tools for predicting thermal sensation in the built environment, being the bridge between simple initial simulations (e.g., for virtual buildings) and the evaluation of thermal conditions done by human subjects. Although they are not intended to entirely replace direct enquiry, human simulators can support the design process by decreasing the number of tests to be done with human subjects. They are, therefore, recommended especially for comparison tests of various solutions, such as prototypes of systems, or complex systems where optimal environmental parameters are sought.
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