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Supplementary Information 

 
This Supplementary Information Appendix is divided into nine sections:  In Section 1, 
thermodynamic arguments are used to compute the reversible potential for hydrogen production 
by electrochemical water splitting. Section 2 describes the carbonate chemistry in seawater, 
demonstrating an effectively 125 times larger carbon dioxide density than in the atmosphere. 
Section 3 discusses the thermodynamics and kinetics, and hence the general reactor conditions, 
for catalytic methanol production by the hydrogenation of carbon dioxide. In Section 4, an 
implementation model, including gas and liquid flow rates, power consumption and heat balance, 
is proposed for the integrated chemical systems of a solar methanol island complex. In Section 5, 
approximate values, based on published facility descriptions, are given for the capital cost of 
major components of a solar methanol island complex. Section 6 deals with the response to ocean 
waves of a floating torus, a plausible structural basis of a solar methanol island. Section 7 treats 
the issue of possible contamination, during carbon dioxide extraction, of the intake seawater by 
the nearby exhaust of CO2 depleted seawater. Section 8 provides the background geographical 
data used to specify feasible locations for solar methanol islands. Finally, Section 9 gives details 
of the calculations to analyze the effect of solar methanol island clusters on the global climate and 
presents projections for limiting the global temperature rise due to fossil fuel burning. 
 

1. The reversible potential for electrolysis 
 
The reversible potential for an electrochemical reaction, such as the water-splitting half-cell 
reactions, is determined by the Nernst equation:  
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where ΔG0=ΔH0-TΔS0 is the change in Gibb’s free energy associated with the reaction, n is the 
number of transferred electrons, F is the Faraday constant, R is the gas constant, T is the 
temperature in Kelvin, Q is the “reaction quotient”, the areact and aprod are the component activities 
on the reactant and product sides of the reaction, respectively, and the γ are the corresponding 
stoichiometric coefficients. We consider the anode oxygen evolution (OER) and the cathode 
hydrogen evolution (HER) reactions introduced in Eq. (2), for both of which n=2: 
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HER :  (cathode)
2H+ aq( )+ 2e− →H2 g( )
ΔGc = ΔH

H2 g( )
0⎡

⎣⎢
⎤
⎦⎥−T SH2 g( )

0⎡
⎣⎢

⎤
⎦⎥

Ec = −
ΔGc
2F

−
RT
2F

ln
a

H2 g( )

a
Hc
+ aq( )

2

⎡

⎣

⎢
⎢

⎤

⎦

⎥
⎥

 

 
The standard enthalpies of formation and standard entropies of the involved reagents are given in 
Table S1 [1]. At standard temperature and pressure (P=1 bar, T=298 K) the total reversible 
potential is ΔE0 = (ΔGa+	ΔGc)/2F	=	1.23	V.	
 
Table S1. Standard enthalpies of formation and entropies for the reagents involved in electrolytic 
water splitting [1]. 
 
 
 
 
 
 
 
 
 
 
To assess the reagent activities [2], we make the assumption that the water is an undiluted liquid 
and that the hydrogen and oxygen are ideal gases at the same pressure, equal to the total pressure 
minus the vapor pressure of water. We thus have: 
 

aH2O ≈1; aH2 g( ) ≡ aO2 g( ) =
P − pH2O
P0

; a
H+ =10− pH  

 
where P is the total pressure, and P0 is 1 bar. The reversible cell voltage may then be written:  
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An approximate expression, valid between 25 and 250o C, is [2]: 
 

pH2O bar( ) ≈ exp 37.04−6276 /T K( )−3.416lnT K( )⎡
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⎤
⎦  

 
Assuming, for the moment, a uniform acidity (pHc = pHa), we plot in Fig. S1 the resulting 
temperature and pressure dependence of the reversible cell voltage. The decrease in ΔEn with 

 ΔH0 
(kJ/mol) 

S0 
(J/mol K) 

H2O (l) -285.830 69.91 
H2 (g) 0 130.684 
O2 (g) 0 205.138 

(S3) 

(S4) 

(S5) 

(S6) 



increasing temperature implies more efficient operation of a heated electrolytic cell; commercial 
cells may run at 70o C. As the pressure is increased, ΔEn is seen to increase. In spite of this fact, 
cells may profitably be operated at elevated pressure a) because the gas bubbles in the electrolyte 
are then smaller, yielding improved water transport and lower electrical resistance, b) because the 
fraction of water vapor in the produced gases is reduced, thus reducing the amount of (possibly 
desalinated) feedwater required and simplifying the hydrogen extraction and c) because for 
storage or subsequent use, one often wants high-pressure hydrogen, and less energy is required to 
compress the incoming liquid water than to compress the outgoing hydrogen gas. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. S1. Dependence of the reversible potential for electrochemical water splitting on temperature 
and pressure, from the Nernst equation (Eq (S5)). It is assumed that the electrolyte is pure water 
and that the produced gases are ideal. Note the increase in boiling temperature with pressure. 
 
 
The cell acidity will typically not be uniform: H+ production at the anode and consumption at the 
cathode will generally imply that pHc > pHa, and the last term in Eq. (S5) adds an overpotential 
contribution to ΔEn of 59 mV per unit of pH difference. 

 
It should be noted that from a purely thermodynamic standpoint, if one operates an electrolytic 
cell at or just above a potential of ΔEn, heat must be supplied in order to maintain a constant 
temperature. The energy required to drive the total electrolytic reaction is ΔH0=	ΔG0+TΔS0. When 
the cell is operated at ΔEn = ΔG0/nF (= 1.23 V at standard temperature and pressure, STP), the 
energy ΔG0 is supplied as electrical work, and TΔS0 must be supplied as heat. On the other hand, 
if one increases the operating potential to the “thermoneutral” voltage, ΔEth = ΔH0/nF (= 1.48 V at 
STP), then the cell operates adiabatically, implying that heat is neither produced nor required. 
Operation above ΔEth produces waste heat. 
 
 
 
 



2. Carbonate chemistry in seawater 
 
The present partial pressure of CO2 in the atmosphere, CO2 g( ) , is approximately 

pCO2 ≈ 400 ×10
−6  bar, corresponding to a density of 0.00079 kg CO2 per m3 air. The effective 

density of CO2 in seawater, the so-called “dissolved inorganic carbon” (DIC), is much higher. 
According to Henry’s Law, CO2 from the atmosphere dissolves at a concentration [CO2 (aq)], 
which is proportional to pCO2 , and it reversibly reacts with water to form bicarbonate and 

carbonate ions, at the respective concentrations HCO3
−⎡
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⎤
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reactions describing the equilibria of these species are: 
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where the equilibrium constants, for a temperature of 25o C and a salinity S = 35 g/kg, have the 
values [3]: 
 

K0 = 0.02839 mol/L bar  (Henry's law constant)
K1

∗ =1.3921×10−6  mol/L  (1st  acid dissociation constant)
K2

∗ =1.1887×10−9  mol/L  (2nd  acid dissociation constant)

 

 
At a pH of 8.1, 94% of the DIC in seawater is in the form of bicarbonate (see Fig. 2a). The 
equilibrium DIC concentration can be expressed: 
 

DIC = CO2 aq( )⎡
⎣

⎤
⎦+ HCO3

−⎡
⎣

⎤
⎦+ CO3

2−⎡
⎣

⎤
⎦

= K0 pCO2 1+
K1

∗

H+⎡
⎣

⎤
⎦
+
K1

∗K2
∗

H+⎡
⎣

⎤
⎦
2

⎛

⎝

⎜
⎜
⎜

⎞

⎠

⎟
⎟
⎟

 

 
which, with a seawater pH of 8.1, yields 2.2 mmol/L, corresponding to an effective density of 
0.099 kg CO2/m3, i.e., a factor 125 larger than the CO2 density in air. 
 
The time constants for the establishment of CO2 equilibrium between the atmosphere and surface 
ocean waters and among the three forms of dissolved carbon in surface ocean waters are a few 
months to a few years [4] and tens of seconds [5], respectively. This atmosphere/seawater 
equilibrium is demonstrated by the simultaneous measurements of CO2(g)⎡⎣ ⎤⎦  and CO2(aq)⎡⎣ ⎤⎦  

by the Hawaiian ALOHA Station [6] (Fig. S2). 

(S7) 

(S8) 

(S9) 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. S2. Simultaneous measurements of atmospheric (red) and surface seawater (blue) CO2 
concentrations and the seawater pH near Hawaii [6]. The seawater concentration is expressed, 
assuming Henry’s Law equilibrium, as an effective atmospheric partial pressure. Seasonal 
variations in [CO2 (g)] and [CO2 (aq)], due to varying temperature and photosynthetic activity, 
are superimposed on a steady parallel increase. Used with open access from PNAS. 

 

Thermodynamics and kinetics of methanol production 

Thermodynamics predicts the “equilibrium” fate of a chemical reaction, i.e., after an infinite 
elapsed time at a constant temperature and pressure. For the production of methanol by the 
hydrogenation of carbon dioxide, the three reactions of interest are shown in Fig. S3. Reaction 2 
is known as the “reverse water gas shift” (RWGS) reaction. 
 
 
 
 
 
 
 
 
 
Fig. S3. The three chemical reactions, which determine the thermodynamics of CO2 
hydrogenation to form methanol. The corresponding enthalpy changes ΔHi are indicated. 
Note that the reactions are coupled, such ΔH1+ΔH2= ΔH3. Reaction 2 is known as the 
“reverse water gas shift” (RWGS) reaction. 



The change ΔGi (T) in Gibbs free energy determines the equilibrium rate constant Ki
eq  for 

reaction i, which, in turn is equal to the corresponding „reaction quotient“. Treating all the 
reactants and products as ideal gases, we arrive at the expressions in Eq. (S10) for the equilibrium 
molar numbers Nj. Ntot is the total of all 5 species, R is the gas constant, and experimental values 
for the constants a and b are given in the first 3 rows of Table S2. Because the reactions are 
coupled, we have K1

eq ×K2
eq = K3

eq .  
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Table S2. The “Arrhenius” constants for the equilibrium and kinetic rates pertinent to the 
hydrogenation of CO2 to methanol [7]. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
We solve for the temperature and pressure dependent equilibrium conversion of CO2 to methanol, 
assuming an initial condition of NCO2

0 moles of CO2 and SN +1( )NCO0 moles of H2. Here SN is 

the so-called “stoichiometry number”, defined as SN ≡ NH2
0 − NCO2

0( ) / NCO0 + NCO2
0( ) . We assume 

NCO
0 = 0 . In terms of ξi,	the “degree of completion” for the reactions 2 and 3, we can write: 

 

(S10) 



NCO = ξ2NCO2
0

NCO2 = 1−ξ2 −ξ3( )NCO2
0

NH2 = SN +1−ξ2 −3ξ3( )NCO2
0

NH2O = ξ2 +ξ3( )NCO2
0

NCH3OH = ξ3NCO2
0

Ntot = NCO + NCO2 + NH2 + NH2O + NCH3OH = SN + 2− 2ξ3( )NCO2
0

 

 
We insert these expressions into Eq. (S10), which we numerically solve (with SN equal to the 
ideal value 2) for ξ2 and ξ3, to obtain the equilibrium degree of conversion ξ3 of CO2 to methanol, 
which is plotted in the lower part of Fig. 3b. From this plot, we note that a) since the number of 
moles in reaction 3 decreases (from 4 to 2), methanol production is enhanced at elevated pressure, 
and b) at high temperatures, the endothermic RWGS, reaction 2, competes with the 
hydrogenation reaction 3, thus limiting methanol production. 
 
The presence of a catalyst cannot change the equilibrium concentration of reactants and products, 
but the rates of reaction, including those of the intermediate steps, now become temperature 
activated. The kinetics of CO2 hydrogenation to methanol, in the presence of a Cu/ZnO/Al2O3 
catalyst, have been treated by several authors [7,8]. In order to simulate the practically attainable 
degree of CO2 conversion, a model must be assumed for the catalytic reactor: Among the simplest 
is the 1-dimensional “plug flow reactor” (PFR) [9], in which the chemical reactions proceed as 
the reactants and products move along tubes of constant cross-section, which are packed with 
porous catalyst, with a constant rate of mass flow. We make the further simplifying assumptions 
of constant temperature and pressure along the reactor, and we again treat all species as ideal 
gases. 
 
According to Ref [7], for realistic assumptions regarding rate-limiting steps, the partial-pressure 
dependent rates for reactions 1-3 in Fig. S2 and the resulting rates of component creation 
(represented by a vector R), in moles per second per kg of catalyst, can be written: 
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Note that the various reaction rates, k and K, again have the Arrhenius form (Eq. (S10)) with a 
and b values given in Table S2. The PFR computation strategy, outlined in Fig. S4, transforms 
the input molar flow rate vector Nin  into the output vector Nout . P is the pressure in bar, m  is 

(S11) 

(S12) 



the (constant) mass flow rate, and the vector m  specifies the component molecular weights. The 
parameter vflow gives the input gas flow velocity, and the reactor geometry is defined by the total 
tube area Atubes = ntubes x π(dtube/2)2, where ntubes is the number of parallel tubes, each with diameter 
dtube and length Ltube. The effective catalyst density is ρcatalyst. For the solid curves shown in the 
upper part of Fig. 3b, the following parameter values were used: vflow = 0.05 m/s, ntubes = 11’000, 
dtube = 2 cm, Ltube = 3 m, ρcatalyst = 1170 kg/m3 and SN=2. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. S4. Computation scheme for (single-pass) methanol production in a simplified plug flow 
reactor (PFR). The 5 components of the vectors N, p,m and R  (molar flow rate, partial 
pressure, molecular weight and component creation rate) correspond to the chemical species: CO, 
CO2, H2, H2O and CH3OH. With fixed input molar flows Nin , determination of the output flows 
Nout  is performed by the numerical integration of the PFR equations over the length Ltube of the 

reactor tubes. 
 
Since the CO2 to methanol conversion in a single-pass PFR cannot exceed the equilibrium value 
from thermodynamics (see Fig. 3b), a practical reactor uses multi-pass “looping”; the 
corresponding computation scheme is shown in Fig. S5. One begins with a “make-up-gas” 
(MUG), which, together with the “recycle” flow, forms the PFR input. The output from the PFR 
then undergoes a separation, where the “product” components, water and methanol, are removed. 
In order to control the looping factor f, a fraction b of the remaining separated flow is purged, and 
the unpurged fraction is recycled. In the computation, for particular values of T, P and f, the 
recycled component flows (CO, CO2 and H2) and the purge fraction b are varied until self-
consistency is achieved and the total recycled molar flow equals f times the total make-up flow. 
For the dashed looped reactor curves in Fig. 3b, a make-up flow with only CO2 and H2, with 
SN=2.02, is assumed, and f is taken to be 4. The other reactor parameters are the same as for the 
single-pass case. The looped reactor achieves a much higher CO2 conversion than the single pass, 
at the expense of additional work for product separation and gas recycling. 



 
 
 
 
 
 
 
 
 
 
 
 
Fig. S5. Computation scheme for the looped plug flow reactor, including product separation 
(removal of H2O and CH3OH from the reactor output stream), a variable purge factor b, and an 
effective looping factor f. The input and output molar flows to and from the reactor, Nin and  
Nout , are related by the PFR dynamics outlined in Fig. S4. For this looped case, with specified 

initial “make up gas” molar flows NMUG and looping factor f, the recycled molar flows Nrecycle

and the purge factor b are determined by requiring self-consistency. 
 

4. Proposed implementation model of a solar methanol island facility 
 
In order to lend substance to the operational parameters presented in the main text for a solar 
methanol island facility, we propose the physical implementation model shown in Fig. S6. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. S6. Proposed implementation model for the operation of the solar methanol island facility 
described in the main text. Hourly gas and liquid mass flow rates are shown, as well as important 
operating temperatures and pressures. Electrical and thermal energy inputs are shown in bold red 
typeface, and thermal energy outputs are shown in bold violet typeface, with the recaptured 
amount shown in parentheses. 



The model is based on published subsystem specifications [10-13] and is simulated using the 
software Apsen Hysis [14]. It functions as follows: Filtered seawater enters a reverse-osmosis 
unit, yielding desalinated water for hydrogen production by alkaline electrolysis. A much larger 
flow of seawater undergoes CO2 extraction by membrane electrodialysis and vacuum separation. 
After compression, the H2 and CO2 enter a looped methanol synthesis reactor. The exothermic 
heat from the catalytic reaction is recaptured in the form of steam. Water and methanol products 
from the reactor pass two heat exchangers and are separated from the unreacted H2, CO2 and CO, 
which are pressurized for re-introduction to the reactor. Methanol is separated from the 
water/methanol mixture in a distillation column, which is heated by a reboiler. Finally, the liquid 
methanol product is kept in a storage tank for later ship transportation to the mainland.  
 
Once the H2 has been supplied, e.g., by energy intensive electrolysis, the reaction of CO2 and H2 
to form MeOH is an exothermic process. An analysis of the thermal behavior of the chemical 
processes in Fig. S6 is based on the heat streams (heat flow from the temperature Tstart to the 
temperature Ttarget) shown in Table S3. Nine of these are “hot” streams, which require cooling: the 
highest temperature stream, nr. 10, is the (H2) purge combustion, stream nr. 6 is the heat from the 
catalytic reactor, streams 1-5 arise from the compressor intercoolers, stream 7 is the effluent 
cooling, and the lowest temperature stream, nr. 9, represents the column condensor. The only cold 
stream in the model, nr. 8, is associated with the column reboiler. Following standard procedure 
[15], the streams can be combined into the hot and cold “composite curves”, shown in Fig. S7. 
From these curves, it can be deduced that: a) no external heating is required of the cold stream, 
beyond that produced by the exothermal processes, b) a total of 1811 kWth is recovered from the 
hot stream, and c) 3625 kWth of hot stream waste heat requires external cooling, e.g., by locally 
abundant seawater. The closest approach of the hot and cold composite curves, at the so-called 
“pinch point”, defines the (reasonable) minimum heat exchanger temperature difference ΔTmin = 
18 oC. 
 
 
Table S3. The hot (positive) and cold (negative) heat streams corresponding to the Apsen Hysis 
implementation model proposed in Fig. S6. 
 

stream Tstart 
[oC] 

Ttarget 
[oC] 

heat flow  
[kWth] 

origin 

1 150 50 67 CO2 compression 
2 88 50 74 H2 / CO2 compression 
3 184 50 284 H2 / CO2 compression 
4 200 50 296 H2 / CO2 compression 
5 196 50 291 H2 / CO2 compression 
6 251 250 520 reactor steam 
7 144 53 1773 condense MeOH / H2O 
8 102 103 -1811 column reboiler 
9 26 25 1771 column condenser 
10 510 360 360 purge combustion 

 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. S7. The hot and cold “composite curves” [15] corresponding to the streams of chemical 
processes in the implementation model in Fig. S6 and Table S3. Note that 1811 kWth of heat flow 
is recovered from the hot flows to the cold flow and that 3625 kWth of waste heat must be 
removed by seawater cooling. The miminum temperature difference ΔTmin at the “pinch point” 
determines the dimensions of the heat exchanger. 
 
 
Some further notes on the proposed model: 1) For a 100% efficient pump, 1.0 MW of (electrical) 
power is required to raise 41’000 tons/hr of seawater to a height (“static head”) of 9.1 m, 
corresponding to the pressure difference ΔP = (1 bar – 10 kPa). To put this input seawater flow 
into perspective, we note that the Ashkelon reverse osmosis desalination plant in Israel processes 
an input seawater flow of approximately 23’000 tons/hr. 2) The purge gas flow in the catalytic 
reactor loop consists of 90 molar % hydrogen, and the final methanol output flow is 96.6% pure. 
3) Virtually 100% of the carbon in the CO2 extracted from the seawater is incorporated into the 
product methanol.  
 

5. Approximate capital cost items for a solar methanol island complex  
 
As discussed in the main text, assessing the capital cost of a solar methanol island complex (SMI) 
is at present highly uncertain, due to open design questions. In Table S3, the published costs of 
relevant subsystems are scaled to reflect the capacities pertinent to the SMI operation presented in 
the main text.  
 
It is predicted that in the year 2025, the efficiency and cost of commercial crystalline Si PV 
modules will be 21% and $0.21/Wpeak, respectively [16]. Since Wpeak refers to an illumination 
intensity of 1000 W/m2, with an assumed average incoming intensity of 200 W/m2, and 
neglecting small inefficiencies due to temperature effects, soiling and electrical losses, our 
effective module cost will then be $1.05/Wave.  
 



Table S3. Capital cost items for a solar methanol island (SMI) facility. Published costs are scaled 
to correspond to our capacity requirements using the “six tenths exponent” rule [19]. The 
unknown costs for seawater pretreatment and the floating island structures are not included. 
 
item ref literature capacity lit. cost SMI 

capacity 
factor SMI 

cost 
PV modules [16]  $0.21 /Wpeak 

= $1.05 /Wave 
24 MWave 24 x 106 25.2M$ 

RO 
desalination 

[17] 500’000 G/day 
= 78.9 m3/hr 

7M$ 3 m3/hr (0.038)0.85 
= 0.06 

0.4M$ 

electrolytic 
H2 production 

[18] 50’000 kg/day H2 
= 2080 kg/hr 

50M$ 345 kg/hr (0.166)0.6 
= 0.34 

17M$ 

ED CO2 
extraction 

[12] 20 kmol/hr CO2 
= 880 kg/hr 

11.5M$ 2400 kg/hr (2.73)0.6 
= 1.8 

21M$ 

catalytic 
reactor 

[13] 2700 t/day CH3OH 
= 112 t/hr 

1610MNOK 
= 198M$ 

1.77 t/hr (0.0158)0.6 
= 0.083 

16.4M$ 

sum      80M$ 
 
 
To scale the published costs of the other items in the table, the so-called “rule of six tenths” is 
used, whereby the capital cost of a chemical system is proportional to the system capacity raised 
to the power of 0.6 [19]. An exception is the reverse osmosis desalination equipment, for which 
the cost/capacity scaling factor exponent is taken to be 0.85, in accordance with published data 
[17]. The cost of electrolytic H2 production is based on the “central plant” scenario evaluated by 
NREL [18]. The literature cost of a 20 kmol/day electrodiaylsis plant for CO2 extraction from 
seawater is taken from the supplementary information of Ref. [12]: Because the chemical 
processing plant of a solar methanol island facility is located close to sea level, as discussed by 
these authors, the heavy pumping equipment required by a shore-based facility is not required. 
The literature capital expense for the catalytic reactor is taken as the sum of equipment module 
costs for a large commercial facility [13]. 
 
Due to uncertain design issues, the capital cost of the floating island structure is missing from 
Table S3. As discussed in the main text and in the following SI Appendix section, the structure 
could be based on one or more toroidal floater rings, such as those commonly used in fish farms. 
The capital cost of such installations is discussed in Ref. [20]. 
 
Also missing from Table S3 is the equipment cost for pretreating the seawater flows prior to 
reverse-osmosis (RO) desalination and electrolytic water splitting and for the electrodialysis (ED) 
extraction of CO2. It is known from reverse-osmosis desalination installations that such 
pretreatment is necessary to mitigate membrane fouling by a) particulate and colloidal matter, b) 
organic species, c) inorganic species (scaling) and d) adhesion and growth of bacterial films (bio-
fouling) [21]. For our relatively small RO flow (6 ton/hr), conventional anti-fouling procedures 
should suffice. More problematic is the much larger ED flow (41’000 ton/hr), which may require 
a novel, highly cost-efficient method. It should be noted that, in general, anti-fouling pretreatment 
for ED is generally considered to be simpler and less expensive than for high-pressure RO [22]. 
 
 
 



6. Wave-induced vertical motion and loads of a free-floating elastic torus 
 
In analogy with marine fish farms, we take the fundamental element of the floating island to be an 
elastic torus, and to discuss the problem of island dynamics, we consider a simplified linear 
theory for the vertical (out-of-plane) torus motions [23].  
 
The large torus radius is R, the small radius is r, the wall thickness is tw << r, and the draft is 
taken equal to r. (See Fig. S8.) The material, typically HDPE, has an elastic modulus E. The mass 
per unit length is µ = πr2ρ / 2 , where ρ	 is	 the	 density	 of	 water,	 and	 the	 second	moment	 of	
cross	sectional	area	is	 I ≈ πr3tw .	Further,	we	assume	an	infinite	water	depth,	zero	current	
velocity,	regular	sinusoidal	 incoming	gravity	waves	ς = iς a expi kx −ωt( )with	a	wavelength	
λ = 2π / k = 2πg /ω 2 >> r 	(g	is	the	acceleration	due	to	gravity)	and	small	wave	steepness	(λ	
>>	ζa).	The	linear	theory	applies	to	low-frequency	body	motions,	which	are	small	compared	
to	the	incoming	wave	amplitude.	
	
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. S8. The dimensions (major and minor torus radii, R and r, and wall thickness tw) and 
coordinates of the floating elastic torus, as seen on a large scale from above (left) and on a 
smaller scale, from the side, of a cross section of the torus (right). Note that the draft is chosen to 
be equal to the minor torus radius r. The seawater density is ρ. The incoming sinusoidal waves 
move along the positive x-direction. 
 
The	 approximate	 linear	 theory	 proceeds	 as	 follows:	 The	Bernoulli	 Euler	 type	 equation	 of	
motion	for	the	vertical	deformation	w(β)	(β is the azimuthal angle around the large radius R),	
Eq.	 (S13),	has	on	 the	 left	 an	 inertial	 term,	a	 term	due	 to	 the	 change	 in	buoyancy	and	 two	
terms	arising	from	the	elastic	response	of	a	curved	body:	
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A harmonic oscillating modal decomposition, with relative mode amplitudes Hn, is assumed for 
w: 

w = wn
n=0

∞

∑ = ς a Hn cos nβ( )
n=0

∞

∑ exp −iωt( )  (S14) 
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The two force terms on the right of Eq. (S13) treat the effects, on the one hand, of the motion of 
adjacent water induced by a forced torus motion in the absence of external waves (“added mass” 
and “wave radiation damping”), and, on the other hand, of the of the dynamic pressure exerted by 
the incoming waves. In the evaluation, use is made of the simplifying “slender body” 
approximation (r<<R). We treat the mode-specific added mass per unit length in the limit of 
ω → 0 : 
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Furthermore, the damping coefficient is also assumed to be frequency-independent, and following 
Ref. [24], we take it to be a fraction p=0.03 of the value for critical damping of mode n=0: 
 

b = 2p 2rρg µ + a0( )  

 
The resulting equations of motion for the mode deflections are [23]: 
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where the Jn are Bessel functions of the first kind. Assuming the harmonic time dependence of 
Eq. (S14) for the lowest 3 deflection modes, “heave” (n=0, a uniform vertical displacement), 
“pitch” (n=1, a rigid-body rotation about a horizontal axis perpendicular to the incoming wave 
direction) and “bend” (n=2, the fundamental flexural mode), these equations yield, for the relative 
modal amplitudes and the resonance frequencies: 
 

(S16) 
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For our typical island parameters (2R=100 m, r=1.1 m, tw=0.1 m, E=109 Pa), μ is equal to 9.8 t/m, 
implying a total loaded island mass of 600 t (corresponding to an areal loading of 75 kg/m2), and 
we obtain the added masses and resonance frequencies in Table S4. 
 
 
Table S4. Added mass coefficients αn, normalized by the linear mass density µ of the torus, and 
the modal resonant frequencies ωn, computed from a linear theory, for the lowest three torus 
deflection modes, n=0,1,2. 
 

 an/μ ωn/2π 
n=0 4.9 0.22 Hz 
n =1 3.3 0.26 Hz 
n =2 2.7 0.28 Hz 

 
 
We denote by h(β) the absolute value of the maximum difference between the torus deformation 
w(β) and the water surface ζ(x=Rcosβ). In Fig. 4b, we plot h(±π/2) divided by the incoming wave 
amplitude ζa, for the combined lowest three deflection modes, as a function of the wavelength of 
the incoming waves. (Note that at this “lateral” position β=±π/2, the pitch mode n=1 makes no 
contribution.) The red curve in the Figure shows the results for the torus dimensions: 2R=100 m, 
r=1.1 m and tw=0.1 m. Also shown are curves for 2R=50 m and 2R=200 m, where the r value has 
been scaled such that mass per island area is constant (75 kg/m2, note that the areal mass density 
of typical PV modules is 10-20 kg/m2 [25]), and the torus draft is equal to r. Furthermore, the 
wall thickness tw is maintained as a constant fraction of r. The overlap of the deformation 
resonances with a typical wave spectrum (magenta curve in Fig. 4b) places important limitations 
on the island geometry. 
 
To help quantify these limitations, we compute the root-mean-square value hrms of h(π/2) with 
respect to the wave spectrum. The spectrum for a fully-developed sea, cited in Ref. [26] has the 
form: 
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with typical most probable values (in the North Atlantic and North Pacific) of the significant 
wave height H1/3 and the mean wave period T1 of 5 m and 9.6 s, respectively, corresponding to a 
“sea state 6” (see Ref. [26]). The significant wave height, H1/3, is the mean trough-to-crest 
distance of the one third highest waves and is approximately equal to four times the square root of 
the zeroth order moment of S(ω). The mean wave period is defined as T1 ≡ 2π / ω . Note that 
gravity waves obey the dispersion relation k=ω2/g. Following the procedure in Chapter 3 of Ref. 
[26], we compute hrms as follows: 
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Figure S9 shows resulting values of h(π/2)rms, normalized by the significant wave height H1/3, as a 
function of the mean wave period T1 and for various values of the island diameter 2R, where for 
each value, the dimensions r and tw have been scaled as previously described. This plot indicates 
how high stochastic waves will reach above the center of the deformed torus at β=±π/2. We see 
that island diameters 2R≈50-100 m both avoid the resonant peak at short periods and take 
advantage of the asymptotic decrease at large periods. For the case of the North Sea [26], T1 
ranges from 15 to 20 s in extreme weather conditions and is seldom below 4 s.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. S9. The root-mean-square difference hrms between the wavy water surface and the torus 
deformation, weighted by a fully-developed wave spectrum and normalized by the significant 
wave height H1/3, as a function of the mean wave period T1 and the main torus diameter 2R. Only 
the lowest 3 deformation modes are included in the calculations, according to the simple linear 
theory, and the torus dimensions r and tw are scaled with 2R to maintain a constant island areal 
mass density (75 kg/m2) and a 50% draft (i.e., equal to r). 

(S20) 



In the above analysis, we have ignored forces due to mooring lines, but we note that the fish 
farms are designed to accommodate tidal or ocean currents, with velocities optimally in the range 
0.1-0.5 m/s (i.e., much higher than we require – see the following Section), which serve to 
disperse organic wastes [27]. 
 

7. Return flow of CO2-depleted seawater 
 
The solar methanol island facility we envisage removes a large fraction of the dissolved CO2 
from 11 m3 seawater per second, which may effectively deplete the vicinity of CO2. How quickly 
will it be replenished by physio-chemical processes? The time constant for local replenishment 
from the atmosphere, in the range of months to years, is too slow. Also too slow is the molecular 
diffusion of CO2 in water, with a diffusion constant [28] of Dmol ≈ 10-9 m2/s. Random motions 
from turbulent and shear flow lead to dispersive effects in the ocean [29], which effectively 
enhance diffusion (Ddisp ≈ 10-4 m2/s), but this is still too slow to significantly replenish the CO2 
near a solar methanol island facility: As will be shown, without a background flow velocity, the 
required time for a fluid particle to move from a CO2-depleted source (exhaust) to a 500 m distant 
non-depleted sink (intake) is approximately τ0 = 0.2 yr. The corresponding one-dimensional 
diffusion/dispersion length 2(Ddispτ0)1/2 is 50 m. 
 
In the presence of a uniform background flow (with velocity v0), the resulting motion of dissolved 
species is described by advective transport (see Fig. S10a). The relative importance of advective 
and dispersive transport is expressed by the Percet number P = v0h /Ddisp ; for a water depth h = 
300 m and typical oceanic flow velocities > 1 cm/s, P >>1, and dispersion can be neglected. 
 
Ignoring dispersive effects, and assuming a water depth h which is small compared to the distance 
2a between seawater source and seawater sink, the flow pattern is a problem in 2d potential flow. 
Grove, et al [30] have analyzed the case of a point source and a point sink, obtaining expressions 
for the returning fraction from (depleted) source to sink, as a function of the dimensionless 
parameter Qflow/(hav0) and the angle α between the sink-to-source vector and the v0 flow direction. 
For incompressible flow in two dimensions, the analysis is based on the stream function, which, 
for a sink at (x=-a, y=0) and a source at (x=+a, y=0) is given by: 
 

ψ x, y( ) = −v0 ycosα − xsinα( )+ Qflow

2πh
tan−1 2ay

a2 − x2 − y2
 

 
This function has the properties a) that the local flow velocity is given by  
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and b) that the flow streamlines follow the equipotentials of Ψ. We note that along the x-axis and 
for the case of zero advective flow (v0=0), v = x̂Qflow /πha 1− x

2 / a2( ) , and hence the time 

required for a fluid particle to move along the shortest path from source to sink is τ0 = 
4πha2/(3Qflow). 
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Fig. S10. The source-to-sink flow, from the CO2-depleted outflow to the seawater intake of a 
solar methanol island facility. a) Simulated equilibrium flow and concentration patterns, 
assuming 2d potential flow [30] in water of depth h, near a source (upper singularity) and a sink 
(lower singularity), each with a volume flow rate Qflow,. The orientation angle α is the angle 
between the vector from sink to source and a background advective flow velocity v0 (from left to 
right, in the figures). Seawater with the normal CO2 concentration and CO2-depleted seawater are 
shown in blue and red, respectively. The plots are for Qflow/hav0 = 3, where 2a is the relative 
source-sink distance. b) The source–to-sink returning fraction as a function of the advective flow 
velocity v0, and averaged over the orientation angle α. The dashed red curve is from the 2d 
potential flow theory, with water depth h=300 m, and the solid red curve is from 3d calculations, 
with point source and point sink, both at the water surface, and again with h=300 m, using the 
program package MODFLOW [31]. The magenta point is a 3d calculation, with h=300 m, which 
uses the package M3TDMS [32] to account for random dispersive water motion with an effective 
diffusion constant Ddisp = 10-4 m2/s. The blue curve is the result of numerical integration of the 3d 
potential flow, with point source and point sink at the surface and infinite water depth. We 
conclude: a) that there is quantitative agreement between the 2d and 3d models for h=300 m, b) 
that dispersive effects are negligible, c) that there is qualitative agreement between the h=300 m 
and h=infinity cases, and d) that contamination of the intake flow by returning CO2-depleted 
seawater is not a significant problem for a solar methanol island complex located in near-coastal 
or open-ocean marine locations, where v0 typically exceeds 20 cm/s. 
  



Using the flow pattern defined by Eqs. (S21, S22), Grove, et al. [30] determine, as a function the 
angle α, the fraction of Qflow which “returns” from source to sink (Fig. S10a). They find that for 
α=π	(source	directly	upstream	of	the	sink),	all	the	flow	from	the	source	is	captured	by	the	
sink,	and	for	α=0,	no	flow	is	returned	for	Qflow/(hav0) < π.	Otherwise,	the	intake	seawater	will	
be	partially	CO2	depleted.	With	the	red	dashed	curve	in	Figure	S10b,	we	show	the	fractional	
returned	 flow,	 averaged	 over	 the	 orientation	 angle	α,	 as	 a	 function	 of	 the	 advective	 flow	
velocity	 v0. We consider a water depth h=300 m and a source-sink distance 2a=500 m, which 
marginally satisfies the requirement for a 2d theory. For our seawater flow, Qflow=11 m3/s, we 
obtain τ0=0.2 yr.  
 
To assess the applicability of the analytical 2d advective flow model to our problem, we have 
performed several additional numerical calculations, the results of which are also shown in Fig. 
S10b. The case of a point source and a point sink at the surface of water with a depth of 300 m 
has been treated in a 3d calculation, using the MODFLOW software package [31], and the 
resulting angle-averaged returning fraction for Qflow=11 m/s and a=250 m, shown as a function of 
the advective velocity v0 by the solid red curve in Fig. S10b, is in good agreement with the 2d 
model. Furthermore, the effect of random turbulent and shear flow, with a dispersion constant 
Ddisp=10-4 m2/s, was calculated at v0=0.05 mm/s using the MT3DMS software package [32]; the 
good agreement between the result with dispersion (magenta point in Fig. S10b) and the 2d (and 
3d) calculations without dispersion demonstrates that its effect is weak. 
 
In addition, 3d calculations of the returning fraction from a surface point source to a surface point 
sink were performed for the case of infinite water depth by numerically integrating flow velocity 
trajectories. In three dimensions, the velocity field v r( ) is computed as the gradient of the 3d 
velocity potential: 
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A set of 121 initial trajectories, beginning near the source at point −ax̂  and with trajectory 
directions uniformly distributed over the lower half plane [33], were integrated to determine 
whether they lead to the sink, at point +ax̂ . In this way, the angle-averaged returning fraction 
(over 20 angle points) was computed as a function of the advective velocity (the blue curve in 
Fig. S10b); note that the general behavior is similar to that for the h=300 m cases.  
 
Finally, numerical 3d integration was used to determine an empirical relationship among the 
values of the parameters Qflow, v0 and a, which yield an angle-averaged (over the angle α) 
returning fraction of 10%: 
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⎤
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2
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Also found was an empirical relation for the average source-to-sink transit time τave of the 10% 
returning trajectories: 
 



τave s⎡⎣ ⎤⎦=
2.65 a m⎡⎣ ⎤⎦
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⎣
⎤
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                      (S25) 

 
For Qflow=11 m3/s and a=250 m, a 10% returning fraction thus implies an advective flow of v0=0.1 
mm/s, in agreement with the blue curve in Fig. S10b. Note that for the same value of Qflow and a 
much shorter source-sink distance, 2a=20m, the returning fraction is less than 10% for advective 
flows v0 greater than 64 mm/s, and since the average transit time at that advective flow is then τave 
= 241 s, the corresponding one-dimensional diffusion/dispersion length, 31 cm, is again much 
less than 2a. 
  
Near-coastal and open ocean currents generally exceed 20 cm/s [34], and parts of the Gulf Stream 
move at 2.5 m/s. With such large advective currents, for marine-based solar methanol island 
complexes, the returning fraction of CO2-depleted seawater will be much less than 10%.	 It	
should	be	noted	 that	 for	 the	much	 larger	 flow	 rates	 (Qflow	~	103-104	m3/s)	 and	 shallower	
water	depths	(h	<	100	m)	applicable	to	a	large,	shore-based	installation,	advective	velocities	
of	 v0	~3-30	 cm/s	may	 be	 required	 to	 avoid	 serious	 local	 CO2	 depletion.	 This	 could	 be	 an	
important	 argument	 favoring	 small,	 distributed,	 island-based	 methanol	 production	 units	
over	a	large,	shore-based	facility.	
	

8. Geographical locations for solar methanol islands 
 
As presented in the main text, the geographical limitations on placement of the solar methanol 
islands are: an ocean depth which allows mooring, a high average insolation, a limited maximum 
wave height and the absence of tropical hurricanes / cyclones. Figure 5a shows locations on a 
world map with ocean depth < 600 m, average insolation > 175 W/m2, 100 year maximum wave 
height < 7 m and an absence of hurricanes. The individual data sets used to generate this map are 
shown in Fig. S11: In the upper left, regions with ocean depths less than 600 m and between 600 
and 1200 m are shown in cyan and red, respectively, from data with 5 arc minute resolution 
provided by the US National Center for Atmospheric Research (NCAR) [35]. Average insolation 
data, shown in the upper right, were obtained with 1 degree resolution from the US National 
Aeronautics and Space Administration (NASA) [36]. NASA was also the source of the hurricane 
/ cyclone prone areas [37] shown in the lower left. Finally, 100 year maximum wave height data, 
in the lower right, was provided with 1.5 degree resolution by the Royal Netherlands 
Meteorological Institute [38].  
 
 
 



 
 
Fig. S11. The four data sets used to determine the feasible locations for solar methanol islands 
shown in Fig. 5a. Upper left: ocean depths less than 600 m (cyan) and between 600 and 1200 m 
(red), for mooring purposes [35]; upper right: average insolation [36]; lower left: hurricane / 
cyclone prone regions [37] (note their absence along the equator); lower right: 100 year 
maximum wave heights [38]. The red and blue color bars at the far right give the color scales, 
respectively, for the insolation (in W/m2) and for the 100 year wave height (in m). 
 
 
9. Effects of solar methanol islands on the global climate 
 
In the main text, it was assumed that without the introduction of solar methanol islands, the world 
will follow the “medium mitigation” Representative Concentration Pathway RCP4.5 [39]. This 
foresees a dramatic decline in fossil carbon emissions beginning in 2040 (see Fig. 5b). Model 
calculations were performed of the effects of additional emission avoidance from realization of 
solar methanol island facilities, beginning in the year 2025. Various values for a “first year” 
avoidance capacity, in GtC per year, were assumed, with a subsequent capacity doubling every 
3.4 years. Solar methanol island construction was assumed to cease when the net emission 
reaches zero. The calculations also predict the evolution of the average global temperature rise 
(see Fig. S12). Further projections of the calculations are summarized in Table S5. 
 
For these calculations, the Bern impulse response model describing the marine and terrestrial 
uptake of anthropogenic carbon and the response in global mean surface air temperature to a 
perturbation in radiative forcing was used [40,41], with inclusion of the effect on carbonate 
chemistry of sea surface warming, using a “CO2 fertilization factor” β = 0.287 and assuming an 
equilibrium temperature rise of 3o C for a doubling of the CO2 concentration. Radiative forcing by 
CO2 as shown in Figure 5b and non-CO2 forcing according to RCP4.5 are considered in the 
temperature projections. 
  



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. S12. The rise in average global temperature projected for the representative concentration 
pathway RCP4.5 and various scenarios for the introduction of solar methanol islands. The 
numbers give the assumed first year avoided fossil C emissions in the year 2025, and a 
subsequent doubling is assumed every 3.4 years, until the net emissions reach zero. Negative 
carbon emission, corresponding to carbon sequestration, is not considered. 
 
 
 
Table S5. Projections of the climate model calculations. “GTC/yr” refers to gigatons of avoided 
carbon emissions per year, and ΔT measures the average global temperature rise since the 
beginning of the industrial era. 
 
first year (2025) 

avoidance 
(GTC/yr) 

year of zero 
net emissions 

max. avoided  
emission 
(GTC/yr) 

ΔT in 
2100 (oC) 

ΔT in 
2150 (oC) 

ΔT in 
2200 (oC) 

0   2.9 3.3 3.4 
10-6 2100 4.9 2.9 3.0 3.0 
10-5 2089 4.8 2.8 2.9 3.0 
10-4 2078 5.5 2.7 2.9 2.9 
10-3 2069 8.0 2.6 2.8 2.8 
10-2 2059 10.1 2.5 2.6 2.6 
10-1 2048 11.3 2.3 2.4 2.5 
100 2037 11.1 2.1 2.2 2.3 
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