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S1. DFT Calculations 

S1.1. Simulation Details 

We optimized at a DFT level a 10 atoms R3c BiFeO3 (BFO) cell, the minimum size allowing the simulation of a 

G-type antiferromagnetic ordering. [1] PAW pseudopotentials [2] described the core electrons, while a plane-wave 

basis set the valence. The exchange-correlation was approximated by the PBESol functional. [3] A Hubbard 

correction of 2 eV was applied to Fe atoms to catch the proper localization of the f-orbitals. [4] We set the energy 

cut-offs of 100 Ry (wave function) and 800 Ry (charge density) and a k-point grid of 8 x 8 x 8, including the Γ-

point. 

We replicated the optimized R3c cell to generate the hexagonal supercell constituted by 60 atoms and 

represented in Fig. S1 (left), for which we run a DFT wavefunction optimization. We set the energy cut-offs of 150 

Ry (wave function) and 3500 Ry (charge density) and a k-point grid of 8 x 5 x 3, including the Γ-point. The high 

cutoff value was chosen to obtain a precise, high-density numerical grid for the calculated charge density.  

All calculations were run using Quantum ESPRESSO (QE) code. [5,6] 

 

 
 

Figure S1 Left: the system simulated with QE code. Color code for the atom kind: Purple=Bi, Orange=Fe, Red=O. Arrows 

indicate the collinear spin configuration simulated. Rectangular Cell (Å): a=9.66, b=5.58, c=13.86. Right: 3D Electron 

Localization Function (ELF) from QE calculation. Isovalue=0.4. In green, the signal of the lone pair for the central Bi atom is 

highlighted. The system is oriented along the pseudo-cubic [001] zone axis (corresponding to the [4 2 -1] of the R3c structure). 
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S1.2. The Electronic Structure Description 

The electron localization function (ELF) gives insight on the electron lone-pair present at the Bi sites, 

responsible for the non-centrosymmetric BFO structure and hence for its ferroelectricity. In agreement with previous 

studies, [7] this electronic feature of the system is properly described by the QE-calculation, although it is not visible 

in the charge density plot and the electrostatic potential (Fig. S1, right). 

 

S1.3. From Pseudopotential Calculations to All-Electron Electrostatic Potential 

QE calculation gives rise to an electrostatic potential that does not properly describe the core-electrons, because 

of the use of pseudopotentials. In this work, a correct description of the core-region must be taken into account, 

because of its role in the scattering process. Starting from the valence charge density, QE can reconstruct the all-

electron charge density, using information contained in the PAW pseudopotential (plot_num=21 for pp.x input). We 

calculated this charge density on a real-space 200x360x500 grid. The core-electron charge density was not 

accurately represented due to the use of the finite grid. For this reason, we normalized it in the grid points around 

nuclei to obtain the correct integrated total charge. This was done by investigating the grid points corresponding to 

the position of the nuclei of the element, filtering out the anomalous values (differing more than 1 standard 

deviation) and setting the values to the mean. This procedure resulted in a total integrated charge off by only 0.3%, 

which we fixed by a global scaling. 

In order to obtain the total electrostatic potential due to nuclei and the obtained electronic charge from QE, we 

employed the method of Ewald summation. [8] The potential due to nuclear charge was calculated in real space. The 

nuclear charge was represented by a Gaussian charge with σ=0.003 a.u. which is compatible with the IAM potential 

cutoffs and produces an equivalent nuclear apex value for the final potential. The screening Gaussian charge used in 

Ewald was chosen according to the minimum image convention to have σ=1.0 a.u. The potential due to the 

electronic charge (and the screening Gaussians) was calculated by numerically solving the Poisson equation via fast 

Fourier transforms. The final potential was shifted such that the lowest value in the unit cell was zero. 

To obtain the projected potential, we first rotated the 3D total electrostatic potential to the correct orientation via 

trilinear interpolation. To reduce the inaccuracies caused by the finite real-space grid, we symmetrized the potential 

in a sphere of radius 0.20 Å around each nucleus and averaged this region for nuclei of the same kind (such that each 

nucleus of the same element has the same symmetric potential in a sphere of 0.20 Å). This happens so close to the 

nucleus that it does not affect the valence electrons or the region where the lone pair is located. Finally, the potential 

was projected on slices each containing one atomic layer. 

The numerical tools to perform the potential calculation with Ewald and the rotation, symmetrization, and 

projection are included with the publication. 
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S2. Specimen tilt in IAM multislice simulations 

 
Figure S2. (a) BiFeO3 crystal structure used for the generation of the projected potential in the IAM multislice simulations 

viewed along the [001]P direction. (b,c) Crystal structure viewed along the [1-10]P direction, before and after the application of a 

crystal rotation. The structure in (c) has been rotated by 2° to enhance the visibility of the tilted condition. 
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Fig. S3. The thickness and defocus series of DPC-STEM signals for different polarization values (P=0, 40, 60, 80, 100 μC cm-2). 

The thickness and defocus ranges are the same for each plot. (a), (b) Differential signals, (c) DPC amplitude, (d) vector plot. The 

HSV color wheel gives the direction and intensity of the electric field for the vector plot.  
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Fig. S4. The thickness and defocus series of DPC-STEM signals for different tilt angles (t = 0, 0.6, 1.2, 1.8, 2.4, 3.0, 3.6 mrad). 

The thickness and defocus ranges are the same for each plot. (a), (b) Differential signals, (c) DPC amplitude, (d) vector plot. The 

HSV color wheel gives the direction and intensity of the electric field for the vector plot. 

 

 

 

 

 

Fig. S5. (a) High-resolution DPC-STEM amplitude of BiFeO3 structure with thickness z = 20.54 nm and defocus Δf = -174 Å. In 

order to properly capture the fine details due to the microscopic dipole, the simulation was performed setting the real space 

resolution to 0.06 Å/pixel. (b) Equalized image showing the very small contribution of the unit cell dipole on the electric field of 

the Bi column. (c) Scheme of the BiFeO3 structure and sketch of the electric dipole. The plus and minus signs are plotted on the 

positions of the positive and negative center of charges, respectively. 
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