Novel Electro-optic Components for Integrated Photonic Neural Networks
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Abstract:
We demonstrate PIC-based non-volatile optical synaptic elements, an essential building block in large non-von Neumann circuits realized in integrated photonics. The impact of non-idealities on the performance of a photonic recurrent neural networks is evaluated. © 2020 The Author(s)

1. Computing with photonic circuits
Integrated photonic circuits efficiently combine multiple optical functions on a single physical platform, such as guiding, modulating, splitting, or detection of light. The integration of these functions removes barriers for designing and realizing large optical circuits, as present when using discrete components like bulky lenses or mirrors in tabletop optical networks. With the rise of silicon photonics, integrated photonic circuits (PICs) are becoming increasingly large and highly functional, eventually allowing unprecedented concepts of photonic computing. Examples are integrated photonic quantum processors [1], microwave photonic filters and processors [2], and optical accelerators to train and execute neural networks [3].

The development of circuits for efficiently solving computational tasks in the field of artificial intelligence are among the new use cases for PICs. A series of early demonstrator for vector-matrix multiplication [3] or non-von Neumann computing architectures such as photonic Ising Machines [4] or optical reservoir computing platforms [5] have only recently been shown. In many cases, photonic implementations offer benefits in speed, latency, and power-efficiency compared to executing the networks in software or in electronic circuits. However, the building blocks currently available in integrated photonic platforms are not yet sufficient for realizing a fully photonic neural network. New elements like photonic non-volatile transmission elements, efficient phase shifters, amplifiers, and nonlinear optical components are needed in order to scale up the size of the networks. In particular, storing the synaptic weights within the photonic domain, and enabling efficient neuronal activation functions are important functions that need to be executed in the optical domain. The realization of these new elements requires co-integration of new materials and technologies with the silicon photonics platform, such as III-V materials to achieve optical gain and nonlinearity [6], and phase-change materials (PCM) [7] or ferroelectrics [8] to achieve non-volatile optical storage.

Fig. 1. Schematics of a photonic reservoir computing scheme. The optical signal is injected (red arrow) into a network of delay lines (black squares) made from long waveguides, which are connected via MIMs. SOAs are ideally inserted into the network to serve as non-linear activation functions in the network. The output states are collected with waveguides (green lines), which are coupled to non-volatile optical weights before combining them to a single output state. This state can either be send optically to the next layer (dark green) or converted into the electrical domain (bright green) using a detector.
2. Optical reservoir computing

The need of such new building blocks can be illustrated in the example of reservoir computing (RC), a type of a recurrent neural network well-suited to solve time-dependent and dynamic problems like speech recognition or bitwise operations [9]. Integrated photonic RC offers energy-efficient, ultra-fast signal processing capabilities [9,10], which can be applied to equalize signals in high-speed optical communication links to reduce the link error rate [11]. RC systems need to fulfill the approximation and separation property, they must have fading memory and a nonlinear activation function. The fading memory property can be realized in silicon photonics by a network of optical delay lines, connected with conventional splitters (e.g. multi-mode interferometers, MMIs) (Error! Reference source not found.). The nonlinear activation function requires an optical element with an optical-power dependent transmission function, as for example present in semiconductor optical amplifiers operated close to saturation [12]. The challenge here is to co-integrate III-V materials with silicon photonics, which can for example be achieved by wafer scale integration [6] or transfer printing [13].

Finally, a reservoir computing system needs, similar to any neural network, synaptic elements to store information acquired during the training phase at the output of the network. All current implementations of integrated photonic neural networks convert the output of the network into the electronic domain, where weighting and summation of the signals is performed. While this approach offers ideal weights with high precision and zero drift, the conversion to the electronic domain limits the processing speed, latency, and the energy efficiency of the RC system [2]. To fully benefit from photonic processing, the output layer needs to be implemented in the optical domain.

3. Integrated, non-volatile photonic weights

In integrated photonic technologies, no component to non-volatile store optical information is readily available today. The integration of PCM materials represents a first possible solution that has only recently been demonstrated experimentally [7,14]. By means of optical control signals, the crystalline state of a thin Ge$_2$Sb$_2$Te$_5$ (GST) layer close to the optical mode is modified, which results in a change of the complex refractive index. Consequently, multiple transmission states of straight waveguides can be stabilized. The change of the transmission is predominantly caused by the change of the absorption in the PCM. To reduce the overall optical power consumption in particular for large PIC-based neural networks, only the real part of the refractive index should be altered, for example by using optical phase shifters, which act as synaptic elements.

Using ferroelectric thin layers of barium titanate (BTO), we demonstrate such non-volatile phase shifters on a silicon photonics platform. In these BTO-based devices, we exploit ferroelectric domain flipping in the BTO layer to non-volatile change the propagation index of the optical mode. To show this new concept, we use photonic resonators made from a silicon photonic waveguide on top of a few hundred nanometer thick BTO layer as a memory element (Error! Reference source not found.) [8]. The index of the optical mode depends on the ferroelectric domain pattern in the BTO film, which is modified by applying electrical pulses to electrodes parallel to the waveguide. Changing the ferroelectric domains varies the effective electro-optic Pockels effect in the BTO layer. Consequently, the refractive index in BTO non-volatile changes when biasing the film.
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(a) Schematic of the cross section of a non-volatile optical phase shifter using ferroelectric barium titanate thin layers. Arrows indicate ferroelectric domains. (b) By applying electrical pulses, the domain configuration is altered, and the transmission spectrum is changed due to (c) multiple different refractive indices present in the waveguide at constant bias. (d) the states are stable in time but do show imperfections compared to weights implemented in software, such as drift and noise.
We demonstrate the concept of that new component by applying electrical voltage pulses of 100 ns duration to resonant weighting devices and by analyzing the transmission spectra. We achieve multiple transmission states that are stable for hours. Still, the physical weights suffer from setting and reading noise, as well as long-term drifts. Such non-idealities impact the performance of any neural network when used as synaptic weight. We analyze the influence of these physical imperfections on the performance of a photonic reservoir system and compare the performance with ideal software weights [15].

4. Conclusion

Recently, novel computing concepts such as optical neural networks have been mapped into PICs. These circuits show great potential for fast and low-power data processing with very low latency. While many of the building blocks needed for such circuits already exists in a scalable way today, storage of information in the optical circuits is still an unsolved challenge. We demonstrate an option to realize such function by integrating ferroelectric barium titanate thin films into a silicon photonic platform. We show the working principle of these new synaptic elements and estimate the influence of physical imperfections such as noise and drift on the performance of reservoir computing system, a special implementation of a recurrent optical neural network.
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