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Figure 1: Development of peak power in laser technology. 

The Science and Technology of X-ray Lasers: A 2020 Update 
D. Bleiner*a,b,

aEmpa Materials & Technology, Überlandstrasse 129 CH8600, Dübendorf, Switzerland; 
bUniversity of Zurich, Winterthurerstrasse 190 CH8057, Switzerland 

The 17th International Conference on X-ray Lasers (ICXRL 2020) was a milestone in several ways. Firstly, was a 
milestone in this scientific community because for the first time the conference came to the participants' home, due to the 
outbreak of the pandemics, rather than the opposite. The organization of an online event was a challenge because was a brand 
new platform for both the organizers and the participants, and because it was put together in less than six months. The 
planned physical event in Rome, already tested with one year in advance, had to be withdrawn as it posed major risks to 
potential participants. ICXRL 2020 was milestone also because the increased proportion of papers on technological 
deployment of X-ray lasers. Of course, research on fundamentals and innovation still carried an important part of this thirty-
four year event. Finally, ICXRL 2020 was a milestone also because there were participants from all five continents, no one 
excluded, and some were forced to incredible efforts to stay up and present their research. A great sign of inclusion. Last but 
not least, ICXRL 2020 saw four best presentation "Pierre Jaeglé" awards, equally split between female and male students: 
Adeline Kabacinski (LOA, France), Lydia Rush (CSU, USA, see ref. [33]), Felix Wiesner (FSU, BRD), Julius Reinhard 
(HIJ, BRD). Another great sign of inclusion.  

In the present monograph, about 300 authors have gone even further and in the full SPIE spirit, made their research 
open access in written form. The exciting papers that are collected here, are a superb snapshot of where the community and 
the technology is in 2020. For practical purposes, the Editor has chosen to structure them in four sections. Each section is a 
major pillar in making a thriving science a robust technology to serve the wellbeing of society and the industry, without 
forgetting academia. Therefore, along with Empa Materials Science & Technology and SPIE, we are all indebted to 
the visionary companies that sponsored the event (see the front matter), which remained with the organizers even through 
the difficult times. 

SESSION 1 -- X-RAY LASERS ON A TABLETOP: PAST & PRESENT 
The utilization of X-ray lasers in the home 

laboratory is a forty year science, with future promises. 
Soon after the demonstration of optical lasers, the 
realization of coherent pulses "beyond ultraviolet" was on 
the table.  

 Mainly pushed by a few visionary theoreticians 
in the 1970s, and later on by late-night workers like Pierre 
Jaeglé [1], the field gained in momentum in the middle of 
the 1980s "Star Wars". The field actually took off from 
studies in X-ray absorption spectroscopy in a plasma, as 
"absorption anomalies".  

The remarkable competence of the early workers 
in spectroscopy and quantum physics was matched by an 
incredible ability to produce and read the data. One initial 
mystery with the selenium X-ray laser was the absence of 
lasing on the 3p 1S0 - 3s 1P1 line at 18.3 nm that was 
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predicted to have the largest gain. At that time these scientists were only minimally supported by computers. Few large-scale 
laboratories in Italy, France, USA and the Soviet Union were receiving generous governmental funding. The competition 
between the United States and the Soviet Union was a significant driver in the development of the X-ray laser, and some 
details remain classified.  

In the 1990s, X-ray lasing became a tabletop experiment. In 1992 the big breakthrough was the development of the 
pre-pulse technique. Different amplification principles were demonstrated as well as more efficient pumping schemes such 
as transient collisional excitation (TCE), grazing incidence pumping (GRIP) or travelling wave excitation (TWE). Nickel-
like ions have the advantage of producing shorter wavelength lines than neon-like ones by a factor of two to three for similar 
excitation energies. The early nickel-like lasers were plagued with very low gain and never achieved saturated output. Yet 
they did reach wavelengths as short as 3.56 nm in nickel-like gold with huge pump energies.  

Many advances took place in developing new materials [2]. Punctuated developments in laser amplification 
technology (Fig. 1) permitted to increase the peak power while shrinking down the setup footprint. Chirped pulse 
amplification was acknowledged internationally with the 2018 Nobel prize award. A milestone success for Mourou and 
Strickland, a milestone recognition for the entire high-power laser community.  

Then in the last decade, workers started using them for applications. However much the capabilities of tabletop X-
ray lasers have progressed, the tremendous impact of accelerator beamlines remains unmatched. It is clear that beamlines are 
limited in the access continuity and extend for a single user. Further, specific properties of the plasma-based X-ray lasers, 
such as the narrow linewidth, are unique [3]. Henceforth, there is a lot of expectation that in the future the open gap between 
tabletop setups and accelerator systems will be closed, such that a larger proportion of workers can be served.  

This is promising a very powerful tool in the laboratory, with far-reaching impact on biology, chemistry and 
crystallography. One day it may even be used to resolve the structure of molecules with 24/7 throughput. Rocca has 
substantially contributed to this perspective, with the demonstration of high repetition rate X-ray lasers [4]. 

SESSION 2 -- ADVANCED X-RAY LASERS: FROM HIGH-END FACILITY TO TABLETOP 

The realization of X-ray lasing has been accomplished by means of alternative mechanisms. None of these has yet 
established as the dominating one for technology transfer. Mainly this is due to open possibilities to combine the largest 
possible range of advantages and increase the technology readiness level. Proof-of-principle research is thus still very 
important as well as a combination of computational studies, experiments at compact systems and studies at large scale 
facilities. Further, the design and realization of experimental systems is an important part for the field's progress. 

A few worldwide systems are based on a strictly tabletop architecture, as for instance presented in Hemani et al. [5] 
(Empulse in Switzerland).  Nejdl et al. [6]  (Extreme Light Infrastructure in Czech Republic) discusses a larger setup that still 
fit in a home laboratory. The definition of tabletop setup may thus be limited to any system with footprint smaller than 10 
m2, while one could define laboratory setup anything with footprint smaller than 100 m2. Finally, anything larger than that 
should be called high-end facility. 

In the efforts made to shrink down the footprint of coherent X-ray sources, some of the characteristics have to be 
compromised with respect to what found at a high-end facility. Hornberger et al. [7] discuss an innovative laboratory light 
source, which is a downsized synchrotron, thanks to the use of a laser-driven undulator. Alternatively, betatron sources have 
significantly contributed to the downscaling of accelerator beamlines for home lab operation. Betatron sources rely on the fs-
laser drive of electrons in a gas jet. Chaulagain et al. [8] have imaged, with tomographic structure, the density distribution in 
such a gas medium. 

Guilbaud et al. [9] have pushed the limit of state-of-the-art amplified spontaneous emission (ASE) plasma-driven 
lasers, showing the substantial improvement in pulse characteristics with seeding. The established use of harmonic 
generation pulses has been here extended by using vortex beams. Martinez Gil et al. [10] have presented the modelling 
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framework to study plasma based seeded soft X-ray lasers. Kato et al. [11] review the mechanisms of ASE X-ray lasing 
comparing two alternative schemes, the recombination pumping and the collisional pumping.  

Bencivenga et al. [12] presents non-linear techniques based on four-wave mixing able to probe ultrafast dynamics 
and quantum state correlations inaccessible by linear X-ray methods, tackling a major challenge for ultrafast X-ray science. 
While these techniques are largely carried out at free-electron lasers, Chau et al. [13] showed four-wave mixing 
accomplished on a tabletop setup. The field of non-linear spectroscopy in the home lab is substantially dominated by high-
harmonic generation systems, which rely on non-linear photon conversion across a gas medium. Solid-state high harmonic 
generation is a relatively recent technique, as shown by Campi et al. [14], that offers new insights into the dynamics of field 
light-matter interaction. For even more extreme sources, Jeong et al. [15] show that the relativistic-flying mirror is a 
promising candidate for generating attosecond intense electromagnetic pulses. Vagizov et al. [16] discuss a method for 
controlling the spectral and temporal characteristics of x-ray radiation produced by a radioactive or synchrotron Mӧssbauer 
source via its propagation through an optically thick sample of resonant nuclei with a modulated transition frequency. 

SESSION 3 -- ADVANCES ON X-RAY LASER OPTICS & METHODS 

One important use of coherent X-ray pulses is the enhanced resolution and the capability to nano-scale diagnostics. 
Several workers have combined computational and experimental studies to develop optical methods. The theoretical analysis 
finds a large challenge in the experimental demonstration, because minor deviation in the finishing quality and/or in the pulse 
wavefront may hamper the outcomes. 

Begani-Provinciali et al. [17] present a new application of wavefront measurements, i.e. the tomographic 
reconstruction of a probed optically thin biosamples, by means of phase-contrasttomography (XPCT). Li et al.  [18] studied 
the performance of Fresnel Zone Plates in medical imaging while controlling the number of zones or the illumination 
coherence. Pandey et al. [19] studied with wavefront diagnostics the effect of IR vortex beam on the X-ray generation, by 
means of high harmonic generation across a noble gas. 

Besides, new concepts of optics fabrication and design are crucial to close the gap between theory and experiments. 
A Laue lens makes use of diffraction in the volume of a large number of crystal tiles mounted to concentrate incident 
radiation from a large collecting area in a small focal spot. Prasciolu et al. [20] report here on the use of multilayer Laue 
lenses to focus the intense X-ray Free Electron Laser (XFEL) beam at the European XFEL to a spot size of a few tens of 
nanometers. The presented computational results are subject of ongoing experimental study. 

The coherence of the source, is obviously very important to the overall success of the optical method. Therefore, 
Dakroub et al. [21] have developed and implemented a diagnostic for the temporal characterization of seeded XUV laser 
pulses, based on laser-dressed photoionization in the sideband regime, using a self-made velocity map-imaging spectrometer 
as the central element. The technology readiness of research-level systems for high throughput imaging was reported by the 
CSU group. Wang et al. [22] demonstrate single-shot Fourier transform holography with a 7 μm diameter field of view and 
picosecond time resolution using a highly coherent ~5 ps pulse duration tabletop Ni-like molybdenum soft X-ray laser at 
18.9 nm wavelength. This result is fantastic to show the capabilities of well-established ASE X-ray laser platforms.  

Plasma X-ray laser was also used by Bleiner et al. [23] to image a Fresnel Zone Plate in a lensless configuration. 
Results show factor of 3 for the imaging resolution depending on the data processing method, and a major limitation given 
by the degree of the illumination homogeneity. Finally, van Tilborg et al. [24] investigated the use of laser-plasma betatron 
sources to carry out phase-contrast imaging at nano-scale.  

SESSION 4 -- LABORATORY X-RAY LASERS: PRESENT & FUTURE APPLICATIONS 

Coherent and incoherent X-ray sources are showing more and more their utility in a number of applications for 
diagnostics or processing materials. Some application are already well established at tabletop X-ray lasers. For some other 
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ones, the standards are not yet permitting it, and either operation at high-end facilities or with incoherent X-ray sources is 
state-of-the-art. Nevertheless, the work of these authors shows a vision on how materials science or medicine may gain from 
the availability of laboratory X-ray sources.  

 The possibility to modify or structure materials with laser pulses with nano-scale accuracy is appreciated. 
Experimental result from Ishino et al. [25] for Si at l=13.5 nm irradiation shows that there is a condition where the melting 
threshold becomes the damage threshold. Ablation experiments for Al and SiO2 samples revealed that damage thresholds 
induced by the femtosecond and the picosecond soft x-ray lasers are equivalent, so that the picosecond laser ablation will be 
a good benchmark for the femtosecond laser ablation. The interactions of EUV light with matters along the ablation have 
potential advantage for the use in advanced materials processing. Tanaka et al.  [26] have studied the charge states and their 
energy distributions in the EUV ablation plasma using an ExB mass-charge analyzer. The special interaction regime between 
extreme UV photons and matter poses challenges on the exact description under a robust physical model. Lolley et al.  [27] 
have investigated the absorption coefficients for inverse bremsstrahlung and photo-ionization and the contributions of these 
processes to EUV absorption under different ionization models- In the case of both ionization models, inverse 
bremsstrahlung dominates the absorption process above temperatures of about 10 eV.  

Artyukov et al. [28] have characterized the 3D imaging of porous materials with X-ray illumination, such to 
optimize the signal-to-noise ratio. In application of mirrors in high-end facilities, B4C coating mirror deposited by reactive 
sputtering with nitrogen haven’t taken into account. Based on the advantages of reactive sputtering technology, Wu et al. 
[29] investigated the B4C coatings prepared by reactive sputtering with nitrogen. Billeter et al. [30] have investigated the role 
of surface-chemisorbed hydrogen in catalysts such as TiO2 with respect to the electronic structure. Using resonant X-ray 
photons they were able to excite from core level to conduction bands and to defect states. The analysis showed that hydrogen 
promotes the occurrence of defect traps, while oxygen vacancies suppresses trap state emission. The modification of 
photocatalytically active materials such as TiO2 by hydrogen is particularly interesting, because both the optical properties as 
well as chemical properties change. 

 Materials science largely relies on probing techniques. Laser-induced background spectroscopy (LIBS) is a well-
established fast and semi-quantitative microtechnique. LIBS is limited by large fluctuations which limits its potential to map 
point-to-point variations in materials. Qu et al. [31] have therefore developed LIBS in the soft X-ray, in order to overcome 
issues with the continuum that covers the UV-visible, and also to collect the data in the pristine plasma. 

A Further popular technique is Raman, a photon-hungry technique whose efficiency is predicted to boost at short 
wavelengths. In that case, ultranarrow lines are needed to access electronic transition shifts away from the fluorescence. 
While it is a long way to go to implement Raman in a lab setup in the X-ray, Sterzi et al. [34] have shown the potential of 
extreme UV Raman for water screening on the content of pharmaceuticals.  

Rush et al. [33] have shown the possibility to carry out isotopic imaging with a X-ray laser coupled to a time-of-
flight mass spectrometer, for the critical case of uranium isotope screening. Solis-Meza et al. [16] has investigated mass 
spectrometric signals on the same system to retrieve the laser-plasma temperature. Indeed, X-ray lasers have a tremendous 
potential for home lab spectroscopy, in bridging the gap with the bottlenecked access to beamlines. Jonas et al. [35] have 
shown the investigation of thin organic films offered by a laboratory X-ray absorption fine structure (XAFS) spectrometer 
for the soft X-ray range. The transmission spectrometer is based on a laser-produced plasma source in combination with a 
twin-arm reflection zone plate spectrometer. The merits of the spectrometer are demonstrated through the investigation of 
poly[(9,9-dioctylfluorenyl-2,7-diyl)-alt-co-(1,4-benzo-{2,1‘,3}-thiadiazole)] (F8BT), a poly-fluorene copolymer. Stiel et al. 
[36] have reviewed the topic with care for crucial details. 

X-ray Lasers are showing a potential also for biomedical diagnostics. Müller et al. [37] have reviewed state-of-the-
art X-ray imaging of human brain tissue, highlighting a perspective application for X-ray laser to fully access the molecular 
level. Osterwalder et al. [38] have also highlighted Hard X-ray micro computed tomography can be used for three-
dimensional histological phenotyping of zebrafish embryos down to 1micrometer or below without the need for staining or 
physical slicing. Artyukov et al. [39] studied the deposition of sodium in the heart muscle, which has a remarkable impact on 
the function impairment. They used X-ray absorption and fluorescence microscopy as direct inspection techniques.  Such 
direct measurements represent a milestone to prove the accumulation of sodium in the intercellular spaces.  
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First seeds of X-ray lasers: a tribute to Pierre Jaeglé 
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Université Paris-Saclay, CNRS, ISMO, 91405 Orsay, France 

ABSTRACT 

The series of the International Conference on X-ray Lasers was initiated by Pierre Jaeglé in 1986. Pierre passed away in 
November 2019 at the age of 88. He is recognized as one of the passionate pioneers of the field of X-ray lasers. In this 
paper I will remind some of his major scientific achievements, which contributed to the emergence of ultrashort coherent 
XUV sources generated from intense lasers.   

Keywords: XUV lasers, XUV spectroscopy 

Throughout his rich career as a CNRS scientist, Pierre Jaeglé played a significant role in enabling and promoting the use 
of XUV/soft-X ray radiation as a powerful tool for scientific investigations. In this paper, which is not meant to be a review 
on X-ray laser research, I will concentrate on some of Pierre’s major scientific achievements, which contributed to the 
emergence of the XUV spectral range for science, while covering three complementary aspects: the development of 
instrumentation for spectroscopy, the generation of new laboratory sources based on high-power lasers, and the exploration 
of original scientific applications of these sources.  

In the early 1960’s as a young scientist Pierre Jaeglé took part in one of the first pioneering experiments of X-ray absorption 
spectroscopy using synchrotron radiation at the Frascati laboratory (Italy), where his newly developed soft X-ray 
spectrometer was implemented1. Few years later, in parallel with his work using synchrotron radiation, he started to 
investigate the XUV emission and absorption properties of plasmas produced by one of the first nanosecond lasers installed 
in Orsay. Pierre’s expertise in XUV spectrometers allowed to obtain emission spectra with high spectral and spatial 
resolution, which contained several new features, as compared to the spectra obtained from spark discharges that were the 
usual sources of X-rays available in laboratories at that time. Not only new, still unassigned spectral lines were observed, 
but also few intensity anomalies. This led Pierre and his co-workers to publish in 1971 the first experimental evidence of 
an “absorption anomaly” in the XUV spectrum of an aluminium plasma, which was tentatively interpreted as caused by a 
population inversion2, 3.  

Together with other pioneers (both theoreticians and experimentalists) in the field, Pierre Jaeglé then became an active and 
enthusiastic promoter of the development of X-ray laser research, which was experimentally carried out in the few high-
power laser facilities that existed worldwide in the early 80s. At the Laboratoire de Spectroscopie Atomique et Ionique 
(LSAI, Orsay, France) that he had recently founded, he engaged his research group in the investigation of the 
recombination pumping scheme in low-Z plasmas, using the Nd:glass laser installed at Ecole Polytechnique4. As a young 
PhD student I joined the group in 1982, and I started to study recombination pumping in Li-like ions under the supervision 
of Pierre. 

In 1985 the first demonstration at the Livermore Laboratory (USA) of a strong X-ray laser emission at 20 nm, in a selenium 
plasma pumped by collisional excitation5 led Pierre and his co-worker Alain Sureau to initiate the first international 
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conference on X-ray lasers. Since Pierre was a hiking- and skiing-lover, a passion that he liked to share with his 
international colleagues and friends, the conference was held in Aussois, a small mountain resort in the French Alps. This 
meeting6 started a series of successful conferences held every two years, where the spectacular progress in the development 
of plasma-based XUV lasers, as well as of other intense coherent XUV sources has been reported and discussed by the 
international community for over 3 decades now. Pierre participated to all meetings until the Conference held in Berlin in 
2006, during which he was invited to present a talk with his own reminiscences of the early history of X-ray lasers. He 
explained in particular how he first met Dennis Matthews and Szymon Suckewer in a ski trip in the Rocky Mountains 
during a conference in 19787. 

In the 1990’s while the field of plasma-based X-ray lasers was blooming worldwide, Pierre was a driving force for his 
group at LSAI, in engaging new national and international collaborations, in enabling the construction of upgraded 
experiments, or in encouraging the use of innovative instrumentation, like multilayer XUV optics or electronic detectors 
were at that time. This led to several important achievements. In 1992 a saturated X-ray laser operated in double-pass 
amplification was demonstrated in Ne-like germanium8, in a collaborative experiment performed at Rutherford Laboratory 
(UK). In 1994 strong lasing was reported for the first time at the J 0-1 transition in a Ne-like zinc plasma pumped by 
collisional excitation9, contributing to elucidate the so-called “J 0-1 anomaly”10.  

The zinc X-ray laser was generated in the newly-built 5-beam experimental area (Fig. 1), which was exclusively dedicated 
to X-ray laser experiments at the LULI 0.5 kJ-laser facility in Ecole Polytechnique (Palaiseau, France). Even though the 
number of experimental runs that could be carried out in a year was constrained by the rules of shared laser access to the 
facility, the fact that the X-ray laser generation set-up was permanently installed was a real asset. It significantly facilitated 
the development in the following years of an ambitious program of application experiments in various fields11, 12, involving 
several PhD students under the stimulating leadership of Pierre. All the group members as well as the external French or 
foreign collaborators most probably remember that the experiments could be performed until late at night, while including 
excellent group dinners taken in the LULI mezzanine. 

Figure 1. Left: the 5-beam experimental area dedicated to the X-ray laser research program, installed at the LULI 0.5 kJ-
laser facility in Ecole Polytechnique (Palaiseau, France) in 1992. The grating spectrometer originally built by Pierre is 
shown in front. Right: Pierre is using his alpinism skills to perform careful cleaning of the infrared mirrors that were used to 
transport the five laser beams to the target chamber. 

In the late 1990’s to early 2000’s, the demonstration of saturated X-ray lasers pumped either in the transient regime13 or in 
optical-field ionized plasmas14 using a short pulse CPA laser, opened new prospects to the field, in particular because of 
their significantly reduced driving energy requirement. Few years later another major breakthrough was reported: the 
injection-seeded operation of an X-ray laser using high-order harmonics generated from gas15. For Pierre these 
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achievements were the signs that the field was now mature enough to establish X-ray laser facilities able to provide 
beamtime to a broader community of users. He greatly inspired and enthusiastically supported the project of building the 
LASERIX facility16, which started to be funded in 2000, and is now hosted by IJC-Lab at Université Paris-Saclay17. 

Just as he liked mountain-climbing, Pierre Jaeglé was always trying to look up and anticipate the next step to move forward 
in his research work, with a strong affinity for unexplored areas. Following his retirement Pierre shared his expertise in 
the field of intense laser-based XUV sources in a monograph18 published in 2006. Together with his colleague and friend 
Prof. Szymon Suckewer, he then contributed to an extended review paper19 on X-ray lasers in 2009. 
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X-ray lasers: The evolution from Star Wars to the table-top
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ABSTRACT 

In this paper we tell the story of the X-ray laser, which began as an attempt to extend optical lasers to shorter wavelengths 
in the 1970’s. Research took off in the 1980’s driven by the rivalry between the United States and Soviet Union in their 
quest to create a “Star Wars” laser shield against ICBM’s. At the same time large inertial fusion confinement (ICF) lasers, 
such as Novette and Nova at LLNL, were able to create the first laboratory X-ray lasers in Ne-like Se at 20.6 and 20.9 nm 
using 2 kJ of energy in a 0.5 ns pulse. These large ICF lasers could only be fired every few hours and used very thin 
expensive exploding foils as the targets. With the demonstration of the pre-pulse technique at Nova, where a small pulse 
of a few joules heated a solid target and create a pre-plasma that was then be heated by a second large pulse to create the 
lasing conditions, X-ray lasers started working robustly at many laser facilities around the world.  The advent of high 
repetition rate psec lasers combined with the pre-pulse technique and grazing incident geometry opened the door to the 
many table-top X-ray lasers today which can be driven by less than 1 J of energy and operate at 100 Hz repetition rates. 
This has opened many new research opportunities for scientific research using X-ray lasers. 

Keywords: X-ray laser, Star Wars, Nova, Novette, Comet, X-ray optics 

1. EARLY DAYS OF X-RAY LASER

As soon as lasers were invented scientists were thinking of how to achieve shorter wavelengths and extend optical 
lasers into the X-ray regime [1-5]. The mid 1970’s saw many papers written about X-ray lasers. One paper from Lawrence 
Livermore National Laboratory (LLNL) published in Physics Today was written by two early pioneers, George Chapline 
and Lowell Wood [6]. That paper looked at many of the then current X-ray laser ideas and suggested that X-ray lasers 
would have far-reaching impacts on biology, chemistry and crystallography and could one day be used to resolve the 
structure of molecules. 

The worldwide community was already conducting laser-driven plasma experiments with the hope of producing an X-
ray laser. The Physics Today paper suggested that one of the most promising laser schemes was to lase at 0.5 nm on the 
3d to 2p transition in hydrogen-like krypton, which is a one electron system. This is a high-Z analogous to the hydrogen-
like carbon (C VI) laser demonstrated a decade later at 18.2 nm [7] at the Princeton Plasma Physics Laboratory. Chapline 
and Wood suggested that a series of psec lasers could be set up to illuminate a cylindrical target from the side with a 
timing offset between the lasers that would create a traveling wave geometry so that the plasma was illuminated along its 
length as the X-ray laser beam propagated down the length of the gain medium. They acknowledged that current lasers 
could not yet achieve these goals. The cover page of the Physics Today article shows the JANUS target chamber and 
explained that X-ray laser experiments were planned using this large ICF laser. Ironically, more than 20 years later a low 
energy beam of JANUS was used to provide the pre-pulse for the first LLNL experiments to use the combination of a 
nsec pre-pulse and psec main pulse to drive an X-ray laser with less than 10 joules of energy. 

As several research groups started seeing signs of gain on various X-ray laser transitions, one of the first published 
papers that looked promising was the 1977 paper [3] by Ilyukhin and colleagues from the P. N. Lebedev Physical Institute 
who saw a signal near 60.0 nm that they thought could be coming from a 3p – 3s neon-like calcium transition. Many 
papers were written about potential neon-like X-ray lasers [4, 5, 8, 9] on these transitions and seven years later in 1984 
LLNL demonstrated the first laboratory X-ray laser in neon-like selenium on these transitions [8]. It should be noted that 
today, with the advent of the pre-pulse technique [10], the 3p 1S0 - 3s 1P1 line is the dominant laser line for neon-like 
systems, as was originally predicted by Vinogradov and his colleagues from the P. N. Lebedev Physical Institute back in 
1977 [4]. This line is created by ionizing the laser medium to the ground state of the neon-like ionization stage which 
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means there are 10 bound electrons filling the K and L shells. When the material is sufficiently hot there is a strong 
monopole collisional excitation from the 1s22s22p6 1S0 ground state to the 1s22s22p53p 1S0 excited state. This 1s22s22p53p 
1S0 state is metastable and decays via the 1s22s22p53p 1S0 - 1s22s22p53s 1P1 to create lasing. The lower laser state then 
decays back to the ground state. For simplicity people usually leave out the core electrons and refer to the 3p 1S0 - 3s 1P1

transition. A nice review of the early history of X-ray lasers can be found in Ray Elton’s book in Ref. 5. In this paper we 
focus on the pre-dominant neon-like and nickel-like schemes but there are other laser schemes which have lased such as 
recombination, capillary discharge, and optical field ionization (OFI) that all are discussed in Ref. 11. 

2. LEGACY OF STAR WARS ERA

In the early 1980’s the news media took notice of the X-ray laser effort because of the missile defense application that 
would eventually be the primary motivation for X-ray laser research in the United States. In a 1981 Aviation Week article 
[12] Clarence Robinson wrote that scientists from LLNL had made a breakthrough in laser technology by demonstrating
a compact laser device pumped by X-rays from a small nuclear detonation. President Reagan’s “Star Wars” speech on
March 23, 1983 challenged the scientific community to find a defense against nuclear-tipped ballistic missiles as shown
in Fig. 1. With the creation of the Strategic Defense Initiative (SDI) X-ray laser research became the biggest research
effort at LLNL and funded most X-ray laser research and much of the atomic physics research in the United States. This
made the early 1980’s a very exciting time for the X-ray laser research. As part of this program [13-15] LLNL succeeded
in demonstrating the first X-ray laser in the early 1980’s using a nuclear explosion to drive the X-ray laser.

The 1997 article [16] written by E. N. Avrorin and colleagues at Chelyabinsk-70 shows that the Soviet Union also took 
a strong interest in the X-ray laser. In this article they describe how the Soviet Union initiated a program to understand 
X-ray laser physics and evaluate the feasibility of making an X-ray laser with the characteristics reported in the Aviation
Week article.  This article reports that experiments were carried out in 1987 using nuclear explosions that successful
produced X-ray lasers with about 20 kJ of output at 39 Å and 100 kJ of output at a wavelength of 28 Å. Clearly the

Fig. 1. Conceptual plan for using an X-ray laser for missile defense against the booster, warhead bus, or 
individual re-entry vehicle (RV) during different phases of an ICBM flight trajectory. 
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competition between the United States and the Soviet Union was a significant driver in the development of the X-ray 
laser. 

With the end of nuclear testing in 1992 the Star Wars X-ray laser program at LLNL ended. While the technical legacy 
of the Star Wars X-ray laser program is still classified, details of the historical legacy can be found in Refs. 13 – 15. To 
summarize, some of the achievements of the X-ray laser program during this period include the following: the first 
laboratory X-ray laser; super light aerogels; advanced plasma kinetics and atomic physics codes; greatly improved 
diagnostics; the electron-beam ion trap (EBIT) for atomic physics measurements; new digital mammography techniques; 
high-resolution X-ray microscopes using zone plates; advanced multi-layer X-ray optics; and the demonstration of the 
world’s shortest wavelength, highest energy laser. 

3. NOVA XRAY LASER

At LLNL the first laboratory X-ray laser was demonstrated [8, 9] at the Novette laser facility in 1984 on a pair of 3p – 
3s neon-like selenium (Z=34) lines at 20.63 and 20.96 nm using a thin exploding foil target, shown in Fig. 2, that consisted 
of 75 nm of Se coated on 150 nm of plastic that was illuminated from each side with a 450 ps, 1 kJ pulse of frequency 
doubled light at 0.53 µm. The laser was focused to a 200 µm wide by 1.1 cm long beam to create a long slender plasma 
that would preferentially amplify the X-ray down the 1.1 cm long axis. The conditions in the lasing plasma were estimated 
to have an electron temperature of about 1 keV and an electron density of 1021 cm-3. The original gain was measured to 
be 5.5 cm-1, which gave a gain-length product of 6.5. This ushered in a decade of laser experiments at the Nova 2-beam 
facility that was funded by the Defense Sciences Department to help understand basic X-ray laser physics. Novette was a 
neodymium glass laser with wavelength 1.053 µm that was the proof of concept for the 10-beam Nova laser facility built 
for ICF research. A separate 2-beam target chamber was built at the Nova laser facility for X-ray laser research and 
operated with frequency doubled light while the main ICF laser using frequency-tripled light. Figure 3 shows the 
enormous size of the Nova laser facility. 

Fig. 2. Schematic of the Nova X-ray laser target showing two line-focused beams illuminating each side of a thin exploding 
foil target of 75-nm thick selenium coated on a 150-nm thick plastic substrate. Refs. 8 and 9 have more details. 
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With the higher energies of the Nova laser the target length was increased and saturated output was achieved in 
selenium. Over the next decade many neon-like materials lased with the strongest being neon-like yttrium (Z=39) at 15.5 
nm [17] with an X-ray laser output of 7 mJ driven by about 5 kJ of energy from the Nova laser. Other laboratories around 
the world achieved lasing on neon-like lines in multiple materials [11] with many experiments using germanium (Z=32) 
because it was lower Z and easier to achieve lasing at smaller ICF laser facilities.  

Designing X-ray lasers required more complex atomic physics models and kinetics codes. Meeting this challenge 
required greatly improved atomic physics codes such as YODA and kinetics codes such as XRASER. With XRASER one 
could calculate the gain including detailed radiation transport to model trapping and photo-pumping effects. Today the 
CRETIN code [18] developed at LLNL is widely used for modeling X-ray laser kinetics and X-ray spectroscopy. 

The X-ray laser program required a new level of understanding and measurements of the atomic physics of highly 
charged ions. The electron-beam ion trap (EBIT) was developed and built at LLNL to meet this need. With EBIT 
researchers can create any ionization stage of any ion and measure the spectroscopy with unprecedented accuracy. 

 One initial mystery with the selenium X-ray laser was the absence of lasing on the 3p 1S0 - 3s 1P1 line at 18.3 nm that 
was predicted to have the largest gain. In the experiments the two strongest laser lines observed were the 3p 1D2 - 3s 3P1 
and 3p 3P2 - 3s 1P1 lines which are populated by collisional excitation from the neon-like ground state and by collisional 
recombination from fluorine-like. The yttrium laser was unique among the neon-like lasers [19] because only one line 
dominated likely due to the 3p 1D2 - 3s 3P1 line being nearly resonant with the missing 3p 1S0 - 3s 1P1 line. This made it 
better suited for experiments that used X-ray optics that were only optimized for a single wavelength.  

 Many applications were developed using the 5 kJ Nova-driven X-ray laser during 1990’s. X-ray laser imaging was 
developed at the Nova laser facility along with greatly improved multi-layer X-ray optics that allowed one to build 
interferometers and other advanced imaging diagnostics using X-ray lasers as the light source. In addition, a tabletop X-
ray microscope was developed using an 8 keV Cu K-a source that achieved 10-µm spatial resolution using Fresnel zone 
plates. This legacy continues today as LLNL leads the X-ray optics effort at the SLAC Linac Coherent Light Source 
(LCLS) facility which operates an X-ray free-electron laser (XFEL) [20].  

Fig. 3. Schematic of the Nova laser facility with 10 beams going into the main ICF target chamber or 2 beams switched to 
go into the 2-beam (X-ray laser) target chamber. The photograph shows two people working on the 2-beam target chamber. 
The X-ray laser targets are illuminated by two counter-propagating, frequency-doubled Nova beams.  
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Many advances took place in developing new materials. For example, aerogel technology took a leap forward with the 
creation of super-light silica aerogels with densities as low as 1 mg per cc and the production of organic aerogels. There 
was great interest in building targets at densities below the critical density for laser absorption by the Nova laser. Fig. 4 
shows a piece of SEAgel floating on soap bubbles in a beaker. This is very-low-density (1 – 300 mg/cc) organic-based 
foam that is made from the food- thickening agent agar. It is safe enough to eat and could be used as food packaging or 
encapsulating material for timed- release medication.  

In particular, experiments were done to use radiography to image a laser-heated aluminum foil and observe the 
expansion of the foil [21]. X-ray laser interferometry to measure the two-dimensional electron density of an exploded foil 
was developed [22] using a Mach-Zehnder configuration. Building the interferometer involved fabricating multi-layer X-
ray mirrors and X-ray beam-splitters. X-ray microscopy [23] using the nickel-like tantalum X-ray laser at 4.5 nm was 
used to do imaging microscopy of a rat sperm cell as shown in Fig. 5. This involved fabricating zone plate objectives as 
well as normal incidence multi-layer mirrors that operated at 4.5 nm and was used to observe features as small as 50-nm. 

Fig. 4. A piece of SEAgel floating on soap bubbles in a beaker. This very-low-density organic-based foam, made 
from the food- thickening agent agar, is safe enough to eat and could be used as food packaging or encapsulating 
material for timed- release medication.  

 

Fig. 5. Image of rat sperm captured using an x-ray microscope that uses the 44.83-nm nickel-like tantalum laser line as 
the light source. The vertical extent of image is about 10-µm. This image shows 50-nm features as described in Ref. 23. 
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 These experiments all helped advance the development of advanced X-ray optics that are used today in many 
applications. A major goal at the time was to do laser interferometry of biological materials which pushed the development 
of X-ray lasers to reach shorter wavelengths in the “water window” between 2.3 and 4.4 nm, which are the absorption 
edges for oxygen and carbon. 

 To reach shorter wavelengths researchers switched to lasing in nickel like materials. Soon after the success of neon-
like selenium, nickel-like europium (Z=63) lased on the nickel-like 4d 1S0 – 4p 1P1 transition at 7.1 nm with the 4d 1S0 
upper laser state populated by monopole collisional excitation from the nickel-like ground state [24]. These lasers worked 
similar to neon-like lasers except they were higher-Z materials based on the closed K, L, and M shell, hence nickel-like 
(28 electrons). Nickel-like systems have the advantage of producing shorter wavelength lines than neon-like by a factor 
of two to three for similar excitation energies. The early nickel-like lasers were plagued with very low gain and never 
achieved saturated output but did reach wavelengths as short as 3.56 nm in nickel-like gold [25]. 

3. TABLE TOP X-RAY LASERS

In 1992 the big break through on the road to table-top X-ray lasers and in understanding X-ray laser physics was the 
development of the pre-pulse technique [10] at the Nova laser facility. For the first time strong lasing was observed on 
the 3p 1S0 - 3s 1P1 line in neon-like titanium at 32.6 nm followed shortly by lasing in chromium at 28.5 nm and iron at 
25.5 nm as shown in Fig. 6. This line is commonly referred to as the J = 0-1 line to distinguish it from the pair of J = 2-1 
lines seen in the original Se experiments. J is the total angular momentum of the atomic energy level.  

With the pre-pulse technique a small 6 J, 600-ps full-width half maximum (FWHM) pulse of energy illuminated a solid 
slab of titanium and created a plasma. By allowing the plasma to expand for 7 ns a large uniform plasma was created that 

Fig. 6. Spectra of 3.8-cm long Ti, Cr, and Fe targets illuminated by a single 120-µm wide line-focused beam of Nova 
consisting of a 6 J prepulse followed 7 nsec later by an 1100 J main pulse. Lasing is observed on the dominant J = 0 - 1 
laser lines at 32.6-nm in Ti, 28.5-nm in Ni, and 25.5-nm in Fe. See Ref. 10. Other weaker laser lines are also observed. 
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was then illuminated by a 1100 J, 600-ps pulse which heated the titanium to lasing conditions and caused strong lasing 
on the 32.6 nm line. The laser was focused to a 120-µm wide by 5.4-cm long line focus giving a peak intensity of 3.4 x 
1013 W/cm2 on target. The pair of weaker J = 2-1 laser lines that had dominated laser output in materials from Ge, Se, and 
Y were only weakly observed, if at all. After careful modelling it was shown that the reason lasing had only been seen 
weakly in the past on the J = 0 - 1 line was due to density gradients. Because this line was populated primarily by direct 
collisional excitation it favored a somewhat higher density region of the plasma which gave it higher gain but subject it 
to strong refraction effects that made propagation through the gain media more difficult. The use of the pre-pulse created 
a larger more uniform plasma that allowed the J = 0-1 line to propagate well. After independent confirmatory experiments 
[26] at the Asterix laser, where experiments with neon-like zinc done with and without the pre-pulse conclusively showed
the critical role of the pre-pulse, the X-ray laser community switched to using pre-pulses to produce virtually all neon-
like X-ray lasers and the J = 0-1 line, which had originally been missing for the first eight years, became the standard
laser line.

The next big break-through combined the nsec pre-pulse technique to create a uniform plasma with a psec laser pulse 
to heat the plasma and create gain. These experiments use chirped pulse amplification (CPA) [27,28] to produce the psec 
duration drive pulse with typical energies less than 10 J. The nsec prepulse is created by using part of the uncompressed 
beam from the CPA system. Experiments typically use less than 10 J in each beam. A big advantage of these systems is 
that they are compact, tabletop, higher-repetition rate systems that occupy a few standard optical benches and they have 
largely replaced the enormous ICF lasers like Nova used in the past. These systems are also much more affordable and 
enabled universities to engage in X-ray laser research. Given the short pulse duration these experiments use a travelling 

Fig. 7. The nickel-like palladium X-ray laser at 14.7 nm can be modeled as a 3-level system driven by collisional monopole 
excitation as shown in this diagram, which is not to scale. The collision (C) rates and radiative (R) rates are shown in nsec-1 for a 
typical plasma heated to 330 eV. The spectrum shows strong lasing on the 14.7-nm Ni-like Pd laser line as described in Ref. 30. 
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wave geometry to transversely illuminate the X-ray laser target and synchronize the pumping with the lasing process at 
the speed of light. The shorter psec pulse requires less energy to heat a target to similar temperatures as nsec pulse. 

The first experiments [27] of this type in 1995 used a 4 J, 1.5 ns pulse focused to a 30-µm by 0.5-cm line focus to 
illuminate a solid titanium (Z=22) target. This created the pre-plasma that was then heated by a similarly line focused 7 
J, 0.7 ps pulse. The titanium lased on two neon-like transitions, the 3p 1S0 ® 3s 1P1 transition at 32.6 nm and the 3d 1P1 
® 3p 1P1 transition at 30.1 nm. The second transition at 30.1 nm was the first self photo-pumped X-ray laser transition 
that had been observed [29] and was pumped by optical trapping of the strong 2p 1S0 - 3d 1P1 resonance line. 

After the success of the neon-like titanium laser, attention was quickly turned to using the short pulse CPA lasers to 
drive nickel-like ions. At LLNL we built the COMET laser facility to replicate the facility at the Max-Born Institute. 
Using the COMET laser nickel-like palladium (Z=46) lased in 1997 on the 4d 1S0 ® 4p 1P1 transition at 14.7 nm [28]. 
Figure 7 shows the energy level diagram for this laser as well as the collisional and radiative rates for a typical lasing 
plasma at an electron temperature of 330 eV and ion density of 6 x 1018 cm-3. This corresponds to an electron density of 
about 1.1 x 1020 cm-3. The 4d 1S0 upper laser state is populated by monopole collisional excitation of the nickel-like ground 
state. The 4p 1P1 lower state decays by rapid radiative decay to the nickel-like ground state. The X-ray laser can be 
modelled as a 3-level system. Optimizing the drive conditions, palladium reached saturated output using a total of 7 J 
from a 1.054-µm Nd:glass laser to drive a 0.9 cm long target. Typical conditions use a 1 J, 600-ps pulse followed 700-
psec later by a 5 J, 1-psec pulse to illuminate a solid palladium target with a 80-µm by 1.1 cm line focus [30]. A typical 
spectrum is shown in Fig. 7. Small signal gain coefficients as large as 61 cm-1 were measured with a total gain-length 
product of 18.1. Typical output observed was 12 µJ per pulse with divergence of 2 - 3 mrad. The CPA laser system used 
in these experiment has a repetition rate of one shot every four minutes. 

 The next big break through in reducing the energy requirements for the X-ray laser was the use of the grazing incidence 
pumping geometry, commonly referred to as the GRIP geometry [31]. The table-top X-ray lasers of a decade ago used a 
line-focused psec CPA laser that illuminated the target at normal incidence with a pre-pulse followed by a short main 
pulse. This geometry is inefficient because the optical laser energy is mainly absorbed at the critical density for the optical 
light, which is an electron density near 1.7 x 1021 cm-3 for the 0.8 µm Ti:sapphire laser drive. Meanwhile the gain region 
for the X-ray laser typically has an electron density significantly below critical denisty. To improve the efficiency it was 
realized that illuminating the target with the optical laser at a grazing angle would better couple the optical laser energy 
into the region of the plasma with X-ray laser gain. This pumping geometry improves the laser coupling efficiency into 
the gain region of the plasma by using refraction to turn the pump laser at an electron density below the critical density, 
thus increasing the path length and absorption in this specific region of the plasma. This was first demonstarted with a 
nickel-like molybdenum target that lases at 18.9 nm [31] as shown in Fig. 8. For that case the optimum lasing was 

Fig. 8. Schematic of the GRIP geometry showing the 70 mJ long pulse normally incident on the Mo target followed by 
the 80 mJ short pulse that illuminates the target at a grazing angle of 14 degrees to create lasing at 18.9 nm in Ni-like 
Mo shown in the spectrum on the right. More details are given in Ref. 31. 
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predicted to be at an electron density of 1020 cm-3. The optimum grazing angle can be estimated from ne(gain)= ne(critical) 
sin2(f) which gives f = 14° for this case. With this shallow angle one acheives a travelling wave velocity of c/cos(f) = 
1.03 c, where c is the speed of light [32]. It was shown that by tilting the compression grating for the CPA system one 
could achieve a travelling wave velocity of 1.0 c [33]. The higher efficiency of the grazing incidence (GRIP) pumping 
geometry requires only a very low energy laser pump (<150 mJ), available at a 10 Hz repetition rate, and represents more 
than an order of magnitude reduction in the pumping energy compared to the conventional transverse scheme.   

Improvements in optical lasers has led to the replacement of flashlamps with diodes to create diode-pumped solid 
state lasers such as the Yb:YAG amplifiers that can produce up to 1J of output at 100 Hz. This output is compressed 
using a dielectric grating pair to pulse lengths as short as 5 ps. Utilizing the 1.03 µm Yb:YAG laser with 0.9 J of output 
at 100 Hz in the GRIP geometry to drive a 0.5-cm long silver target enabled the demonstration of a saturated nickel-like 
silver X-ray laser with 1.0 µJ of output at 13.9 nm [34]. With this same system other nickel-like lasers ranging from 
palladium (Z=46) to tellurium (Z=52) have lased with all reaching saturated output except for the tellurium. Many other 
laboratories have achieved similar results with wavelengths as short as 6.85nm in nickel-like samarium (Z=62) 
produced using a 10-J drive in the GRIP geometry [35].  

4. CONCLUSIONS

In this paper we tell the story of the X-ray laser (see also Sect. 1 and Sect. 2 [36]), which began as an 
attempt to extend optical lasers to shorter wavelengths in the 1970’s. Research took off in the 1980’s driven by the 
rivalry between the United States and Soviet Union in their quest to create a “Star Wars” laser shield against ICBM’s. At 
the same time large inertial fusion confinement (ICF) lasers, such as Novette and Nova at LLNL, were able to create the 
first laboratory X-ray lasers in Ne-like Se at 20.6 and 20.9 nm using 2 kJ of energy in a 0.5 ns pulse. These large ICF 
lasers could only be fired every few hours and used very thin expensive exploding foils as the targets. With the 
demonstration of the pre-pulse technique at Nova, where a small pulse of a few joules heated a solid target and create a 
pre-plasma that was then be heated by a second large pulse to create the lasing conditions, X-ray lasers started working 
robustly at many laser facilities around the world.  The advent of high repetition rate psec lasers combined with the pre-
pulse technique and the grazing incident (GRIP) geometry opened the door to the many table-top X-ray lasers today 
which can be driven by less than 1 J of energy and operate at repetition rates at or above 100 Hz. This has opened many 
new research opportunities for scientific research using X-ray lasers. 
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A brief history of short wavelength coherent radiation sources
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ABSTRACT

Almost contemporaneously with the building of the first optical laser at wavelength 694 nm in 1960, theoretical
speculation and experiments were underway to produce lasing at shorter wavelengths in the x-ray range. This
paper presents a brief review of plasma-based x-ray lasers. Plasma-based x-ray laser research has increased
understanding of the atomic physics of plasmas and developed a suite of short wavelength lasers suitable for
applications. The history of the development of soft x-ray lasers created by the irradiation of solid targets with
pumping optical pulses is examined after setting the work in context with a summary of work covering a broad
range of short wavelength coherent sources. The results of methods developed to characterise plasmas-based soft
x-ray lasers are discussed.

Keywords: X-ray laser, plasma laser, EUV, XUV, recombination laser, collisionally pumped laser

1. INTRODUCTION

The building of the first optical laser1 at wavelength 694 nm in 1960 almost immediately generated theoretical
speculation and experiments aimed at producing lasing at shorter wavelengths in the x-ray range. This paper
aims to review the work on recombination and collisionally pumped soft-X-ray lasers where a laser-produced
plasma formed from a solid target is used as the lasing medium. Research developments over 40 years have
moved such plasma-based soft-X-ray lasers from large laboratories with inertial fusion scale pumping lasers, to
table-top laser systems capable of rapid pulse rates and the production of small-laboratory/commercial scale
high average power soft X-ray laser output.

Soft x-ray lasers using a solid-target laser-produced plasma as the lasing medium are created by focusing an
optical laser to a line of dimensions typically 2- 50 mm in length and < 100µm width on the target so that lasing
occurs along the line in the plasma expanding normally to the target surface. An introduction to a broader range
of short wavelength coherent sources is first presented, the development of soft x-ray lasers using solid target
laser-produced plasmas as the lasing medium is then summarised and finally the results of methods developed
to characterise plasma-based soft x-ray lasers are discussed.

2. A SUMMARY OF SHORT WAVELENGTH COHERENT LIGHT GENERATION

In this Section, a range of methods developed to produce coherent light at wavelengths shorter than the ultraviolet
are briefly discussed. At wavelengths longer than the hard x-ray (say wavelengths > 0.1 nm) and shorter than the
ultraviolet (say wavelengths < 50 nm), the spectral range is known as the extreme ultra-violet (with acronyms
of XUV or EUV) or soft x-ray. Books dealing with this intermediate spectral range were published in 1990 and
2006 and are useful references to the development of short wavelength coherent sources.2,3 A comprehensive
textbook on the technologies and applications of the extreme ultraviolet is available.4

Focusing optical lasers into non-linear media produces useful coherent harmonic output at short wavelengths,
but efficiencies are typically small (≈ 10−6) and the harmonic process typically requires < 100 fs laser pulses so
the time-averaged short wavelength output power is limited.5,6 Coherent soft x-ray output can be produced by
wakefield acceleration, where a laser pulse propagates through a near critical-density plasma formed in a gas jet.
Electrons are accelerated to relativistic velocities in a bubble formed behind the propagating pulse and oscillate
producing harmonic ‘betatron’ output in the soft x-ray in a narrow beam of divergence ∝ 1/γ, where γ is the
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Lorentz factor for the electrons. The source size for betatron radiation is ≈ micron size and the driving laser
pulses are of femtosecond duration, so the source is bright, but with a small/modest energy per pulse.7,8

Due to the high energy density required to pump a transition with high photon energy, studies aimed at
achieving high energy per pulse output at short wavelengths have involved the production of high temperature
plasma. A high energy per pulse enables high average power output when the source is driven at a high rep
rate. Successful mechanisms to produce short wavelength lasing at first centered on a recombination approach,
where a hot plasma formed in a picosecond duration optical laser-plasma is rapidly cooled leading to preferential
population of higher level quantum states and population inversion.9,10,11,12,13 Pumping geometries employed
for recombination laser research were varied with, for example, pumping optical pulses incident into plasma or
gas producing the initial free electrons by optical field ionization12 or optical lasers focussed to a line on a solid
target.13

In the 1980s, a new approach involving collisional excitation of closed-shell ionic configurations (neon-like
and nickel-like ions) achieved high output saturated lasing where stimulated emission significantly depletes the
upper quantum state.14,15,16 In the 1990s to 2000s, much experimental effort extended the range of plasmas
where these collisionally-pumped lasers operated.17,18,19 A pre-pulse and grazing-incidence input of the main
pumping pulse was found to increase the absorption and to deposit the pumping laser energy at the optimum
density. This allowed lasing at short wavelengths with pumping from high rep rate optical lasers of duration
several picoseconds with energy less than one Joule per pulse: conditions enabling table-top short wavelength
laser action.20,21,22

Capillary lasers were also developed where a sequence of electrical discharges through argon contained in
a narrow ceramic capillary produces the necessary plasma energy density and electron collisional pumping to
produce lasing at 46.9 nm in neon-like argon.23,24 Optical field ionization using circularly polarized laser light
incident into a gas or pre-formed plasma has also produced electron collisionally pumped lasing at similar
wavelengths, for example, 32.8 nm in nickel-like krypton.25,26

X-ray free electron lasers first demonstrated27 in 2010 exploit the high energy density of electrons accelerated
to relativistic energies in the type of large-scale devices previously used for particle physics experiments. A
ponderomotive force (due to the high laser radiation energy density) causes electrons to microbunch so that an
undulator (a periodic spatially oscillating magnetic field) accelerates electrons to produce coherent high power
x-ray output proportional to the square of the number of magnetic oscillations and the square of the number of
electrons in the microbunch. X-ray output with photon energies ≈ 10 keV in pulses of 1 − 100 fs duration are
now routinely used for applications at a number of x-ray free electron laser facilities.

3. PLASMA-BASED LASERS

Rapid recombination in a cooling plasma can produce population inversions. Electrons preferentially recombine
into high-lying quantum state which are closest to their initial energy in the continuum of free electrons. Studies
of excited state populations in ions28 show that there is a ‘bottle-neck’ excited quantum state where for higher
energy states the de-populating processes are collisional, while lower-lying quantum states have populations
where the de-populating process is radiative decay to lower states. If collisions dominate the de-population of
a quantum state, the populations will have Boltzmann population ratios and so a population inversion cannot
occur between states with energies above the bottle-neck quantum state. The ideal density for a plasma laser
is where the bottle-neck state of the lasing ion lies below the upper lasing quantum state and above the lower
lasing quantum state. There is thus an optimum density for short wavelength lasing in plasma ionic material at
electron densities where the bottle-neck state satisfies this criteria.

Evidence for gain from plasma material with recombination as the pumping mechanism has been observed,11,29

but saturated output has not been obtained with recombination as the sole laser pumping process. Saturated
lasing occurs when stimulated emission depletes the upper quantum state population and reduces the gain
coefficient. Interestingly, there is modeling evidence15 that the gains in the first observations of nominally
collisionally-pumped x-ray lasers between 3p -3s states in neon-like selenium were augmented by recombination.
These first collisionally pumped x-ray lasers14,15 required thin targets irradiated at intensities ≈ 1014 Wcm−2 by
the Novette laser so that the plasmas cooled rapidly after irradiation. Contrary to expectations, the J = 2→ 1
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Figure 1. The output at 5.86 nm (solid line and triangles) and 6.37 nm (broken line and circles) of a plasma-based

soft X-ray laser as a function of plasma length. The intensity scale is in Wcm−2 at the plasma deduced using a model 
(continuous curves) fitted to the data points. The model small signal gain coefficients deduced from the exponential

increase in intensity at shorter lengths are 9 cm−1 (5.86 nm) and 7.5 cm−1 (6.37 nm) with intensity saturation occuring 
at plasma length ≈ 2 cm.

transitions at 20.6 nm and 20.9 nm were found to lase rather than the J = 0 → 1 transition at 18.3 nm. This is
consistent with significant recombination as recombination cascades from higher states (for example, 3d with J = 
3) will preferentially populate the upper J = 2 states and not the J = 0 state (for example, J = 3 → 0 radiative
decays are forbidden).

Initial successes with collisionally pumped x-ray lasers14,15 required the large Novette laser, but led to devel-
opments where much smaller laser systems successfully produced plasma-based soft x-ray lasing. It was found
that using a pre-pulse to first irradiate the solid targets increased soft x-ray laser output.30 As with the recom-
bination lasers, gain with collisionally-pumped lasers cannot be produced if the bottleneck state is below the
lower lasing level. The optimum density for gain is therefore over a small range of electron densities close to the
condition where the bottleneck state lies above the lower lasing level. Using a pre-pulse means that the density
gradients from the expanding plasma are smaller when the main pumping pulse is incident and so a larger volume
of plasma is in the optimum density range for gain. The x-ray laser output is also less refracted by the smaller
density gradient and more likely to remain close to the densities of optimum gain. With a pre-pulse, thick slab
targets were found to be suitable and the use of thin targets14 was no longer necessary.

Moving to low density gradient plasmas created using a pre-pulse ensured that the rate of recombination is
reduced. With reduced recombination, the J = 0 → 1 transitions in neon-like ions became the predominant
lasing output.31 In addition, atomic physics calculations showed that lasing in nickel-line ions (rather than neon-
like) has higher gain. Using pre-pulses, x-ray laser gain on 4d- 4p J = 0 → 1 transitions in several nickel-like
ions were observed.18

Improving the efficiency of pumping with pre-pulses enabled the shortest wavelength plasma-based saturated
laser to be achieved in nickel-like dysprosium at 5.86 nm using the Vulcan laser.19 A peculiarity of the atomic
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Figure 2. A schematic of pumping rays (black) incident into an expanding plasma produced from a solid target and the
ray path taken by a soft x-ray beam. Light penetrates to a turning point with refractive index η = sin θ0, where θ0 is
the angle of incidence. It is possible to have the same turning point for the soft x-ray beam and the optical beam which
enables optimization of the soft x-ray laser gain. (Figure adapted from Tallents28).

physics of nickel-like ions causes Ni-like Dy to have approximately equal values of gain coefficient for two 4d-
4p J = 0 → 1 transitions associated with different lower laser level quantum states (an energy state (3d5/2,
4p3/2)J = 1 and an energy state (3d3/2, 4p1/2)J = 1). The upper laser state is (3d3/2, 4d3/2)J = 0 for both
transitions. As the upper laser level is the same for both lasing transitions, saturation of the slightly higher
gain line at 5.86 nm causes the gain coefficient for the other lasing line at 6.37 nm to also reduce (see Figure
1). Lower atomic number Ni-like ions have gain predominantly on the lower wavelength transition (lower lasing
level (3d5/2, 4p3/2)J = 1) so that in saturation, the laser output is essentially monochromatic.

A further and significant improvement to the efficiency of plasma-based soft x-ray lasers was introduced by
irradiating pre-pulse plasmas with the main pumping pulse at a grazing angle of incidence. Firstly, grazing-
incidence irradiation ensures that the laser heats the optimum density of plasma for gain. Incoming pump laser
pulses penetrate to a turning point as illustrated in Figure 2. Higher density plasma closer to the critical density
is not needlessly heated. The enhanced soft-x-ray laser output can amplify with minimal refraction effect in
densities close to the optimum density. There is also another advantage with grazing-incidence pumping. With
typical gain duration of ∆t of ≈ 1 − 10 picoseconds, amplification of a soft x-ray laser pulse only occurs over
lengths c∆t ≈ 0.3− 3 mm and lengths of 10− 20 mm are needed for saturation. Traveling wave pumping where
the pumping optical laser pulse moves along the target at close to the speed of light c was found to increase the
efficiency of laser output.32 Grazing-incidence irradiation introduces an intrinsic traveling wave pumping along
the target length. The development of grazing-incidence pumping has enabled soft-x-ray lasing down to Ni-like
Dy at 5.86 nm to be observed with pumping from optical laser pulses of energy ≈ 1− 10 Joule.21,22

Proc. of SPIE Vol. 11886  1188605-4
Downloaded From: https://www.spiedigitallibrary.org/conference-proceedings-of-spie on 25 Aug 2021
Terms of Use: https://www.spiedigitallibrary.org/terms-of-use



4. PROPERTIES OF PLASMA-BASED LASERS

Soft x-ray lasers pumped by optical pulses with a laser-produced plasmas as the amplifying medium have typical
pulse durations ∆t of ≈ 1 − 10 picoseconds largely independent of the duration of the pumping laser pulse
duration. Optical lasers of several picosecond duration are consequently optimum for pumping. Due to the
short duration of the gain, it is not possible to create a laser cavity as amplification only occurs over lengths
c∆t ≈ 0.3− 3 mm. For significant gain-length product, plasma lengths needed for saturation are typically in the
range 10 − 20 mm (see for example Figure 1) and cavity mirrors cannot be readily set apart by the necessary
0.3−3 mm as such proximity to the plasma would result in mirror damage on each shot. In addition, though well
designed multilayer mirrors can reflect up to 70% at normal incidence in the soft x-ray regime, the construction
of output mirrors with partial transmission to form a laser cavity is difficult. The closest approach to forming
a cavity for soft x-ray lasing has involved a single mirror enabling a double pass through the plasma amplifying
medium.33 Plasma-based soft x-ray lasers usually operate as amplified spontaneous emission (ASE) lasers where
some spontaneous emission propagating along the gain medium is amplified by stimulated emission. A simple
theoretical explanation of this ASE operation has been developed.34,35

A several picosecond duration of gain ensures that the soft x-ray laser pulse durations are of picosecond
duration as there is some laser output pulse shortening compared to the gain duration as the laser intensity am-
plification exponentiates the gain coefficient profile.36 Measurements have shown that the longitudinal coherence
length of soft x-ray lasers approaches the pulse duration and so has picosecond temporal coherence.37,38 As the
longitudinal coherence length is of picosecond duration, the transform limit of the spectral bandwidth ∆ν of soft
x-ray laser output is very narrow. We can estimate assuming the transform limit that ∆ν/ν ≈ 10−4 − 10−5.
Calculations and measurements of line broadening of the lasing lines are in agreement with such spectral band-
widths.39 A spectral bandwidth ∆ν/ν ≈ 10−4 − 10−5 gives an extremely narrow spectral range that could be
used for applications requiring an extremely well-defined and spectrally narrow laser wavelength, but to the
author’s knowledge such applications have not been explored.

The transverse coherence of plasma-based soft x-ray lasers has been measured using, for example, Young’s
slit arrangements.40,41 The soft x-ray laser beams are often dominated by speckle associated with individual
spontaneous emission events that are amplified.42 Effective methods to improve the transverse coherence have
involved the seeding of the amplification from harmonic radiation generated in a gas jet,38,43 using two plasma
amplifiers in an ‘ASE oscillator’/amplifier arrangement44,45 and employing a mirror to double pass a plasma
amplifier.33

5. CONCLUSIONS

The development of plasma-based soft X-ray lasers over approximately 40 years has been summarised with an
emphasis on the techniques which have enabled table-top soft X-ray laser pumping with ≈ Joule energy pulses.
Lasing down to wavelength 5.86 nm has been observed with table-top laser systems, enabling high average power
operation. The use of laser pre-pulses and grazing-incidence pumping has ensured that optimization of gain
coefficients and gain amplification with minimal refraction loss can occur. Pre-pulses reduce plasma gradients
which increase the volume of the gain region and reduce refraction of the x-ray laser beam out of the gain region.
Grazing-incidence pumping enables the pump laser pulse to heat the optimum gain region without wasting energy
heating plasma closer to the critical density where gain cannot occur. Some of the key properties of plasma-based
soft x-ray lasers have been summarised.
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ABSTRACT 

Compact, repetitively fired, gain-saturated x-ray lasers have been limited to wavelengths above λ=8.85 nm. Here we 
discuss their extension to λ = 6.85 nm by transient traveling wave excitation of Ni-like Gd ions in a plasma created with 
an optimized pre-pulse followed by rapid heating with an intense sub-ps pump pulse. Isoelectronic scaling also produced 
strong lasing at 6.67 nm and 6.11 nm in Ni-like Tb, and amplification at 6.41 nm and 5.85 nm in Ni-like Dy. 

1. INTRODUCTION
Plasma-based x-ray lasers allow many experiments requiring bright, high energy, x-ray laser pulses to be conducted in 
compact facilities [1]–[5].  These lasers provide extremely monochromatic radiation, typically Δλ / λ = 3 × 10-5[6], and 
when injection-seeded can reach full spatial and temporal coherence [7]–[9].  The efficient generation of high energy x-
ray laser pulses requires operation in the gain-saturated regime. In this regime stimulated emission can extract the majority 
of the energy stored in the population inversion[10]. Gain saturation in plasma-based x-ray lasers was demonstrated for 
wavelengths as short as 5.8 nm at large laser facilities [11], [12].  However, these results required pump pulse energies on 
target larger than 70 J, which limited the repetition rate to a few shots per hour. Alternatively, transient table-top lasers 
[13], [14] pumped by picosecond laser pulses at grazing incidence [15], [16] require much less energy and can operate at 
repetition rates of typically 5-10 Hz at wavelengths as short as 10.9 nm[17]. The repetition rate of these lasers was recently 
increased to 100 Hz using pump lasers pumped by laser diodes [18], and 400 Hz operation was very recently reported at 
λ= 18.9 nm in Ni-like Mo [19]. However, the extension of practical plasma-based x-ray lasers that can fire repetitively to 
sub-10 nm wavelengths is challenging. Alessi et al. used laser pump pulse energies of up to 7.5 J on target to extend table-
top, repetitive 1 Hz transient collisional soft x-ray amplification down to 7.36 nm[20]. Nevertheless, gain saturated 
operation was limited to a shortest wavelength of 8.85 nm in Ni-like La. A more recent experiment conducted in Ni-like 
Sm using a Nd: glass pump laser capable of firing a shot every 25 minutes was reported to approach gain saturation [21]. 
However, this could not be verified due to large pulse-to-pulse output pulse energy variations and the low repetition rate 
of the pump laser.  In the case of the 6.85 nm line of Ni-like Gd gain was observed in a plasma pumped by 250 J pulses, 
but the amplification was far from reaching gain saturation [22].  

Here we report the extension of gain saturated compact repetitive x-ray lasers down to 6.85 nm (181 eV) in Ni-like Gd. 
Furthermore, in the same experiments we observed gain at even shorter wavelength transitions, down to 5.85 nm (212 eV) 
in Ni-like Dy.  The experiments were performed with a pump laser capable of firing at repetition rates up to 3.3 Hz[23]. 

2. EXPERIMENTAL SET UP AND METHODS
The x-ray lasers were excited with a sequence of two laser pulses from a λ=800 nm chirped pulse amplification 
Titanium:Sapphire (Ti:Sa) laser. The first pulse or pre-pulse consists of a longer pulse irradiating 1–2 mm thick solid slab 
target. This pulse ionizes the plasma to the vicinity of the Ni-like ionization stage. This is followed by a sub-picosecond 
pulse impinging at grazing incidence that rapidly heats the electrons to produce a transient population inversion by 
collisionally electron impact excitation. The experimental set up is shown in Fig. 1. For each pulse there were many 
parameters that were changes to maximise energy out of the x-ray laser. The intensity ratio of the pre-pulse to the sub-
picosecond pulse was optimized using different beam splitters deflecting 30%, 40%, or 50% of the beam to be used as pre-
pulse. Optimum pre-pulse plasma conditions were obtained using a 30% and 40 % for Sm and Gd respectively. This would 
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deliver 4.3 J and 6.9 J pre-pulse to the target for Sm and Gd respectively.  The Ti:Sa pump laser has an acousto-optic 
programmable dispersive filter was used after the laser oscillator to tailor the bandwidth of the laser. This gives us the 
ability to adjust the length of the un-compressed pre-pulse from 45 ps to 300 ps to find the optimal conditions for laser 
amplification, which proved critical to obtain the results discussed below. It was found that the optimum pre-pulse deration 
is a FWHM duration of ~ 185 ps.  

Figure 1. Experimental set up of the normal pre-pulse and with the short pulse with a grazing incidence respect to the target 
and the x-ray laser incident on a grading then to a CCD. 

This is shown from Fig 2(a). The pre-pulse was focused onto the target using the combination of a spherical and a 
cylindrical lens to form a line focus of approximately 15 µm FWHM width and 9 mm or 10 mm length for Sm and Gd 
respectively. This gave a pre-pulse with intensities of I ~ 1.7 × 1013 W cm-2 and 2.5 × 1013 W cm-2 on target for Sm and 
Gd respectively. 

Figure 1. (a) Measured λ= 7.36 nm laser intensity as a function of the pre-pulse duration. The points are the average of 
several laser shots and the error bar represents one standard deviation. (b) Measured laser intensity as a function of the delay 
between the peak of the pre-pulse and the peak of the short pulse. The plasma column length was 9 mm. 

To achieve efficient pumping by the sub-picosecond pulse, we developed a focusing geometry designed to create a plasma 
column of constant width along the target. This focusing method, consisting of two cylindrical mirrors, is the same we 
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used previously to obtain gain-saturated lasing in Ni-Like La at 8.85 nm [21].  The plasma created by the pre-pulse is 
allowed to expand to reduce the density gradient and subsequently is rapidly heated with 7.1 J or 7.3 J pulse of a 0.7 ps 
FWHM duration for Sm and Gd respectively. The delay between the pre-pulse and the sub-picosecond pulse controls the 
plasma density and density gradient in the gain region, as well as the degree of ionization (fraction of Ni-like ions) at the 
time of excitation by the sub-picosecond pulse.  Fig. 2(b) shows that the maximum laser output intensity is observed when 
the sub-picosecond pulse arrives at the target ~ 27 ps after the peak of the 185 ps FWHM pre-pulse. The sub-picosecond 
pulse is shaped into a line focus of approximately 30 µm × 9 mm - 10 mm FWHM, corresponding to an intensity of I ~3.5-
3.7 × 1015 W cm-2 for Sm and Gd respectively. The target surface was tilted with respect to the axis of the sub-picosecond 
pulse to define a grazing incidence angle of 35 degrees or 43 degrees for efficient heating in the case of both Sm and Gd 
respectively. To optimize the incidence angle we changed the angle of the target respect to the short pulse beam and the 
position of the grating and CCD.  Due to the short duration of the gain, the mismatch between the propagation velocities 
of the pump pulse and the amplified pulse significantly reduces the amplification of the x-ray laser pulse. To overcome 
this limitation, a reflection echelon [14], [24] composed of six adjustable mirror segments was used to obtain traveling 
wave excitation. The traveling wave velocity was adjusted for each new angle, and the focus was corrected for each angle 
for a traveling-wave excitation velocity of (1.0 ± 0.03)c. 

Gain measurements were conducted for both the Sm and Gd using single laser shots and moving the targets 1mm between 
shots. When the Gd laser was operated at 2.5-Hz repetition rate the target was translated at a speed of 2.5 mm s-1 to renew 
the surface after each shot. The output of the x-ray lasers was analysed using a flat-field spectrometer with a nominally 
1200-lines/mm variable space grating positioned at a grazing incidence angle of 3 degrees and a back-illuminated CCD 
detector placed at 48 cm from the target.  The x-ray lasers pulse energies were estimated from the CCD counts taking into 
account the attenuation of the filters, the grating efficiency, and the quantum efficiency of the detector. 

3. RESULTS
Strong amplification is observed in the 4d1 S0-4p1 P1 transition at λ= 7.36 nm (169 eV) Ni-like Sm. Fig. 3(b) illustrates the 
Sm x-ray laser intensity grows by more than 3 orders of magnitude as the plasma column length increases from 3 mm to 
8 mm. Saturation of the gain is observed to have an onset at a plasma-column length of approximately 5.5 mm.  A fit of 
the data with an expression for the gain that takes into account saturation [25] yields a gain coefficient of 27.3 cm-1 with 
a gain-length product of 16.6. The energy of the most intense Sm laser pulses was estimated to be ~ 1.8 µJ from the CCD 
counts, a value that is sufficient to perform single shot imaging [26].  

Similar pre-pulse and sub-picosecond pulse conditions were used to obtain a gain-saturated 6.85 nm (181 eV) laser in Ni-
like Gd.  Fig. 3(a) shows a series of on-axis spectra as a function of the length for a Gd plasma column created from a 
polished Gd slab target with other irradiation parameters similar to those described above.  Fig. 3 (c) shows the increase 
in the λ= 6.85 nm laser line intensity as a function of plasma column length.  A fit to the data gives a gain coefficient of 
26.3 cm-1 and a gain length product of 16.2. The output pulse energy for the longest plasma column length is ~ 1 µJ.  Weak 
amplification was also observed for the λ= 6.85 nm line of Ni-like Sm and in the λ= 6.33 nm (196 eV) line of Ni-like Gd. 

The demonstration of a gain-saturated tabletop laser at λ= 6.85 nm in Ni-like Gd at this reduced pump energy also opens 
the prospect for bright high-repetition-rate plasma-based lasers at shorter wavelengths.  In progress toward this goal we 
made use of isoelectronic scaling along the elements of the lanthanide series to obtain lasing in several other shorter 
wavelength transitions from Ni-like ions. The spectra of Fig. 3 (b) show that the use of similar irradiation conditions for 
Ni-like Gd resulted in strong amplification in the λ= 6.67 nm (186 eV) and λ=6.11 nm (203 eV) transitions of Ni-like Tb. 
Finally, we have also observed weak amplification in the λ=5.85 nm (212 eV) and λ=6.41 nm (193 eV) lines of Ni-like 
Dy (Fig. 4) using the same pump conditions. The spectra in Fig. 4 show that the intensity ratio of the longer wavelength 
to the shorter wavelength of the two J=0-1 lines becomes smaller as Z increases[27], with the shortest wavelength line 
becoming dominant for Ni-like Dy, as already observed in a normal incidence pumping experiment with much large laser 
pump energies [11], [28]. 

Fig. 5 shows the computed spatial distribution of the beam intensity as a function of plasma column length. The model 
simulations show that in the case of the higher Z-ions refraction shifts the maximum gain to the lower density region of 4 
- 5 × 1020 cm-3.  At this density the saturation intensity is computed to be 1.2 × 1010 W cm-2. Simulations show this
intensity is reached after the rays travel ~ 6 mm along the plasma column axis. The output intensity is computed to exceed
the saturation intensity by > 3× at the exit of the amplifier.  Refraction is observed to shift the amplified beam progressively
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away from the target and to decrease the output pulse energy. In absence of refraction simulations predict the laser pulse 
energy would be five to ten times the amount with refraction, potentially reaching >10µJ.   

Figure. 3 (a) End-on spectra of a line-focus Gd plasma column showing saturated amplification in the λ= 6.85 nm line of Ni-
like Gd. With the first two integrations plots on the right multiplied by 5. (b) Intensity of the λ= 7.36 nm laser line of Ni-like 
Sm as a function of the plasma-column length. The fit of the data yields a gain coefficient of 27.3 cm-1 and a gain-length 
product of 16.6. (c) Intensity of the λ= 6.85 nm laser line as a function of the plasma-column length. The fit of the data yields 
a gain coefficient of 26.3 cm-1 and a gain-length product of 16.2. The error bar represents 1 standard deviation. 
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Figure. 4 End-on spectra showing lasing at progressively shorter wavelengths in the 4d1 S0-4p1 P1 line of nickel-like 
lanthanide ions, down to λ= 5.85 nm in nickel-like D. 

Figure. 5. Computed evolution of the intensity distribution of the x-ray laser beam of the 6.85 nm line of Ni-like Gd as 
function of plasma column length. (a) Intensity vs distance to the target for increasing plasma column lengths between 0.4 
and 0.9 cm. 

4. CONCLUSION
In conclusion, we have extended repetitively fired, compact, gain-saturated plasma-based lasers to the shortest wavelength 
to date: 6.85 nm. We have also observed laser amplification in other Ni-like lanthanide ions at wavelengths as short at 
5.85 nm, opening the possibility of scaling table-top gain saturated lasers to even shorter wavelengths. The results will 
make possible applications requiring bright laser pulses with a large number of photons at these short wavelengths, such 
as single shot ultra-high resolution imaging of dynamic nano-scale phenomena to be realized at compact facilities. 
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ABSTRACT  

Design and development of a compact chirped pulse amplification (CPA) laser is presented. This system will be used to 
generate coherent tabletop X-rays based on laser-produced plasmas (LPP) for round the clock advanced spectroscopy. The 
building blocks of the laser are shown and the results from the front-end are laid out. The progress on the amplification 
stages is presented with a scheme to extract compressed 15 J laser pulses at the output which are to be characterized and 
hit on rotating target for generating a plasma with enough population inversion (Ne-like or Ni-Like) as such to enable the 
emission of Soft X-rays. © 2021 The Author(s)

Keywords: Plasma, X-ray, Laser, Spectroscopy, Tabletop, Ultrafast, Ne-like, CPA

1. INTRODUCTION
The recent decades have seen a rise in high power ultra-intense laser systems in both labs and industries, mainly because 
of many different applications of these large bandwidth, short duration lasers. These include fundamental research areas
such as intense light matter interactions, high energy density research1, plasma studies and generation of coherent hard and 
soft X-rays2. These high-power high-energy lasers are commonly enabled by a technique known as chirped pulse 
amplification (CPA), introduced by Mourou and Strickland, which enables safe energy amplification from solid state gain 
media using short pulses without experiencing non-linear effects3. CPA combined with broadband materials such as 
Nd:Glass or Ti:Sapphire, can enable small scale terawatt lasers in a tabletop setting. More research is being done to scale 
up the power by producing high energy, high repetition rate laser pulses in the lab. A number of such systems exist around 
the world4-6. One of the applications for such a system is for generating X-rays on a tabletop, which enables all sorts of 
applications in the domain of X-ray spectroscopy in a laboratory setting. 

1.1 Coherent X-ray Sources

For experiments, involving spectroscopy, the go-to source for X-rays are synchrotrons, and the advent of  XFEL's have 
opened up promising opportunities in the field of X-ray spectroscopy. These X-ray sources are very attractive for the user 
because of their high brightness, tunable wavelengths and high repetition rates but these come with a tradeoff as very few 
of them exist around the world. With a footprint of several kilometers and high cost to build and maintain, it can sometimes 
hinder basic and continuous research because of the need to get a proposal accepted. That is why; experimentalists have 
always been keen to develop tabletop X-ray sources, which can mimic to some extent the source characteristics of a 
beamline. Since the discovery of X-rays, many tabletop sources have been developed, some based on capillary discharge7

supporting a single wavelength, others discretely tunable using laser produced plasmas8 where a high intensity laser ionizes 
a solid or a gas target enough to create population inversion for X-ray lasing. Depending on the target and the pump pulse,
high brightness X-ray laser lines at several different wavelengths have been characterized9. On the other hand, to obtain 
continuously tunable X-rays on a tabletop, laser wakefield acceleration is the dominant technique, which is in simpler 
terms a miniaturized synchrotron and finally in order to produce ultrafast X-rays, high harmonic generation (HHG) is the 
way to go10. For spectroscopy experiments, brightness of the X-rays is a key feature as what spectroscopy is in general 
terms is shining light on processes and tracking them. Figure 1 shows a brightness comparison of tabletop techniques as 
compared to synchrotrons and XFEL's. In this paper, we discuss the progress on the development of a Terawatt laser, 
which will enable the emission of soft X-rays based on the laser produced plasma technique in our lab.
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Figure 1. Brightness comparison between sources of X-rays generated in laboratory and at accelerators. 

1.2 Laser Produced Plasma (LPP) X-ray Laser 

Soft X-ray lasers are quasi-monochromatic ( ~10-5), coherent source of photons in the spectral range of 1 nm to 50 nm11. 
Soft X-rays based on laser produced plasma are characterized by high photon number12, and high spatial coherence13 and 
ultra-narrow linewidth14, which make them ideal for applications such as material science15, plasma diagnostics16, X-ray 
spectroscopy17, lithography18, microscopy19, etc. The technique to generate soft X-rays in a plasma is to generate a very 
hot, dense, stable plasma with enough ions and free electrons that it creates a Neon-like or Nickel-like stage20. As a 
principle for any kind of lasing, there needs to be population inversion. In an equilibrium plasma, this is achieved by 
transient collisional excitation (TCE) 21. TCE is a popular scheme where a pre-pulse creates a pre-plasma through which a 
Ne-like or a Ni-like ground stage is established and then the main laser pulse is used to heat up the pre-plasma to create 
population inversion. The free electrons collide with the ground level electrons and excite them to upper levels where they 
go back down and lase at a particular wavelength. Figure 2 shows the energy diagram depicting X-ray lasing in a stable 
Neon-like or Nickel-like ground. To create such a plasma, a short high intensity laser pulse is needed to hit on a gas or a 
solid target. A combination of transient collisional excitation (TCE) scheme and chirped pulse amplification (CPA) can 
enable soft X-ray lasing with a pump energy of approximately 10J22. Another scheme known as Grazing incidence pumping 
(GRIP), takes the concept of TCE one-step further where the main pulse is shot oblique to the target such as it travels along 
the plasma column, which further brings down the pump requirements to approximately 1J and enables high repetition 
rates23. Figure 3 shows the concept of a line plasma created on a solid rotating target by a high-energy laser pulse for 
emission of X-rays. A line focus on the target is generated by using cylindrical lenses or in some cases using a spherical 
or parabolic mirror24. Commonly, a double pumping technique is utilized where a long nanosecond pulse of high-energy 
creates a pre-plasma followed by a short picosecond pulse of high energy to create population inversion. With plasma as 
a gain medium in a single pass geometry, the phenomenon of amplified spontaneous emission (ASE) occurs through which, 
soft X-ray laser lines can be generated and characterized using a spectrometer. It has already been shown that large gain 
length products are possible and because of short gain duration; short intense X-ray pulses can be extracted25. A solid 
medium works better to provide a high gain, high electron density, and Ne-like and Ni-like ground provide better stability 
as they have one ground state. In a Ne-like scheme, the upper laser states 3p are populated by electron collision from the 
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lower 2p state. Due to rapid decay of 3s states to the ground state, population inversion is continued. Ne-like schemes 
suffers from needing large pump powers while on the other hand almost similar Ni-like scheme is useful for producing 
lasing at much shorter wavelengths and requires less pumping energy26. Ni-like X-ray laser lines have been extracted at 
many different facilities around the world27-29. 

Figure 2. Lasing in a Ne-like or Ni-like ground. 

Figure 3. Line focus plasma on a solid target. 

2. EXPERIMENT
Our tabletop soft x-ray laser system (EMPULSE) consists of a total footprint of three (2m x 1.5m) optical tables in the lab. 
The backbone of the system is a femtosecond fiber oscillator laser. In order to get a high peak power, high-energy pulse to 
create a plasma, we utilize the well-known technique of chirped pulse amplification30, where a low energy, high peak 
power pulse is stretched in time. This enables safe energy amplification of the pulse without optical component damage. 
The amplified pulse is later compressed to obtain the desired high peak power high-energy output. Figure 4 depicts the 
steps of CPA.  The front-end of EMPULSE consists of a self-developed pulse picker, a 4-pass single grating stretcher and 
a self-developed regenerative amplifier. To boost the energy of the laser pulse once it is stretched, there are four powerful 
(Neodymium) Nd glass flash lamp pumped amplifiers and spatial filters. In the end, high energy laser pulses are 
compressed using a grating pair and delivered into the X-ray lasing chamber on the solid rotating target to create a plasma 
for X-ray lasing. Figure 5 shows a schematic diagram of the laser system.  

Figure 4. The steps involved in Chirped Pulse Amplification. 
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Figure 5. Schematic of building blocks of the system (EMPULSE). Further information on Figure 7. 

2.1 Front End 

The heart of our laser is a commercial Ytterbium doped fiber oscillator, which provides ultrashort pulses with a pulse 
duration of 120 femtosecond (fs), power of 5 W, repetition rate of 80 MHz and 6 nJ of energy per pulse. After defining the 
desired repetition rate, the pulses are picked by a homemade pulse picker consisting of two sets of crossed polarizers and 
a Pockel cell in between acting as a switch. The pulse is picked up whenever the Pockel cell is triggered. Figure 6 shows 
a pulse being picked up from the pulse train when triggered by a signal. The picked pulse or pulses are sent to a variable 
beam expander before they hit the grating. To stretch the pulses in time, a single grating stretcher is implemented with a 
folded mirror scheme, to utilize the grating in 4-pass stretching geometry, as shown in figure 7. The pulse experiences a 
strong broadening effect as the grating induces dispersion, affecting the spectral phase. The diffraction grating has 1740 
lines/mm. The pulses are stretched to approximately one nanosecond (ns) duration, which can be measured by using a fast 
diode or the stretching factor can also be determined mathematically by using the grating equation and the final pulse 
duration can be estimated depending on distance between the gratings and angle of incidence of the laser pulse31. One of 
the limiting factors of the stretcher is the bandwidth of the grating, resulting in a spectra with less wavelengths, when the 
pulse exits the stretcher, as shown in Figure 8.  

Figure 6. The trigger pulse for the Pockel cell (red) and the pulse train coming from the oscillator (blue) are shown. The 
missing pulse from the pulse train is the picked pulse, which is sent to the stretcher. 
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Figure 7. Optical Design Sketch for the Front-end. 

Figure 8. Spectra for the oscillator (red) shows much broader bandwidth, while spectra after stretcher (blue) shows a narrower 
bandwidth range. 

For characterization of the pulse output from the stretcher, a wave front sensor and a few CCD cameras are used to measure 
the astigmatism and beam profile in near field and far field propagation window. Figure 9 shows the near field profile (left) 
and far field beam profile (right). The beam looks perfectly Gaussian in the near field although there is astigmatism seen 
in the far field propagation, which can be corrected by using an aperture for instance. 
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Figure 9. Near field beam profile (left) and far field beam profile (right) for the output of laser pulse from the stretcher. 

After the stretcher, the beam size is reduced, before the pulse enters the regenerative amplifier cavity for pre-amplification. 
A regenerative amplifier resembles a laser cavity with a gain medium and a pumping mechanism. A seed pulse enters the 
cavity; it is amplified in several round trips and exits the cavity at the desired energy controlled by the timing delay. The 
regenerative amplifier implemented for this setup consists of a double channel Pockels Cell, a faraday rotator, a quarter 
wave plate, a half wave plate, three sets of polarizers and a curved end mirror, as shown in figure 7. It is pumped by Quasi 
CW laser diode with a central wavelength of 808nm at a power of 70W. The gain medium is Neodymium Phosphate glass 
(LHG 8 p/p 1% Nd). Both the gain medium and the diode are connected to a chiller kept at 19 C to eliminate temperature 
effects. The length of the regen cavity is 1 meter, while the time for one roundtrip is 6.6 ns. The total number of round 
trips that the pulse makes before exiting the cavity is approximately 40. For monitoring the output of the regenerative 
amplifier, two CCD cameras are installed at the back of the end mirror to monitor the beam profile in near field and far 
field propagation on the optical table. A silicon diode detector attached to an oscilloscope monitors the output ramp-up 
signal, the energy is measured using a power sensor, and an energy output reader. The results from the regenerative 
amplifier are shown in the next section. 

2.2 Amplification Chain 

As shown in figure 7, for main pulse amplification, powerful Nd glass flash lamp pumped amplifiers are used. Flash lamp 
pumped glass rod amplifiers provide large gain and increase the energy of pulse drastically. In our setup, four amplifier 
modules are implemented with different gain media lengths. On the first table there is Q9 and Q16 having rods 9 mm and 
16 mm respectively. To take advantage of the full face of the gain media, the pulse output from the regenerative amplifier 
is expanded first to 8mm for Q9 and then 12mm for Q16. Q9 is operated in double pass mode while Q16 is operated in 
single pass mode. The amplifiers are connected to a flash lamp control module and internal chiller for regulation.  

The whole amplification procedure is governed by a timing synchronization scheme. Expected output of energy per pulse 
after Q9 is around 2mJ in single pass and 20 mJ in double pass. Q16 will further amplify the pulse up to 300 mJ. A faraday 
isolator is used to prevent any back reflections in the system. A further amplification scheme is planned to get a 15 J energy 
per pulse at the end using two more amplifier heads. This stage is under development and out of the scope for this paper. 
Figure 10 shows the planned amplification scheme for EMPULSE. 

Figure 10. Planned amplification scheme for EMPULSE 
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3. RESULTS
3.1 Regenerative Amplifier 

The results from the regenerative amplifier are shown in this section. The pulse repetition rate is 2 Hz after the picker. The 
pulse is stretched up to one nanosecond after the grating and then sent into the regenerative amplifier for pre-amplification 
stage. The output of the regen is up to 0.2 mJ on average. The near field profile is more flat-top than Gaussian as shown 
in figure 11. Figure 12 shows the ramp-up operation of the amplifier showing the increase in energy with the number of 
roundtrips. The final energy extracted from the regen is shown in figure 13, which is measured over a period of 1 hour. 
The root mean square value is 0.19 mJ. The standard deviation of the data is 0.0068 mJ, with a variability range of 0.196 
mJ to 0.182 mJ, while relative standard deviation is found to be 3.6 %. The maximum fluctuation in the data is at 0.22 mJ 
and minimum at 0.17 mJ, therefore the absolute difference in peak fluctuations comes out to be 0.048 mJ. 

Figure 11. Beam profile at the output of the regenerative amplifier.  

Figure 12. The ramp-up operation of the regenerative amplifier with increasing signal every roundtrip. 

Figure 13. The energy output of the regenerative amplifier over a period of 1 hour at 2Hz 
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4. DISCUSSION
A pre-pulse generator will be implemented to take advantage of the double pumping phenomenon. Also, B-integral has to 
be investigated to avoid dangerous non-linear effects in the amplification chain. The second table will consist of the rest 
of the two amplification head Q25 with 25 mm rod and Q45 with 45 mm rod. Vaccum spatial filters will be used to clean 
the beam and image it on the face of the respective rods and to deliver the beam to the compressor. The compressor will 
be implemented in a two grating double pass geometry to compress the pulse down to approximately few picoseconds. A 
commercial single shot auto correlator can be used to characterize the beam before sending it inside the X-ray generation 
chamber under high vacuum. An optical system has to be designed to precisely create a line focus onto a solid rotating 
target. We expect to have one shot per minute for the laser pulse hitting on the target. The X-rays can be collected and 
characterized from the output of the X-ray chamber.  

5. CONCLUSION
The initial development phase of a tabletop X-ray source based on laser-produced plasma (LPP) is demonstrated. 
The specifications and outcomes of the front end are shown to be comparable to contending systems (see also Sect. 
1-4 [32]). The high-energy amplification scheme is put forward and a plan for the development of the next phase is 
proposed. The last phase will consist of pulse compression, plasma generation and collection of X-rays. Soft X-rays 
laser lines from different targets will be characterized and used for different spectroscopy experiments; which is indeed 
the end goal. Coherent, short, bright X-rays can be used for many different applications such as X-ray microscopy, X-
ray spectroscopy and X-ray lithography in a home lab setting.
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ABSTRACT 

Three main paths have been selected within the ELI Beamlines research program for transforming driving laser pulses 
into brilliant beams of short wavelength radiation: High-order harmonic generation in gases, Plasma X-ray sources, and 
sources based on relativistic electron beams accelerated in laser-plasma. For each of these research areas, dedicated 
beamlines are built to provide a unique combination of X-ray sources to the user community. The employment of these 
beamlines has a well-defined balance between fundamental science and applications in different fields of science and 
technology. Besides those beamlines, a plasma betatron radiation source driven by the PW-class HAPLS laser system is 
being commissioned in the plasma physics platform to serve as a unique diagnostic tool for dense plasma and warm 
dense matter probing. 

Keywords: X-rays, extreme ultraviolet, high-order harmonic generation, laser-plasma, plasma betatron, coherent 
diffraction imaging 

1. INTRODUCTION
The mission of the ELI Beamlines center, which is a part of the pan-European ELI project, is to provide high energy 
beams of laser-driven X-ray sources and accelerated particles to the users from various fields of research [1]. In this 
paper, we provide a brief update on current and near-future experimental capabilities as well as some recent results on 
coherent diffraction imaging (CDI). 

The main laser drivers considered for the X-ray sources are the kilohertz L1 Allegra laser system [2] and the multi-hertz 
petawatt-class L3 HAPLS system [3]. The L1 laser system is based on optical parametric chirped pulse amplification 
(OPCPA) and it is designed to provide pulse energy of 100 mJ with 15 fs pulses at 1 kHz repetition rate. This system 
already demonstrated operation above 50 mJ pulse energy, but the user operation is so far limited to 30 mJ with design 
values of pulse duration and repetition rate. The petawatt-class L3 laser is also still in the stage of ramping up its 
performance towards the design values. Currently, it provides pulses with the energy of 10 J and pulse length of 30 fs at 
a maximum repetition rate of 3.3 Hz or in the single-shot mode. The petawatt operation is expected in near future, while 
the 10 Hz repetition rate will most likely become available in a few years. 

2. X-RAY SOURCES
X-ray sources that do not require very high energy of the driving laser pulse, such as high-order harmonic generation in
gases or plasma X-ray sources, can be operated at a high repetition rate. In the case of the ELI Beamlines facility, those
sources are driven by the kilohertz multi-terawatt L1 laser complemented by a commercial laser that provides 11 mJ
pulses with duration of 35 fs and repetition rate of 1 kHz. On the other hand, the sources based on laser acceleration of
electrons to relativistic energies, such as plasma betatron and inverse Compton source, will be exclusively driven by the
multi-hertz petawatt-class L3 laser.

*nejdl@fzu.cz; phone +420 266 051 209; www.eli-beams.eu
+present affiliation: Institute of Solid State Physics Bulgarian Academy of Sciences, 72 Tsarigradsko Chaussee, Sofia 1784,
Bulgaria 

International Conference on X-Ray Lasers 2020, edited by Davide Bleiner, 
Proc. of SPIE Vol. 11886, 1188608 · © 2021 SPIE · CCC code: 

0277-786X/21/$21 · doi: 10.1117/12.2593341

Proc. of SPIE Vol. 11886  1188608-1
Downloaded From: https://www.spiedigitallibrary.org/conference-proceedings-of-spie on 25 Aug 2021
Terms of Use: https://www.spiedigitallibrary.org/terms-of-use



2.1 HHG Beamline 

The HHG Beamline (see schematics in Fig. 1), as a source of coherent XUV radiation with femtosecond pulses based on 
high-order harmonic generation in noble gases that is driven by kilohertz laser drivers [4],[5], has been routinely 
employed for user experiments. Although the beamline is designed to accommodate up to 100 mJ laser pulses, the L1 
laser currently provides a maximum pulse energy of 30 mJ for HHG. Laser focusing with f-numbers 80, 200, and 500 is 
currently utilized enabling efficient generation in various noble gases with both kHz laser drivers. The XUV beam is 
directed into two end-stations: a station dedicated to atomic molecular and optical sciences and coherent diffraction 
imaging [6] and a magneto-optical VUV ellipsometry station [7] dedicated to material science and surface science. Since 
the beamline commissioning various parts of it have been upgraded with respect to the original design to increase the 
photon number and improve the versatility and robustness of the source as well as to improve the characterization of the 
XUV beam [8]. 

Figure 1. Drawing of the current state of the HHG Beamline with all vacuum chambers labeled by their main function. More 
details can be found in [4]. 

Recently, the grating monochromator employing a grating with 150 lines per mm was optimized to provide close to 
diffraction-limited image of the harmonic source on a panel with slits of various widths (50 to 400 microns) and 100, and 
200 µm pinholes. Fig. 2 shows a typical image from a Ce:YAG screen located at the position of the slit panel showing 
positions of 21st and 19th harmonics generated by the 792 nm Ti:Sapphire laser (11 mJ, 35 fs, 1 kHz) in a Kr gas cell. The 
harmonics on the screen have around 200 µm in full-width at half maximum. 

Figure 2. Negative image of the emission of the scintillator crystal that is placed in the position of exit slit of the 
monochromator showing 19th and 21st harmonic generated in krypton. The part of the circle at the top of the figure is caused 
by light coming from the edge of the scintillator. 

In the following paragraph, we will describe a particular experiment, which proved the feasibility of using the beamline 
for monochromatic XUV coherent diffraction imaging. The monochromator slit or pinhole is imaged by an ellipsoidal 
mirror with demagnification factor of 5 onto a sample. The XUV focus was located 1 mm in front of the sample to 
ensure homogeneous illumination. A sample of 5 µm by 4 µm resembling the ELI logo was created by nano-structruring 
on 300 nm Au layer on a 75 nm thick Si3N4 substrate using a focused ion beam. For the CDI experiment, the sample was 
illuminated by a monochromatic XUV beam of the 21st harmonic at the wavelength of 38 nm (photon energy of 33 eV). 
Coherent diffraction patterns were captured using a back-illuminated CCD detector placed 50 mm behind the sample. 
Higher dynamic contrast of the pattern could be achieved utilizing a beam stop at 20 mm distance to the CCD sensor. 

21st harmonic 

19st harmonic 

1 mm 
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Images with and without the central beam stop were acquired and processed in order to obtain a diffraction pattern 
containing both the diffraction center and good signal at higher Fourier frequencies (see Fig. 3). Even though a single-
shot diffraction pattern could be recorded, a typical exposure time of the camera was 100 ms to acquire the lowest spatial 
frequency with a reasonable signal to noise ratio. To make the highest spatial frequency visible, an acquisition time of up 
to 15 s is needed, leading to an overexposure of the low-frequency features. The maximum spatial frequency recorded by 
such system was 7300 lines/mm resulting in theoretical resolution of ~90 nm. 

Figure 3. Raw diffraction pattern captured with beam stop (a), and post-processed, centered pattern (b) using a diffraction 
pattern without beam stop to reconstruct the parts of the pattern covered by the beam stop. 

The applied phase retrieval algorithm is based on Fienup’s Hybrid Input-Output [9][10] combined with Luke’s Relaxed-
Averaged-Alternating-Reflections algorithm [11] to enhance the robustness to converge to the solution by fulfilling 
constraints in both Fourier and real space domains. Iterative reconstructions were performed following the strategy of 
incrementally optimized support masks, starting with a coarse auto-correlation envelope derived from the diffraction 
pattern itself. The support masks are optimized continuously by adopting the shape of the reconstructed object in real 
space. Optimized reconstructions are therefore achieved after 35 iterations pushing the image reconstruction to an almost 
real-time process. A qualitative comparison between the SEM image of the actual object and the reconstruction of its 
XUV image (see Fig. 4) reveals a good agreement both in scale and shape. 

Figure 4. SEM image of ELI logo (left). Reconstructed image after 35 iterations (right). 21st harmonic of a Ti:sapphire laser 
monochromatized by a grating monochromator was used for illumination. 
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2.2 Incoherent plasma X-ray sources 

There are two types of laser-plasma X-ray sources (PXS) depending on the state of the X-ray emitting material. Either it 
is the laser-generated plasma heated to high enough electron temperatures to generate appropriate ionization and 
collisional excitation of the working ion that consequently radiates through spontaneous emission, or it is the neutral 
target being bombarded by fast electrons from the hot plasma in its vicinity. The first type of source typically employs ns 
and ps lasers that are better absorbed and heat the plasma volume more efficiently resulting in ps-ns sources of XUV or 
soft X-ray radiation. The second type, on the other hand, employs femtosecond lasers that generate a significant 
population of hot electrons penetrating into the neutral material generating both a continuous X-ray spectrum 
(bremsstrahlung) and characteristic X-ray lines (such as Ka or La lines) via electron collisions with neutral atoms of the 
target. The later type of the source, if properly designed, is capable of providing sub-picosecond pulses of hard X-ray 
radiation (few keV - 30 keV) with reasonable efficiency. Therefore, this method has been chosen to be implemented at 
ELI Beamlines for ultrafast probing of structural and electron dynamics by diffraction methods and spectroscopy, 
respectively. Proper laser intensity sets a suitable electron temperature for generation in a given spectral range. The hot 
electron temperature scales as THOT ~ (Il2)1/3 underlining the importance of development of long-wavelength high-peak 
power laser systems. Moreover, a contrast of the laser is a very important aspect, as it defines the interaction conditions 
of the pulse with the target. 

There are three types of high-density targets being investigated for laser-plasma X-ray sources with kilohertz laser 
drivers (L1 and commercial kHz laser) focused by short focal-length parabolic mirror. A water jet target emitting low-
energy X-ray continuum [12], metal tape target (Cu and Mo tapes) with its characteristic lines and significant 
bremsstrahlung in the 10-20 keV energy range [13], and liquid metal jet source [14] using Ga or Bi/In as a renewable 
target. While the water jet source lacks characteristic lines and therefore offers low spectral brightness, its advantage lies 
in its almost debris-free operation, making it an easy-to-implement/operate X-ray source for spectroscopy applications. 
Sufficient photon flux generated by metal target PXS systems come with debris contamination of the reaction chamber, 
making the sources prone to operation instability in long-term runs and flux output. Thus, each of these sources has its 
advantages and disadvantages. Further investigation is needed to decide which technology will become the basis for user 
experiments. 

2.3 Laser-plasma accelerator-based X-ray sources 

The Gammatron beamline, a multidisciplinary user-oriented source of hard X-ray radiation based on the laser-plasma 
accelerator (LPA) is being deployed in experimental hall E2 of the ELI Beamlines. The Gammatron beamline [15] 
consists of a broadband hard X-ray source with spectral range from a few keV to few hundreds of keV through a betatron 
scheme and a quasi-monoenergetic beam of hard X-rays with a spectral range of a few 100’s keV in inverse Compton 
scheme. The mechanism of generation of these X-ray sources is based on laser wakefield electron acceleration, in which 
an intense (>1018 W/cm2) femtosecond laser pulse interacts with a gas medium. The ponderomotive force of laser drives 
an electron plasma wave that traps electrons and accelerates them to relativistic energies. The accelerated charge also 
experiences transverse oscillations due to restoring force induced by space-charge separation, which generates 
synchrotron like radiation. As a result, a collimated X-ray beam with bright ultrashort pulses known as plasma betatron 
radiation is generated [16]-[17]. Recent experimental results on Betatron show that up to 1011 photons/shot can be 
routinely delivered [18]-[19], the photon flux can be further enhanced by using the PW class lasers. Furthermore, in the 
inverse Compton scheme, where the relativistic electrons collide with a counter-propagating intense laser pulse, gamma 
radiation (100’s of keV to the MeV range) can be generated as a result of double Doppler upshift of the scattered laser 
pulse. Both of these X-ray sources can deliver ultrashort (few fs) X-ray or gamma-ray pulses as they inherit the temporal 
properties of the accelerated electron pulse. Those sources represent the emergence of a new generation of bright, 
collimated, compact X-ray sources. 

The driving laser of the Gammatron beamlines is a state-of-the-art diode-pumped Ti:sapphire L3 HAPLS laser that 
should deliver up to 30 J at a 10 Hz repetition rate. The schematic of the Gammatron beamline is shown in Figure 5 A. 
The target for the generation of relativistic electron bunches and X-rays will be either supersonic gas jet or gas cell. The 
typical gases for the LPA target are pure He, He with the admixture of Nitrogen, gas clusters, or dry air [20], and the 
plasma density for the acceleration will be in the order of 1018-19 cm–3. The gas jets are characterized using a high 
resolution, high -sensitivity interferometer [21]-[22] before being placed into the experimental chamber. The ultrashort 
pulses (~fs) of Gammatron sources and their efficient synchronization with another femtosecond laser pulse offer a 
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versatile tool in studying various time-resolved experiments in ultrafast science. The major applications of the 
Gammatron source include X-ray phase-contrast imaging [23], radiography, time-resolved X-ray absorption 
spectroscopy [24], X-ray diffraction, and industrial imaging of large and dense objects. 

Figure 5 A) Schematic of Gammatron beamline in the E2 experimental hall at ELI Beamlines. B) Multi beams setup inside 
P3 chamber, a typical setup for plasma and WDM probing. The green rectangular beam is focused into a supersonic gas jet 
using a spherical mirror with a 5 m focal length to accelerate electrons and generate a betatron X-ray source (blue beam). 

A separate betatron X-ray source [25] is being developed in the plasma physics platform (P3) [26] located in the
experimental hall E3 (Fig. 5 B). The P3 facility is focused on a range of plasma physics experiments including high 
energy density (HED) physics, ultra-intense laser-matter interaction, laboratory astrophysics, and advanced plasma 
physics studies using multiple laser and particle beams [27]. Dense and highly ionized plasma can be produced during 
the interaction of intense laser with matter. Probing such plasmas requires a very bright hard X-ray source to overcome 
the plasma self-emission and to penetrate through it. Furthermore, it will be an excellent probe for many laboratory 
astrophysics experiments like collisionless shock or radiative shock waves [28]-[30]. In those experiments, the object 
moves very fast, the shock front and hydrodynamic instabilities can be very thin, i.e. requiring an ultrashort probe to 
resolve their structure. In laser-heated warm dense matter (WDM), the transition effects happen on timescales of the 
order of few tens of femtoseconds [31]. Therefore, the probing source of the WDM needs to be extremely short. The 
Betatron X-ray source offers X-ray pulses with a duration of tens of fs, delivers a collimated beam with a divergence less 
than few tens of milliradians, and small source size making the source ideal backlighting tools to study time-resolved 
ultrafast processes in plasma physics experiments. 

3. CONCLUSION AND OUTLOOK
A new generation of X-ray sources (see also Sect. 1 and Sect. 2 [32]), driven by high power laser 
systems, is increasingly available for user research projects at the ELI Beamlines center. The co-existence of 
primary and secondary photon sources operating at a variety of energies with both monochromatic/coherent and 
polychromatic/incoherent operation modes allow the synergetic usage of sources and beamlines. Thus, not 
only classical IR-pump/X-ray-probe experiments can be carried out but also XUV/X-ray pump/probe concepts 
will be feasible. Covering pump/probe energies from near IR, over XUV close to the water window, and up to 
hard X-rays in the keV regime, the sources at ELI Beamlines offer unique experimental opportunities for 
the international research community. In time, we expect that these sources will outperform similar-type 
sources available in small laboratories not only in terms of photon flux but also in robustness, stability, and 
availability of well-established user end-stations equipped with extraordinary sets of diagnostics. Moreover, 
further development of laser-driven X-ray sources will improve the usability of their compact versions that are more 
generally available in small university laboratories. 
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ABSTRACT 

There is a large performance gap between conventional, electron-impact X-ray sources and synchrotron radiation sources. 
An Inverse Compton Scattering (ICS) source can bridge this gap by providing a narrow-band, high-flux and tunable X-
ray source that fits into a laboratory. It works by colliding a high-power laser beam with a relativistic electron beam, in 
which case the energy of the backscattered photons is in the X-ray (or gamma-ray) regime. Here we present a new 
conceptual design for an ICS source that is more than two orders of magnitude brighter than the Lyncean Compact Light 
Source (CLS) currently in user operation. Depending on configuration, this next generation CLS covers an X-ray energy 
range of about 30-90 keV, or 60-180 keV. It will provide X-ray flux of up to 4 x 1012 photons/s within a beam divergence 
of 4 mrad and a bandwidth of around 10%.  This is well-suited for micro-CT imaging of millimeter-sized samples at 
micron resolution, with a flux density similar to some high-energy synchrotron beamlines. The beam properties of the new 
design are also compatible with narrower bandwidth, focused beam applications such as high-energy diffraction. We 
discuss the novel concepts applied to the design of this X-ray source as well as the resulting beam properties. We present 
application examples in the areas of imaging, diffraction, and radiotherapy where this system can approach or match the 
performance of synchrotron beamlines. This will allow transferring many research, industrial and medical applications 
from the synchrotron, where capacity and access are limited, to a local lab or clinic.  

Keywords: X-ray source, inverse Compton scattering, compact light source, table-top synchrotron 

1. INTRODUCTION
There is a large performance gap between conventional, electron-impact X-ray sources and synchrotron radiation sources. 
Electron-impact sources are compact with low to moderate cost, making them accessible for a wide range of X-ray 
applications and laboratories. On the other hand, their flux and brightness are limited, limiting their measurement speed 
and/or data quality on many types of samples. Furthermore, their spectrum, consisting of fixed-energy emission lines 
(depending on the choice of target material) on top of a continuum of bremsstrahlung (with a cutoff energy given by the 
acceleration voltage), makes them less-well suited for applications requiring energy tunability and a high degree of 
monochromaticity. Such applications are well-served by synchrotron radiation facilities, which provide high-flux, high-
brightness beams that are tunable and can be monochromatized to a high degree. However, synchrotrons are large and 
expensive to build and operate, which is why they are typically operated as government-funded facilities and can provide 
only a limited amount of beamtime.  

An Inverse Compton Scattering (ICS) X-ray source1,2 can bridge this gap by providing a narrow-band, high-flux and 
tunable X-ray source that fits into a laboratory at a cost of a few percent of a large synchrotron facility. It works by colliding 
a high-power laser beam with a relativistic electron beam, in which case the energy of the backscattered photons is in the 
X-ray (or gamma-ray) regime. So far, the only ICS source in regular user operation is the Munich Compact Light Source
(MuCLS),3,4 a combination of Lyncean Technologies’ commercially available Compact Light Source (CLS)5 and a
beamline with two endstations built by researchers at the Technical University of Munich.6 The application focus of the
MuCLS is biomedical imaging of centimeter-sized samples in the 15-35 keV energy range, well-matched to the beam
properties of the first generation Lyncean CLS with ~4 mrad divergence and spectral bandwidth of 3-5%. For a summary
of application examples from the MuCLS incl. further references, please see Ref. 6.

Following design principles developed for a narrow-band gamma-ray source for the ELI-NP project (www.eli-np.ro), we 
have recently developed a concept for a next generation CLS that will be more than two orders of magnitude brighter than 
the source in operation at the MuCLS. With two different configurations (laser wavelengths), it can cover an X-ray energy 
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range of about 30-90 keV, or 60-180 keV (the lower end of the energy range might be reduced further depending on 
optimization of the design). This shift towards higher energies changes the application focus of the source towards studies 
of larger samples and denser materials, enabling use cases in geo- and materials science as well as biomedical imaging of 
larger samples. Furthermore, the energy range and higher flux of this source provides a pathway for transferring 
radiotherapy applications currently performed at synchrotrons into a clinical setting.  

The performance (flux and brightness) of synchrotron beamlines typically drops towards higher energies. By contrast, ICS 
sources perform better at higher energies because the opening angle of the photon beam scales inversely with the electron 
beam energy: 𝜃𝜃0 = 1/𝛾𝛾, where 𝜃𝜃0 is the opening angle, containing 1/2 of the total photon flux, and 𝛾𝛾 is the electron beam 
energy in units of electron rest mass. Consequently, the next generation CLS is expected to reach the performance level of 
some synchrotron beamlines at higher energies. This is qualitatively illustrated in Fig. 1, and a more quantitative 
comparison to select beamlines is provided in Sec. 3.  

Figure 1. Qualitative comparison of different types of X-ray sources, plotting a generic performance parameter (e.g., 
brightness, or flux for a particular application) as a function of X-ray energy. While the MuCLS operates at lower energies 
(15-35 keV), the next generation CLS will operate at substantially higher energies (up to 180 keV) and is expected to match 
the performance of some synchrotron beamlines at higher energies.  

In the following sections, we first briefly review the principles of inverse Compton scattering. We then present the design 
and target performance parameters of the next generation CLS, followed by a quantitative comparison to some laboratory 
sources and synchrotron beamlines. Finally, we discuss some applications well-suited for this X-ray source.  

2. INVERSE COMPTON SCATTERING
We have previously described the principles of inverse Compton scattering,5 which we briefly summarize here. In the 
wave picture, inverse Compton scattering can be explained as analogous to undulator radiation in a synchrotron facility, 
where the electromagnetic field of a laser beam generates X-rays in the same way as the magnetic field of a permanent 
magnet undulator. In the particle picture, it can be explained by backscattering of a laser photon off a relativistic electron 
as illustrated in Fig. 2a.  The energy of the backscattered photon is upshifted into the X-ray regime by energy transfer from 
the electron. The peak energy (for head-on collision with 𝜃𝜃𝑖𝑖 = 180° and 𝜃𝜃𝑓𝑓 = 0°, referring to the angles denoted in Fig. 
2a), the energy 𝐸𝐸𝑥𝑥 of the backscattered photon is given by  

𝐸𝐸𝑥𝑥 = 4𝛾𝛾2𝐸𝐸𝐿𝐿 , (1) 

where 𝛾𝛾 is the Lorentz factor (electron energy in units of electron rest mass) and 𝐸𝐸𝐿𝐿 is the energy of the incident laser 
photon. The energy of photons scattered at larger angles (�𝜃𝜃𝑓𝑓� > 0) is lower as explained in Ref. 5, contributing to the finite 

Proc. of SPIE Vol. 11886  1188609-2
Downloaded From: https://www.spiedigitallibrary.org/conference-proceedings-of-spie on 25 Aug 2021
Terms of Use: https://www.spiedigitallibrary.org/terms-of-use



bandwidth of an inverse Compton scattering X-ray source. Fig. 2b shows the peak X-ray energy for the next generation 
CLS design presented in Sec. 3.  

Figure 2. (a) Principle of inverse Compton scattering. A laser photon scatters off a relativistic electron. The backscattered 
photon’s energy is upshifted into the X-ray regime. (b) Peak energy of backscattered photons as function of electron beam 
energy for laser wavelengths of 1 μm and 2 μm and the electron energy range considered for the next generation CLS.  

3. NOVEL DESIGN FOR AN INVERSE COMPTON SCATTERING SOURCE
Our work on developing a state-of-the-art ICS-based gamma-ray source with narrow bandwidth and high spectral density 
for the ELI-NP project (www.eli-np.ro) has led to new approaches for optimizing an ICS source’s brightness: narrow 
bandwidth, high spectral density, and narrow beam divergence. Here we present a conceptual design for a next generation 
CLS that is more than two orders of magnitude brighter than the existing CLS design in operation at the MuCLS. The 
principle is primarily based upon an increase in electron beam energy from 45 MeV to a maximum of 100 MeV, which 
yields a lower emittance electron beam, decreased damping time, and higher storage ring current through charge 
accumulation (top-up mode). The lower emittance, combined with more parallel electron and laser beams, leads to a lower 
divergence and narrower bandwidth X-ray beam.  

The ICS X-rays have higher energy due to the higher e-beam energy but can be shifted back down in energy by utilizing 
an optical cavity with a longer wavelength laser (2 μm instead of 1 μm in the existing CLS). Optical enhancement cavities 
in the near-infrared region (~1.5 μm) and short-wave infrared (3-5 μm) spectral ranges have been extensively used in 
spectroscopic applications like Cavity Ring-Down Spectroscopy (CRDS).7,8 These examples demonstrate that 
technologies of low-loss optical coatings and materials exist and can be used for the 2 μm cavity. Moreover, short-pulse 
sources with the wavelengths near 2 μm have seen considerable progress in research and productization during the last 
decade.9,10  

3.1 Beam parameters 

The target beam parameters of the next generation CLS are presented in Table 1 in comparison to the source in operation 
at the MuCLS. The increase in electron-beam energy to 100 MeV shifts the X-ray photon energy up significantly, even 
when utilizing a longer-wavelength (2 µm) laser. This design is expected to achieve a brightness of more than 2.5 orders 
of magnitude higher than the MuCLS at the respective peak energy. While we currently expect to achieve an X-ray energy 
as low as 30 keV with a 2 µm laser, this limit might be reduced somewhat through further optimization of the design.  

With this increase in brightness, it is now practical to utilize the tradeoff of beam divergence, flux and bandwidth that is 
possible with ICS sources. This is illustrated in Fig. 3 and quantified in Table 1. ICS generates a cone of X-rays, the usable 
portion of which is defined by an aperture. If the highest flux or large beam size are desired, a large aperture is used (typical 
values are several milliradians). This is useful, for example, for direct-beam imaging of large samples. However, because 
ICS photons scattered at larger angles have a lower energy, a large beam divergence increases the bandwidth of the X-ray 
beam. If narrow bandwidth is desired, a smaller beam divergence can be used. Smaller beam size is also preferred for 
focused beam applications, since the achievable aperture with X-ray optics is limited in particular at higher energies.  

(a) (b) 
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Table 1. Target beam parameters of the next generation CLS. (*) The lower end of the energy range might be reduced 
somewhat through further optimization of the design.  

MuCLS Next generation CLS target performance 
Stored electron energy (max) [MeV] ~45 ~100 
Optical cavity wavelength [µm] 1 2 1 
X-ray energy range [keV] 15 – 35 ~30(*) – 90 ~60(*) – 180 
Brightness [ph/(s mrad2 mm2 0.1%BW)] ~1 x 1010 @ 35 keV ~4 x 1012 @ 90 keV ~4 x 1012 @ 180 keV 
Divergence [mrad] 4 1 4 1 4 
Bandwidth (FWHM) 3 - 5% 1.5 - 2.5% 6 - 15% 1.5 -2.5% 6 - 15% 
Flux @ max energy [ph/s] ~3 x 1010 ~4 x 1011 ~4 x 1012 ~4 x 1011 ~4 x 1012 

Figure 3. Illustration of the divergence, flux, and bandwidth tradeoff for inverse Compton scattering sources. The ICS 
source generates a cone of X-rays. An aperture defines the part of that cone that is utilized. Utilizing a large divergence 
provides the highest flux and largest beam size, but also a larger bandwidth. With a smaller aperture, the bandwidth can be 
reduced at the expense of flux. Smaller beams are also generally easier to focus using X-ray optics.  

3.2 Conceptual design 

A conceptual design of the instrument is shown in Fig. 4. Electron bunches are generated in the photocathode illuminator 
and accelerated to their target energy in the electron beam injector (linear accelerator). The electron bunches are then 
injected into the storage ring where they circulate at a rate of approximately 25 MHz. Charge losses are compensated by 
frequent top-up injection. One leg of the storage ring is shared with a low-loss, power-enhancement optical cavity which 
is fed by a mode-locked laser that is frequency-matched to the storage ring cycle frequency. With a gain of approximately 
10,000, several hundred kilowatts of laser power can be stored in the optical cavity. Laser pulses and electron bunches 
collide at the interaction point and generate X-rays via inverse Compton scattering.  

Figure 4. Conceptual CAD design of the next generation CLS. The overall length of the system is approximately 10 m. 
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3.3 Comparison with synchrotron and laboratory sources: Flux density 

Flux density of the X-ray beam is relevant for techniques such as direct-beam imaging or radiotherapy. Here we compare 
the flux density achievable with the next generation CLS to select synchrotron beamlines and laboratory sources.  

For micro-CT imaging, synchrotron beamlines and the CLS operate in a quasi-parallel-beam geometry, where distance 
from the source is generally fixed and spatial resolution is determined by the detector. This is limited to slightly below 1 
μm for state-of-the-art X-ray cameras based on scintillators with optical magnification. Most laboratory-based micro-CT 
systems operate in a divergent beam geometry with small source spot size, large geometric magnification, and large 
detector pixels. There are also some systems operating closer to a parallel beam geometry with moderate to large source 
spot size, low geometric magnification, and small detector pixels. For a divergent beam, flux density scales inversely with 
the square of the distance from the source, and distance of sample and/or detector from the source can be varied within 
some constraints in most instruments. Generally, the experimental geometry including source-to-sample and sample-to-
detector distances is optimized to provide the highest throughput while accommodating the size of the sample and 
achieving the desired imaging resolution, which is a function of source size, detector resolution and geometry. To provide 
a realistic flux density comparison, for laboratory sources we have therefore estimated the geometry and corresponding 
source-to-sample distance to provide imaging resolution around 1 μm with a realistic and optimized detector setup. Fig. 5 
shows the flux density for the next generation CLS, select synchrotron beamlines and estimates of a liquid metal jet source 
and a transmission microfocus source.  

Figure 5. Next generation CLS flux density compared to select synchrotron beamlines and laboratory systems. Synchrotron 
beamlines are typically tunable; dotted lines represent beamlines for which flux is available at different energies, while 
individual data points represent beamlines for which flux is only documented at one energy. Flux density for the MuCLS at 
an imaging distance of 4 m is on the order of 108 ph/s/mm2 (based on Table 1 in Ref. 6) and not shown in this plot. See text 
and Table 2 for details. 

With laboratory sources, for direct beam imaging the entire broadband spectrum of the source is used (sometimes filtered 
with a transmission filter). The data point in the plot represents the approximate mean energy of the spectrum, while the 
flux density shown includes all the photons in the entire spectrum. Many synchrotron beamlines can operate with different 
types of monochromators (multilayer monochromators typically providing a bandwidth of order 10-2, or crystal 
monochromators providing bandwidth of order 10-4), or even “pink” beams (raw source spectrum filtered by upstream 
beamline optics). Because for most direct beam applications, bandwidth is not critical, we have used pink beam or 
multilayer monochromator data where available. The figure quantitatively shows the performance drop of synchrotron 
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beamlines, and performance increase of the CLS, towards higher energies, so that the performance of the next generation 
CLS is comparable to some synchrotron beamlines at those energies. A detailed list of the instruments used for comparison, 
incl. references, is given in Table 2 in the Appendix.  

3.4 Comparison with synchrotron and laboratory sources: Focused flux 

Here we compare the focused flux achievable with the next generation CLS with select synchrotron beamlines and 
laboratory systems. Based on the CLS beam properties with source size on the order 100 μm FWHM, divergence of a few 
milliradians and a minimum source-to-optic distance of about 2 m, focusing optics with several millimeters acceptance 
are needed to make best use of the available flux. Therefore, we consider a multilayer-coated KB-mirror pair in 1:1 
focusing geometry that was custom-designed for and has been demonstrated with the first generation CLS from 12-20 keV 
with ~4 mrad beam acceptance (unpublished). We have analyzed the design for use with the next generation CLS and 
concluded that it will work with a beam acceptance of ~1 mrad up to 90 keV X-ray energy. X-ray optics such as compound 
refractive lenses or zone plates have significantly smaller apertures would therefore utilize only a small fraction of the 
available flux. Therefore we consider focal spot sizes on the order of 100 to a few hundred microns, relevant for 
applications such as diffraction or moderate spot size scanning probes. This is also comparable to the spot size achievable 
with standard laboratory sources combined with polycapillary or Montel optics. Focal spot sizes in the micron or sub-
micron range are generally not achievable with meaningful flux with either ICS or standard laboratory sources so are 
excluded from the comparison here.  

Focusing beamlines and laboratory source / focusing optics combinations with spot sizes from sub-100 micron to several 
hundred microns were researched online. It should be noted that for laboratory sources, the highest energy practically 
available for focusing is 24 keV, the Kα emission line of Indium used in a liquid metal jet source. The Compact Light 
Source therefore can provide focused beam capabilities at higher energies up to at least 90 keV in a laboratory setting, 
which would otherwise only be available at synchrotron beamlines.   

Figure 6. Focused flux of the CLS compared to select synchrotron beamlines and laboratory systems. Synchrotron 
beamlines are typically tunable, the data points represent the energy documented online. Laboratory sources with focusing 
optics operate at fixed energy (characteristic emission lines). MuCLS focused flux is estimated for a multilayer-coated KB 
mirror optics set demonstrated at Lyncean; this optic is not actually available at the MuCLS. See text and Table 3 for details. 

Fig. 6 plots focused flux, normalized to 100 x 100 μm2, as a function of energy for the next generation CLS, MuCLS, and  
select synchrotron beamlines and laboratory systems. Focal spot sizes have been categorized into the 50-150 μm range 
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and >150 μm (round equivalent) and are represented by different-size data points in the plot. As for flux density discussed 
above, the performance of the next generation CLS is comparable to some synchrotron beamlines in particular at high 
energies. Details and references are provided in Table 3.  

4. APPLICATIONS
The next generation Compact Light Source design described in this paper can provide capabilities in particular at higher 
X-ray energies that are found at only a small number of synchrotron beamlines. The high flux density at higher X-ray 
energies is ideal for micro-CT imaging of denser samples, for example found in materials or geosciences. It also enables 
biomedical imaging of larger (several centimeter scale) samples. The high flux density should enable dynamic imaging on 
time scales not accessible with standard laboratory instruments, on the order of milliseconds for 2D radiography, or 
seconds for 3D tomography. Fast imaging is also instrumental for high-throughput sample screening, necessary for some 
industrial applications.

In imaging, energy tunability allows optimizing the contrast for specific sample sizes or compositions. It also enables 
spectroscopic (K-edge subtraction) imaging, for example using Gadolinium contrast agents (K-edge at 50 keV). Also, 
monochromatic beams provide superior image contrast and avoid beam-hardening artifacts typically present with standard 
laboratory sources, and are more dose-efficient for radiation-sensitive samples.  

Utilizing lower beam divergence, the use of X-ray optics becomes feasible even at higher energies, which enables focused 
beam applications otherwise not possible in a laboratory setting. Examples include diffuse scattering or pair distribution 
function, which are best performed at energies of 50-100 keV. The substantial increase in data acquisition speed compared 
to standard laboratory sources enables dynamic diffraction studies otherwise only available at a synchrotron.  

Lastly, the high flux density and energy up to 180 keV enables radiotherapy applications with monochromatic beams that 
are currently only possible at synchrotron radiation facilities. Examples include microbeam radiation therapy (MRT) or 
metal nanoparticle-based radiotherapy. A compact source with appropriate beam parameters provides a pathway to 
translating such applications into a clinical setting.  

5. CONCLUSIONS
The gap between conventional laboratory and synchrotron X-ray sources (see also Sect. 2 -4 [15]) can be bridged by an 
inverse Compton scattering source, which can provide synchrotron-like beam properties such as high flux, 
monochromaticity, tunability and partial coherence in a laboratory setting. While synchrotron performance typically 
drops towards higher energies, ICS sources improve, so that at high energies ICS performance can be comparable to 
some synchrotron beamlines. An ICS source can thus form the cornerstone of a local, multidisciplinary user facility, 
serving a wide range of applications and X-ray techniques. This enables spreading synchrotron-like capabilities 
geographically and building local communities in X-ray instrumentation and applications. Local control of experimental 
time and access allows overcoming some of the limitations of the standard synchrotron access model, characterized by 
competitive beamtime proposals and assignment of 2-3-day slots of beamtime with weeks or months of waiting time. 
For example, it enables iterative and longitudinal studies that require short amounts of measurement time at regular 
intervals over periods of weeks or months, which is typically not possible at synchrotron beamlines. Difficult-to-
transport samples (e.g., in vivo, precious, or hazardous samples) can be accommodated more easily at a local facility. 
Sample pre-screening at a local facility could greatly increase the efficiency of expensive synchrotron or free electron 
laser facilities. Furthermore, ICS sources provide a pathway to translating some synchrotron applications to clinical or 
possibly industrial settings.  
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APPENDIX 

Tables 2 and 3 below list the synchrotron beamlines and laboratory sources used for the performance comparisons in Secs. 
3.3 and 3.4.  

Table 2. Select synchrotron beamlines and laboratory source estimates used for flux density comparison in Sec. 3.3.  

Beamline / 
X-ray
source 

Energy 
[keV] 

Flux 
density 
[ph/s/mm2] 

Reference / notes 

APS 1-ID 80 4.00E+12 https://www.aps.anl.gov/Beamlines/Directory/Details?beamline_id=2 

APS 2-BM 30 2.00E+12 https://www.aps.anl.gov/Beamlines/Directory/Details?beamline_id=3 
Assume flux is at 30 keV 

PETRA III 
P05 18 1.30E+12 https://photon-science.desy.de/facilities/petra_iii/beamlines/p05_imaging_beamline/ 

unified_data_sheet_p05/index_eng.html 
PETRA III 
P07 100 7.00E+11 https://photon-science.desy.de/facilities/petra_iii/beamlines/ 

p07_high_energy_materials_science/unified_data_sheet_p07/index_eng.html 

ALS 8.3.2 30 3.00E+10 https://als.lbl.gov/beamlines/8-3-2/ 
Flux scaled down 3x from max at 10 keV; multilayer monochromator 

SLS 
TOMCAT 30 7.14E+11 https://www.psi.ch/en/sls/tomcat/beamline-optics (with multilayer monochromator) 

Canad. LS 
BMIT 30 5.00E+10 https://www.lightsource.ca/beamlines/details/biomedical_imaging_and_therapy_bmitid.

html (assume flux is at 30 keV)  

ESRF ID19 50 1.00E+12 
Weitkamp et al.11 

100 1.00E+11 
Austral. 
Synch. 
IMBL, 
Hutch 2B, 
mono 

50 8.16E+11 

Stevenson et al.12 
0.1% bandwidth; flux will be much higher for pink beam 

100 4.08E+11 

150 8.16E+10 

Austral. 
Synch. 
IMBL, 
Hutch 3B, 
mono 

50 5.49E+10 

100 2.74E+10 

150 5.49E+09 

Diamond I12 
50 2.00E+11 

Drakopoulos et al.13, Fig. 2 
0.1% bandwidth 100 4.00E+10 

150 7.00E+09 

Next-gen 
CLS, 30-90 
keV 

30 6.00E+09 
At 4 m from source point 60 1.68E+10 

90 2.72E+10 

Next-gen 
CLS, 60-180 
keV 

60 3.76E+09  
At 4 m from source point 120 1.24E+10 

180 2.20E+10 
Transmission 
microfocus 
source 
(estimate) 

20 1.40E+09 Vmax = 60 kV Flux in full bandwidth, energy is approximate mean energy of 
bremsstrahlung spectrum. Source spot size 2.5 μm FWHM, 5 mm 
source to sample, 21 mm sample to detector, 3.375 μm detector 
pixel size.  

50 2.20E+09 Vmax = 100 kV 

90 1.40E+09 Vmax = 160 kV 

Liquid Metal 
Jet source 20 2.40E+09 

Larsson et al.14; flux in full bandwidth scaled from 400 W to 250 W; Vmax = 60 kV; 
energy is approximate mean energy of bremsstrahlung spectrum. Source spot size 8 μm 
FWHM, 26 mm source to sample, 5 mm sample to detector, 0.65 μm detector pixel size 
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Table 3. Select synchrotron beamlines and laboratory source estimates used for focused flux comparison in Sec. 3.4.  

Beamline / X-ray source Energy 
[keV] 

Focal spot 
size hor x 
vert [μm] 

Focused flux 
[ph/s/ 
(100 μm)2] 

Reference / notes 

SSRL 10-2b 22 300 x 600 1.67E+11 
https://www-ssrl.slac.stanford.edu/content/beam-
lines/bl10-2b 
Assume flux is at high end of energy range  

SSRL 11-3 12.7 3000 x 150 4.44E+10 https://www-ssrl.slac.stanford.edu/ 
content/beam-lines/bl11-3 

ALS 12.2.2 DCM 
25 100 x 100 

1.00E+11 
https://als.lbl.gov/beamlines/12-2-2/ 

ALS 12.2.2 Multilayer 1.00E+13 

APS 6-ID-B,C 8 1500 x 150 3.16E+11 https://www.aps.anl.gov/Beamlines/ 
Directory/Details?beamline_id=10 

APS 11-ID-B 
58.66 500 x 500 9.20E+10 https://www.aps.anl.gov/Beamlines/ 

Directory/Details?beamline_id=16 86.7 500 x 500 2.00E+10 

APS 11-ID-C 105.6 200 x 200 2.50E+10 https://www.aps.anl.gov/Beamlines/ 
Directory/Details?beamline_id=15 

APS 13-BM-C 15 350 x 30 9.52E+11 https://www.aps.anl.gov/Beamlines/ 
Directory/Details?beamline_id=96 

APS 17-BM-B 27 300 x 300 6.67E+09 https://www.aps.anl.gov/Beamlines/ 
Directory/Details?beamline_id=88 

APS 18-ID-D 12 150 x 150 2.67E+13 https://www.aps.anl.gov/Beamlines/ 
Directory/Details?beamline_id=25 

APS 33-BM-C 20 900 x 500 2.22E+10 https://www.aps.anl.gov/Beamlines/ 
Directory/Details?beamline_id=83 

PETRA III P02.1 60 500 x 1100 7.27E+08 
http://photon-science.desy.de/facilities/petra_iii/ 
beamlines/p021_powder_diffraction_and_total_ 
scattering_beamline/unified_data_sheet/index_eng.html 

NSLS-II 4-ID 6-circle 
endstation 10 400 x 40 3.13E+12 https://www.bnl.gov/ps/beamlines/beamline.php?r=4-

ID  (selected 10 keV for flux data) 

Next-gen CLS, 30-90 keV 
90 112 x 112 5.10E+10 

Using multilayer-coated KB mirror focusing optics, 1:1 
focusing geometry  60 137 x 137 4.26E+10 

30 177 x 177 2.17E+10 

MuCLS 15 150 x 150 2.22E+09 
Estimate based on earlier measurements with 
multilayer-coated KB mirror optics at Lyncean. Note 
MuCLS does not have KB mirror optics available.  

Incoatec IuS 3.0, Cu 8 100 x 100 3.90E+08 
https://www.incoatec.de/ims3 Incoatec IuS 3.0, Mo 17.5 110 x 110 4.13E+07 

Incoatec IuS 3.0, Ag 22.2 100 x 100 1.50E+07 
Excillum MetalJet with 
Optics, Ga 9.2 80 x 80 7.81E+09 https://www.excillum.com/products/ 

metaljet-sources/metaljet-with-optics/ Excillum MetalJet with 
Optics, In 24 70 x 70 6.12E+07 

Rigaku XtaLAB MM007-
HF Cu 8 100 x 100 1.68E+09 https://www.rigaku-oxford.com/mm007.php 

Rigaku XtaLAB MM007-
HF Mo (Estimate) 17.5 100 x 100 1.68E+08 See above, assume Mo source is 10x less bright than Cu 

μfocus sealed tube, Cu w/ 
confocal optic, 500 μm 8 500 x 500 1.00E+06 Verbal communication 

Rotating Anode, Cu w/ 
confocal optic, 500 μm 8 500 x 500 6.00E+06 Verbal communication 

Rotating Anode, Mo w/ 
confocal optic, 500 μm 17.5 500 x 500 6.00E+05 Verbal communication 
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ABSTRACT  

We present a new interferometric technique for gas jets density characterization employing a Wollaston shearing 

interferometer. The distinctive feature of this setup is the double pass of the probe beam through the gas target facilitated 

by a relay-imaging object arm that images the object on itself and preserves the spatial information. The double pass results 

in two-fold increase of sensitivity at the same time as the relay-imaging enables the characterization of gas jets with 

arbitrary gas density distribution by tomographic reconstruction. The capabilities of the double-pass Wollaston 

interferometer are demonstrated by tomographic density reconstruction of rotationally non-symmetric gas jets that are used 

as gas targets for the betatron X-ray source at ELI-Beamlines. 

Keywords: Gas jet density characterization, interferometry, Wollaston shearing interferometer, tomographic 

reconstruction, laser-plasma wakefield acceleration, betatron x-ray source. 

1. INTRODUCTION

One of the most promising implementations of the laser-plasma accelerator (LPA) [1]  is a betatron X-ray source, a compact 

synchrotron source of femtosecond X-ray pulses with a high brightness [2]. This broadband source of hard X-ray radiation 

is produced when a femtosecond laser with an intensity above 1018 W/cm2 collides with a gas medium. It is characterized 

by a very short pulse duration (~ fs), a small source size (~m), and a very high peak brightness. With these unique 

properties, the betatron source is an integral part of several high-power laser facilities around the world [3]- [8] for 

applications ranging from high-resolution radiography [9]-[10], to time-resolved measurements of a dynamical shock wave 

in a matter [11] and warm dense matter (WDM) [12]. The LPA uses supersonic gas jets (He, He/N2, dry air, or gas clusters 

[13]-[16]) as targets for the generation of accelerated electron bunches. These gas jet targets routinely employ complex 

gas density distributions (e.g. tailored gas density [17]), enabling both the optimization of the electron acceleration and the 

X-ray generation from the accelerated electron bunches. The rapid advances of laser technology led to a gradual increase

in laser pulse energies resulting in a decrease in gas jet dimensions or gas jet densities due to the X-ray generation scaling

laws [18]. These trends make gas jet density characterization crucial for the optimization of the betatron source. Even more

so, as the accumulated probe beam phase shift can be comparable to the sensitivity limit of the measurement methods,

especially for low refractive index gases like He. This is the driving force for sensitivity improvement of conventional

interferometric methods and the development of new gas characterization techniques.

Here, we present a new interferometric setup for high sensitivity optical probing – double-pass relay-imaging shearing 

interferometer with a Wollaston prism for gas density characterization of LPA targets. The distinctive characteristic of this 

interferometer is the double pass of the probe beam through the weakly refracting object (gas jet) facilitated by the relay-

imaging object arm. The double pass of the probe through the investigated object enables a two-fold increase of the 

accumulated phase and improvement of the sensitivity. The relay-imaging arm allows for studying gas jets with complex 

(arbitrary) gas density distributions by multiple projections and tomographic reconstruction. The improved sensitivity of 

the double-pass optical configuration is demonstrated by comparing it to the standard single-pass configuration for 

characterization of both rotationally symmetric gas jets produced by a cylindrical nozzle and non-rotationally symmetric 
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elongated gas jets produced by a slit nozzle. We performed high-sensitivity tomographic characterization of the slit nozzle 

with complex gas density spatial distribution and validated the interferometric results by 3D fluid gas density simulations. 

2. DOUBLE PASS SHEARING INTERFEROMETRY SYSTEM

The experimental setup presented here is employing double-pass optical probing configuration and a shearing 

interferometer with a Wollaston prism. The distinctive characteristic of this setup is the double-pass of the probe beam 

through the low-refractive object – gas jet, which is facilitated by a relay-imaging object arm that is built using only passive 

optical elements. In addition, the relay-imaging object arm is capable of preserving the spatial information of the object 

undistorted which allows the use of the double-pass setup for characterization of complex gas distribution through multiple 

projections of the object from different angles and tomographic reconstruction algorithms. Besides, the relay-imaging 

object arm is capable of preserving the spatial information of the object undistorted, which allows the use of the double-

pass setup for characterization of complex gas distribution through multiple projections of the object at different angles 

and tomographic reconstruction algorithms. 

2.1 Setup of the double-pass shearing Wollaston interferometer 

A sketch of the setup of the double-pass Wollaston prism interferometer with relay-imaging is shown in Figure 1. The 

optical source, a 405 nm monomode fiber laser, collimated by a singlet lens to a 20 mm laser beam diameter, enters the 

interferometer setup from the left. Due to the shorter wavelength of the laser compared to the conventionally used He-Ne 

laser (632.8 nm), a higher phase sensitivity is obtained due to larger wavenumber and higher refractive index of the Ar gas 

[19]. 

Figure 1. Schematic setup of the double-pass shearing Wollaston interferometer with object relay imaging used for density 

characterization of gas jets. 

The collimated laser beam is partially transmitted through a 50/50 beamsplitter and travels to the weakly refracting gas jet, 

placed in a vacuum chamber. After the gas jet, the beam travels to the relay-imaging optical system that consists of a 4-f 

telescope configuration of two doublet achromatic lenses (with 50 cm focal length) and a plane mirror. The relay-imaging 

system facilitates both the second pass of the collimated probing beam through the gas jet and, at the same time, preserving 

the spatial information in the beam undistorted by propagation. After the second pass through the gas jet, the laser beam 

is partially reflected by the beamsplitter and directed to the phase measurement system. This system consists of an imaging 

lens (with 30 cm focal length), a Wollaston prism (1-degree deviation angle), a polarizer, and a CMOS camera. Due to the 

characteristics of shearing interferometry with a Wollaston prism, a reference beam is not required for this setup, as the 

prism splits the incoming beam into two outgoing beams with different polarizations. The interference of these two beams 

after passing through the polarizer is detected on the camera. 
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For the comparison of the double-pass setup to the standard single-pass configuration, two turning mirrors are inserted in 

the optical setup – one after the gas jet and one before the phase measurement system. In this way, the laser beam is sent 

to the phase measurement system after only a single pass through the object. 

With the presented interferometer setup with Wollaston prism, we can acquire individual interferograms of low-pressure 

gas jets, extract from them the phase accumulated by the probe beam and reconstruct the gas jet spatial density distribution. 

Each measurement of gas jet density can be divided into three parts: 

• recording of individual interferograms of the gas jets,

• phase retrieval by a wavelet transform algorithm,

• density reconstruction by tomographic algorithms or by Abel transform method.

For each measurement, we record two interferograms – a signal interferogram with the gas jet and a background 

interferogram without the gas jet, and we subsequently subtract the background one from the signal one. This allows us to 

minimize the noise and the systematic errors, e.g. alleviate the effect of the imperfections in the optical system elements. 

The phase is retrieved by a 2D Continuous Wavelet Transform (CWT) and a direct Maximum ridge detection algorithm. 

CWT allows to be tuned to each application case by choice of optimal wavelet function for the phase retrieval. The density 

reconstruction is done by either tomographic methods from multiple projections of the jet for complex gas distributions or 

by Abel transform from single projections for rotationally symmetric gas jets. Here, we use the Filtered-back projection 

method with a Hann filter [20]-[21] for the density characterization of a slit nozzle. We perform 18 projections of the jet 

with a step of 10 degrees between them. 

2.2 Gas nozzles for LPA experiments 

The gas jets are essential targets for LPA experiments as they offer the possibility to design different gas density 

distribution for the focused laser pulse. In particular, the gas jets that are employed as LPA targets include rotationally 

symmetric gas jet produced by cylindrical nozzles, non-rotationally symmetric jets generated by slit nozzles of various 

dimensions, jets with tailored shock fronts generated by blades or wires obstructing the gas flow [17], [22]-[25]. The 

diversity of gas jets results from the significant effect that the gas density spatial distribution has on laser-plasma 

interaction, e.g. it has been demonstrated that a plasma density longitudinal down-ramp can improve the stability of the 

generated electron beam [26]-[27]. Thus, the precise knowledge of gas density distribution is essential for the performance 

of the laser-plasma accelerators. 

Figure 2. Sketches and images of the nozzles used as LPA targets – (A) cylindrical nozzle with de Laval shape and 

(B) slit nozzle 5 mm × 1 mm with de Laval shape along the long side.
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Here, two different types of gas jets are characterized – a rotationally symmetric gas jet produced by a cylindrical nozzle 

with de Laval shape, shown in Figure 2 (A) and an elongated jet produced by a 5 mm × 1 mm slit nozzle with de Laval 

shape along the long side and straight walls along the short side as shown in Figure 2 (B). The slit nozzle was fabricated 

from fused silica via the bottom-up milling approach using nanosecond laser [28],[29]. This technique allowed the precise 

2.5D processing with high material removal rate reaching 0.07 mm3/s for the inner converging-diverging channel with 

only a 1.7 W average laser power. The average peak-to-valley distance of the milled surface does not exceed 10 µm using 

this technique [30]. 

The two jets are characterized by the proposed double-pass interferometer and also with the standard single-pass 

interferometer configuration. This comparison allows us to validate the performance of the double-pass interferometer and 

quantify its capabilities. 

The gas nozzle is set on top of a rotation stage and two linear stages. The rotation stage provides the capability to turn the 

holder by a precise angle and to record multiple projections at these angles, This is required for the tomographic 

measurements. The two orthogonal translation stages allow for the precise alignment of the rotation axis of the rotation 

stage axis to the required position of the nozzles. The jets are operated in a pulsed regime using a pulsed valve synchronized 

with a delay generator with an opening time of the valves of 10 ms. 

3. TOMOGRAPHIC CHARACTERIZATION OF GAS JETS

3.1 Comparison of single-pass and double-pass probing 

In order to verify the capabilities of the proposed double-pass configuration, we have characterized the rotationally 

symmetric gas jet, produced by a cylindrical nozzle (see Figure 2 (A)) and the non-rotationally elongated gas jet, produced 

by a slit nozzle (see Figure 2(B)) with both the single-pass and double-pass configurations and compare the obtained 

results. 

The gas jet phase map from the interferometric measurements of the symmetric gas jet obtained at the 1.6 bar of Ar is 

shown in Figure 3. We can see in Figures 3 (A) and 3 (B) that the double-pass configuration results in a two-fold increase 

in the phase acquired by the probe laser beam – maximum phase for double-pass is 0.88 rad, and maximum phase for 

single-pass is 0.44 rad. To quantify the sensitivity of the double-pass configuration in addition to the phase values, we also 

need the background noise value. We estimate it for both double and single-pass measurements as a standard deviation of 

the phase shift in a square area of 1 mm x 1 mm on the side of the interferograms where no gas density is expected. The 

background noise values estimated this way are 0.02 rad for both configurations. These results show that the double-pass 

configuration provides two times higher sensitivity than the standard single pass. This result is extremely important for the 

trend in LPA experiments of minimizing the gas jet dimensions and decreasing the gas jet densities, especially for low 

refractive index gas like helium, as the increased sensitivity can be vital for characterizing the gas interaction medium and 

its specific features. 

Figure 3. Phase maps comparison of a rotationally symmetric Ar gas jet measured by single (A) and double (B) pass 

interferometric configurations with valve backing pressure of 1.6 bar. 
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Figure 4. Phase profile comparison of a non-rotationally symmetric elongated gas jet, produced by a slit nozzle, measured by 

single and double pass interferometric configurations performed at 20 bar of Ar (measured before the valve) along the long 

side of the nozzle at the height of 1 mm above the nozzle edge. 

The comparison of phase profiles of the non-rotationally symmetric gas jet from a slit nozzle obtained with double-pass 

and single-pass setups is shown in Figure 4. The phase profiles obtained at 1 mm above the nozzle at 20 bar backing 

pressure of Ar (pressure measured before the valve) along the long side (5 mm) of the nozzle are shown. It is seen in the 

figure that the phase profiles have a characteristic shape with two density peaks near the walls and a lower plateau in the 

middle. The phase profile comparison shows clearly that the double-pass configuration has lower noise, which allows for 

better accuracy of the profile characterization. 

3.2 Tomographic reconstruction of non-rotationally symmetric gas jets generated by a slit nozzle 

We apply the double-pass configuration for density characterization of the slit 5 mm × 1 mm nozzle used for LPA 

experiments at 20 bar Ar. Here, we used 18 projections of the gas jet each taken at a step of 10 degrees apart. 

Figure 5. Tomographic density reconstruction of a slit nozzle gas jet at 20 bar Ar for LPA applications: (A) tomography 

density reconstruction; (B) density profiles of interferometric measurements with double-pass configuration and of fluid 

simulations at the height of 1 mm above the nozzle. 

The results from the tomographic reconstruction are shown in Figure 5. In the figure, we can see the 3D density map of 

the slit nozzle represented by iso-surfaces of equal gas density with different colors. It is seen in the figure that there are 

three separated density regions – two side density peaks and a lower central plateau and the ratio between the two regions 

is two-fold. The density ratio between the peak and the plateau is a function of the nozzle dimensions and the throat orifice 

size, which allows for obtaining different peak-plateau ratios with modification of the nozzle dimensions. The measured 

values are in good agreement with the simulation results in both the side peaks and the central plateau region, as shown in 

Figure 4. The noise visible in tomographic density plot can be further diminished by increasing the number of projections 

recorded for the reconstruction.  

A
B 
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In Figure 5 (B), a comparison is made between density plots from the tomographic density reconstructions and 3D gas 

density fluid simulations (for more information on the simulations see [31]). It is seen that there is a good agreement 

between the measurement and the simulation in both the side peaks and the central plateau region.  

In LPA experiments, the slit nozzle with the density profile as shown in Figure 5 can be utilized for different purposes: 

the transverse profile can be used for limiting the acceleration length and thus controlling/limiting the electron beam 

energy; the longitudinal profile can be used for multi-stage acceleration taking advantage of the three separate density 

regions, first density ramp to inject the electron bunch, low-density plateu to boost the acceleration and the second ramp 

to enhance the X-ray generation. 

4. CONCLUSIONS AND PERSPECTIVES

We report on a new optical probing technique – a double-pass interferometer with Wollaston prism that is suitable for 

density characterization of LPA gas jet targets with increased sensitivity and with multiple projections enabling 

tomographic reconstruction. This technique is employed to characterise rotationally symmetric gas jets and tailored gas 

jets used as gas targets for LPA experiments. It was demonstrated that the double-pass technique exhibits a two-fold 

increase in the sensitivity compared to the standard single-pass configuration. The tomographic reconstruction of the 

tailored gas jet produced by a slit nozzle shows that the technique is able to describe the complex gas density spatial 

distribution. In the future, the technique can be upgraded to a higher number of passes by polarization switching of the 

probing laser beam [32] and can also be applied in reflectance or absorption configurations. 
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ABSTRACT 

We report temporal coherence measurement of solid-target plasma-based soft X-ray laser (XRL) in amplified spontaneous 

emission (ASE) mode. By changing the XRL pumping angle, we generate lasing at two-times higher electron density than 

the routine condition. A relatively shorter coherence time at a higher pumping angle indicates a clear spectral signature of 

higher electron density in the gain region. We probe the amplification dynamics of XRL in routine, and high electron 

density conditions to confirm gain-duration reduction resulting from ionization gating in the latter case. We also present 

recent results on the seeding of a vortex beam carrying orbital angular momentum (OAM) in XRL plasma. A small part of 

the high topological charge extreme ultraviolet (EUV) vortex is injected in  XRL. These preliminary results suggest that 

the vortex seed indeed can be efficiently amplified. In the end, we propose a pathway towards the seeding of the complete 

vortex beam and wavefront characterization of the amplified beam. 

Keywords: EUV, X-ray laser, X-ray interferometry, Coherence, high-harmonic generation, EUV vortex, 

1. INTRODUCTION

The seeded operation of plasma-based soft x-ray laser (XRL) by high-order harmonics (HH) of the driving laser represents 

an important step forward for this field of research [1]. It has been demonstrated that some of the HH seed properties such 

as polarization state [1], and spatial coherence [2] can be transferred to the amplified beam. However, the HH pulse 

duration is expected to be strongly stretched due to the orders of magnitude spectral bandwidth difference between the 

seed and the amplifier [3]. Recovering as much of the original pulse duration is a subject of active research, and different 

paths have been suggested. One of them is to seek higher electron density into the lasing region [4]. Even if this approach 

is straightforward in principle, in practice, the resulting increase in the electron density gradient may be detrimental to the 

amplification. 

Besides, in the recent past, there has been an increased interest in the generation and characterization of optical vortices 

carrying Orbital Angular Momentum [5]. Such beams have a transverse helical phase with 𝑒𝑖𝑙𝛷dependence around the

beam propagation axis. This leads to an annular profile with null on-axis intensity due to central phase singularity: 𝑙 is the 
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number of 2π phase shifts along the azimuthal coordinate 𝛷 of the beam signifying the azimuthal mode index, also known 

as the topological charge. Moreover, high harmonic generation driven by optical vortices provides a straightforward way 

to extend the singular light field to extreme ultraviolet (EUV) spectral range [6-8]. During upconversion of the vortex 

driver of charge 𝑙1, the momentum conservation imposes a linear upscaling of the topological charge with harmonic order

[9]: 𝑙𝑞 = 𝑞𝑙1, where 𝑙𝑞 is the topological charge of 𝑞𝑡ℎ harmonic. In the context of XRL, the possibility of EUV vortex

amplification in XRL-plasma is intriguing. Efficient amplification of circularly polarized HH seed, hence conservation of 

Spin Angular Momentum (SAM), has been demonstrated in a Kr8+ plasma amplifier [10]. However, the conservation of

OAM during amplification in XRL-plasma is a fundamental question that remains unanswered. In general, the electron 

density gradient in the plasma amplifier affects the wavefront of the seeded beam. This issue can particularly be critical 

for the amplification of helically-phased vortex beams. Recent progress in soft X-ray wavefront metrology finally has 

permitted amplitude, phase, and modal content characterization of EUV vortices obtained through HH generation in rare 

gas [8, 11-12]. Therefore, it is now possible to investigate whether the OAM carried by optical vortices is conserved during 

the amplification in XRL-plasma.  

In this paper, we will first describe the successful amplified spontaneous emission (ASE) and seeded operation of XRL 

pumped in a configuration expected to double the electron density in the lasing region. The infrared pumping beam grazing 

angle Ф has been increased from its standard value Ф = 22° to Ф = 32°, allowing the pump to penetrate deeper into the 

preformed plasma. The seeded operation has been achieved in both cases. For the high angle case, an off-axis injection 

has been performed to compensate for the density gradient refraction. Temporal coherence measurement of ASE-XRL and 

gain-probing investigation indicates two-times higher electron density in the lasing region for higher pumping angle 

configuration. In the second part, we will present our recent progress on the seeding of vortex beams carrying OAM in the 

XRL plasma amplifier.  

2. SEEDED SOFT X-RAY LASER PLATFORM

A general schematic of the experimental setup is depicted in Fig. 1 [13]. The lasing medium comprises an elongated laser-

produced plasma in which Ne-like Titanium ions are excited by the plasma hot electrons through transient collisional 

excitation [14]. The transient population inversion obtained between the 3p − 3s (J = 0 - 1) ionic transition corresponds to 

the lasing wavelength λ = 32.6 nm. The lasing plasma is obtained in two steps [13, 15]. A frequency-doubled 400 mJ Q-

switched Nd YAG laser pulse of duration 10 ns is focused at normal incidence on a 4 mm Titanium target using a 

cylindrical lens to form a 5 mm × 80 μm focal line. Given pulse turns a thin layer of the Titanium target into an expanded, 

low ionization stage (< Z >∼ 5 − 6), moderate electron temperature (Te ∼ 20 eV) preplasma. After an optimal delay of 4 

ns following the temporal peak intensity of preplasma pulse, an intense near-infrared (IR) pump pulse with an energy of 

~1.2 J is line-focused on the preformed plasma using a spherical mirror of 500 mm focal length. The grazing-incidence 

pumping (GRIP) angle Φ is adjustable between 18° and 34°. Owing to GRIP geometry, the pump energy is mostly absorbed 

at the turning point of its chief ray trajectory, corresponding to the electron density of Np = 1.2 × 1021 cm−3 sin2(Φ)  [16]. 

Therefore, an increase in Φ leads to deeper penetration of the pump energy into preplasma. Before the following study, we 

measured the ASE-XRL signal level for pumping angles Φ ranging from 18° to 34° by a step of 2°. For each GRIP angle, 

an optimum pump pulse duration TIR yielding maximum signal level is obtained. 

For temporal coherence measurement, two configurations leading to a factor of two in the GRIP electron density were 

finally retained: (1) a routine condition (Φ = 22°; optimal pumping pulse duration TIR = 7 ps) corresponding to a penetration 

density of Np = 2 × 1020 cm−3, and (2) a high GRIP angle configuration (Φ = 32°; optimal pumping pulse duration TIR = 4 

ps) associated with the electron density Np = 4 × 10 20 cm −3. Besides, to draw easier comparisons, for both configurations, 

the measurements have been also performed for the pulse duration of TIR = 4 ps and TIR = 7 ps.  

The residual preplasma, pumping, and HH driving pulses are filtered using a 300 nm thick Al filter. To measure the 

temporal coherence, the ASE-XRL beam is directed towards the wavefront-division interferometer set at ~3.2 m from the 

source through a 45° multilayer mirror acting as a spectral filter. Given interferometer enables the introduction of a variable 

path difference δ between the interfering beamlets without changing their overlapping conditions; its conception and 

working are detailed in [17]. The fringe visibility V averaged over multiple single-shot interferograms as a function of τ = 

δ/c under four experimental configurations previously described is presented in Fig. 2.  
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Fig. 1. Overview of the experimental setup. The preplasma is generated by focusing a frequency-doubled Q-switched Nd YAG laser 

pulse of 10 ns FWHM duration on the Titanium target using a cylindrical lens. High-energy pump pulse of adjustable duration (tunable 

between 2 to 20 ps) coming from Ti: Sapphire laser-chain is line-focused on the target using a spherical mirror (SM) of focal length 500 

mm. The pump grazing-incidence angle Φ can be adjusted under vacuum using motorized mirror mounts. The near-field intensity profile

of the source is characterized using a high magnification monochromatic EUV (32.6 nm wavelength) imaging system. The inset figure

(a) shows the near-field profile of ASE-XRL for Φ = 32°, TIR = 4 ps, 4 ns peak-to-peak delay between the preplasma and pump pulse.

To measure the temporal coherence, the XRL pulse is guided to a path-difference interferometer situated ∼ 3.2 m further from the

source. Besides, the beamline is also equipped with wavefront sensors for near-IR (HASO4 FIRST; 800 ± 50 nm; Imagine Optic) and

EUV to soft X-ray (EUV HASO; 40 to 4 nm; Imagine Optic), permitting wavefront metrology in the stated spectral range. For seeded

operation, the HH seed is generated by focusing an auxiliary low-energy infrared pulse of duration ∼ 40 fs in an Argon filled gas-cell.

The harmonic beam carrying orbital angular momentum is generated by inserting a segmented phase plate (HoloOr) in the HH driving

beam. Inset figure (b) depicts the nearfield intensity profile of the Gaussian HH seed, whereas the nearfield intensity profile of the vortex

seed is shown in (c). In (d), seeded-XRL far-field profile acquired on EUV CCD located ∼ 1.9 m from the source for Φ = 32°, TIR = 4

ps is shown.

A relatively faster decline of the fringe visibility is observed for Φ = 32° as compared to Φ = 22° pumping angle for 

both the considered pumping pulse durations of 4 ps and 7 ps. This behavior is consistent with a relatively higher electron 

density in the gain region that leads to a larger spectral bandwidth and hence, a smaller coherence time. Following the 

approach proposed by Le Marec et al [18, 19], a curve fitting procedure has been developed to perform a quantitative 

analysis of these results. Further details of this analysis can be found in [13]; only a summary of the said procedure will 

be presented here. It is well known that the fringe visibility V(τ) is related to the Fourier transform of the laser spectral 

lineshape. Consequently, the width of V(τ) or coherence time τc is inversely proportional to the spectral bandwidth Δν. 

However, because of the stochastic structure of ASE pulse, and τc being close to the ASE pulse duration τxuv, the visibility 

curve V(τ) will deviate from this classical behavior at a large value of τ, where its evolution will be governed by τxuv. 

Therefore,  the average experimental visibilities corresponding to delays −1 ps < τ < 1 ps are fitted with a first gaussian 

model from which values of coherence time τc and bandwidth Δν are extracted. These curves are displayed in red in Fig. 

2. For τ > 1 ps, data points are fitted with the second gaussian model displayed by the green curves. From the width of

this curve, the pulse duration τpulse is obtained. The corresponding values of coherence time and pulse duration are displayed

in the insets of Fig. 2.

The quantitative analysis confirms a relatively shorter coherence time (~a factor of 2) for the high-density scenario of Φ =
32° when compared to Φ = 22° for both pump pulse durations. This is consistent with a two-times increase in electron 

density as the laser bandwidth is dominated by collisional homogeneous broadening for such XRL. For ASE XRL, the 

pulse duration is governed by the gain dynamics, which is inevitably influenced by the electron density in the gain region. 

Therefore, similar to the trend observed for coherence time, the deduced pulse duration τpulse reduces by a factor of two for 

Φ = 32° high-density case.  
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Fig. 2. Measured fringe visibility as a function of relative delay between the interfering beamlets for grazing incidence pumping angles 

Φ = 32° (top row) and Φ = 22° (bottom row) for pump pulse duration TIR = 4 ps and 7 ps in the respective cases. For each delay, the

data point is an average of the maximum visibility for 5 to 10 single-shot interferograms while the error bars represent the standard 

deviation. The duration of the pump pulse is varied by altering the distance between in-vacuum compressor gratings. In all the cases, 

the peak-to-peak delay between preplasma and pump pulse is 4 ns. 

Fig. 3. Normalized seeded-XRL energy as a function of injection delays for low (Φ = 22°; TIR = 7 ps) and high (Φ = 32°; TIR = 4 ps) 

electron density amplifiers. The XRL plasma was seeded at an off-axis injection angle of ∼ 1° for Φ = 32° to counter the refraction 

induced due to a higher electron density gradient in the latter case. The peak-to-peak delay between the preplasma and pump pulse is 4 

ns for both cases. 
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To assess the effect of higher electron density on the gain dynamics of XRL, we compare the τxuv values to the results of 

the XRL gain-probing experiment. Seeded operation of XRL for  TIR = 7 ps at Φ = 22° and TIR =4 ps at Φ = 32° has been 

achieved. An auxiliary low-energy (≤ 13 mJ) infrared beam of pulse duration ∼ 40 fs is used to generate the HH seed in 

an Argon filled gas-cell. The seed source is placed ~40 mm before the entrance of the plasma. The 25th harmonic is

spectrally, spatially, and temporally matched with the amplifier. For Φ = 32° configuration, the injection angle of the HH 

seed has been optimized to mitigate the refraction arising from the higher electron density gradient. The given injection 

angle was found to be 1° higher as compared with  Φ = 22° case.  For a range of injection delays, an intense, and low 

divergence seeded beam dominating the diverging ASE beam, is obtained. The normalized seeded-XRL intensity as a 

function of seed injection delay is shown in Fig. 3 for both pumping angles Φ. The temporal window during which seed is 

amplified is significantly shorter for Φ = 32° compared to Φ = 22°: amplification window at FWHM for the respective 

cases are 2 ± 0.5 ps and 4.7 ± 0.5 ps. The shorter amplification lifetime for a higher Φ value is again consistent with a 

larger electron density that leads to a faster collisional ionization gating [5]. Furthermore, the experimentally measured 

amplification lifetimes agree with the ASE pulse duration τpulse deduced from the temporal coherence analysis. 

The presented experimental results indicate that the efficient lasing and seeded operation observed for Φ = 32° pumping 

configuration was indeed achieved at an electron density two times higher than the routine conditions. One-dimensional 

Bloch Maxwell simulations have been performed to predict the seeded-XRL pulse duration in both configurations [13]. 

For the  Φ = 22° case, a final pulse duration of ~1ps is expected, which agrees with the findings reported in [20]. At the 

higher pumping angle of Φ = 32°, the amplified pulse is anticipated to have a duration of ~500 fs. In conclusion, this 

straightforward approach is promising for the generation of sub-picosecond pulses. Moreover, the main drawback of the 

mandatory seed refraction compensation might be relaxed if this approach is applied to Ni-like Molybdenum, which is 

known to efficiently lase under similar pumping conditions, but at a shorter wavelength.   

3. AMPLIFICATION OF EUV VORTEX

With the know-how of seeded-XRL operation [13, 15], and EUV-vortex wavefront metrology [11, 12], we recently 

attempted to inject high-charge EUV vortex in X-ray laser plasma. The primary interest is to answer the following 

fundamental question: does OAM carried by the vortex seed gets transferred to the amplified beam? Experimentally, the 

given study is particularly challenging: requiring EUV metrology tools, and precise spatial, temporal, spectral matching 

of the vortex seed to the amplifying XRL plasma.  

To generate EUV vortex, a spiral phase plate designed for wavelength 815 nm (HoloOr) is inserted into the incoming 

Gaussian beam to impart a helical phase of unit topological charge. The resulting IR-vortex is apertured using an iris of 

diameter ~20 mm and loosely focused by a 2m focal length lens into a 15 mm long Argon-filled gas-cell at ~12 mbar 

pressure to generate HH.  The energy of the IR beam is ~ 11 mJ after iris. The residual IR beam is filtered using a 300 nm 

thick Al filter. The 25th harmonic (centered at λ = 32.6 nm; spectrally matched to the lasing wavelength of Ne like Ti XRL) 

of the IR driver is spectrally selected using dielectric multilayer mirrors before being guided to different diagnostic tools. 

The previous experiment with these generation conditions has led to a harmonic signal level sufficiently high to perform 

single-shot wavefront characterization of EUV vortex [21]. In Fig. 4 (a), we show the farfield intensity profile of high 

topological charge EUV vortex (𝑙𝑞 = 𝑞𝑙1where q, the harmonic order is 25, and 𝑙1 = 1) reconstructed from single-shot

Hartmanngram. The intensity profile at the exit of the gas-cell is acquired using a EUV imaging system and is shown in 

Fig. 1(c). An annular intensity profile is observed in nearfield as well as farfield.  This annulus corresponds to a divergence 

of ~ 5 mrad, much larger than the classical HH beam divergence (<1mrad).   

Besides, one of the critical issues for vortex beam injection is the larger size of the seed in comparison to the amplifying 

cross-section of XRL. Fig. 4(b) shows the nearfield profile of ASE-XRL for GRIP angle Φ = 22°, TIR = 7 ps is, whereas 

intensity profile of vortex seed at the exit plane of XRL is presented in Fig. 4(c). The gas-cell is placed ~37 mm before the 

entrance of 3 mm long XRL plasma. As the nearfield EUV imaging system is configured to image the exit plane of XRL, 

Fig. 4(c) corresponds to vortex intensity profile ~40 mm after the generation medium. Furthermore, the gas-cell is located 

~40 mm before the waist of the driving IR-vortex beam to optimize the signal level.  To compensate for the size difference 

between XRL and vortex seed, an ideal alternative is the demagnification of the seed using additional optics to match the 

size of the amplifying plasma. However, this also necessitates a beam transport system capable of guiding a strongly 

diverging amplified beam to various diagnostics. In the recently held first experimental campaign, instead of refocusing, 
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we opted to inject only a part of the vortex beam into XRL plasma. The spatial superposition of the two was ensured using 

the nearfield imaging system. In Fig. 4(d), we show the nearfield image when a part of the vortex seed is injected and 

amplified by the XRL. The position of the target surface, OAM seed, and the amplified zone are marked in the said figure. 

Ten consecutive harmonic shots are accumulated to keep the track of the part of the seed which is injected; the XRL is 

operated in single-shot mode hence, only the first harmonic shot is properly timed and amplified in the XRL plasma. The 

nearfield image shown in Fig. 4(d) is acquired after removing the residual driving beams by a metallic filter (300 nm thick 

Al). Strongly saturated CCD pixels indicate an efficient coupling and amplification of the vortex seed. Moreover, when 

imaged with a higher attenuation (2 um Al filter), opposed to the speckled structure of ASE XRL, a smooth spatial profile 

is observed (not shown here). While initial results presented here are highly encouraging, further data analysis is needed 

to conclude if the helical wavefront of the vortex seed is retained during the amplification process. The findings after 

further analysis of the acquired data will be reported in a forthcoming article.  

Fig. 4. Injection of vortex beam carrying 𝑙 = 25 OAM in XRL-plasma. (a) Farfield intensity profile of vortex beam reconstructed from 

single-shot Hartmanngram. (b) Nearfield profile of ASE-XRL is acquired using a EUV imaging system with a magnification factor of 

~10. The vertical dashed line represents the position of the target surface. (c) The intensity profile of the vortex seed at the XRL exit-

plane. The gas-cell in which high-harmonics are generated is placed ~40 mm before the exit plane XRL. The vertical dashed line marks 

the position of Ti Target during seeding. (d) As the size of the vortex seed is much larger than that of XRL (comparing (b) and (c)), only 

a part of the seed is injected and amplified in XRL plasma. The position of the OAM seed, target surface, and region of amplification 

are marked in (d). The image is acquired after filtering the residual driving beam with a 300 nm thick Al filter. Efficient amplification 

of a part of the vortex seed is evident from saturated CCD pixels. In this last image, 10 consecutive harmonic shots are accumulated 

with the only first one being amplified by the XRL. Multiple shots of harmonic are accumulated to track the part of the vortex seed that 

is amplified. 

In summary, the seeded operation was not affected by the lower seed power per unit of the surface due to the larger size 

of the vortex beam at the entrance of the XRL-amplifier. Efficient amplification was also achieved for different positions 

of OAM harmonic annulus and XRL-pupil (top, bottom, left-right). In the upcoming experimental campaign, the vortex 

seed will be generated in a separate chamber and tightly focused on the entrance of the XRL plasma utilizing a combination 

of spherical and plane multilayer mirrors. The design and preliminary test show that the energy loss due to the reflectance 
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of the optics will be compensated by the concentration of the vortex beam on a smaller area, leading to a seed intensity 

similar to the one obtained in this preliminary demonstration.  

CONCLUSIONS 

In conclusion, we have explicitly concentrated on the temporal coherence properties of the solid-target plasma-based XRL 

in experimental conditions that are expected to yield a factor of two in the electron density in the gain region. Through the 

coherence measurement, a clear spectral signature of higher electron density in the gain region has been observed and 

reported: a relatively shorter coherence time and hence, a larger spectral width for ∅ = 32° when compared to ∅ = 22°. 

At higher electron density, the refraction is expected to be a challenge. Nonetheless, through off-axis injection, we have 

successfully seeded such a high-density amplifier. This is an encouraging result for further attempts with, for example, Ni-

like Mo lasing at a shorter wavelength. Furthermore, for metal-target amplifiers, for the first time to our knowledge, we 

demonstrate a reduction of amplification duration resulting from collisional ionization gating through a controlled increase 

of the electron density in the gain region. In the latter part of the article, we have presented our first result on the 

amplification of a high topological charge vortex beam in XRL plasma. With a prudent spatial superposition of the vortex 

seed and XRL amplifier, we opted to inject a part of the vortex and have observed a strong amplification. In the upcoming 

study, it is intended to demagnify the vortex seed to match the size of the seed and amplifying the cross-section of XRL. 

A EUV Hartmann sensor will then be used to characterize the amplitude and phase of the amplified vortex beam.    
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ABSTRACT  

Optical field ionized (OFI) plasma amplifiers have recently demonstrated sub-picosecond pulses when seeded with high 
order harmonics. In addition to this, the intensity and phase profile of the amplified harmonic beams carry information 
about possible plasma inhomogeneities (electron density, lasing ion abundance) that may appear in the amplifier. 1D and 
3D modelling has played a fundamental role in these results and it will be required to support present and future 
experiments. This modelling involves different physical processes and time-scales, from the nanoseconds 
(hydrodynamics) to the picoseconds (atomic physics) and femtoseconds (dynamics of the amplified beam). Here we 
briefly present the different codes that have been coupled to fully model this process, from the creation of the plasma to 
the amplification of XUV and soft X-ray,s and show how this framework can be applied to study the impact of plasma 
inhomogeneities in the intensity and phase profile of the amplified beam. 

Keywords: plasma based soft X-ray lasers, high order harmonics, plasma hydrodynamics, Maxwell-Bloch equations, 
Particle-In-Cell, plasma physics. 

1. INTRODUCTION
Plasma based soft X-ray lasers (PBSXRL) seeded with high order harmonics (HOH) are a promising source of coherent 
XUV and soft X-ray beams. Different lasing schemes to create a plasma amplifier have already been demonstrated [1-6] 
and used to amplify HOH [7-10]. Indeed, PBSXRL have demonstrated hundreds of femtosecond pulses [10] and are 
expected to deliver sub-picosecond, miliJoule and fully coherent soft X-ray beams [11-13].   

Among all these different kind of plasma based lasers, optical field ionized (OFI) amplifiers have been used to 
demonstrate several key steps in the development of these sources: the first saturated amplification of high order 
harmonics in a plasma [7], the amplification of circularly polarized beams [14], the delivery of sub-picosecond pulses 
when seeding at high density [10] and the characterization of the intensity and phase profile of the amplified beam [15]. 

These recent advances required the use of advanced experimental and modelling techniques in order to interpret the 
results and unveil the dynamics of the plasma and the amplification process. In this article we will present the 
computational tools we used to fully model these multiscale, multiphysics experiments, from the hydrodynamics of the 
plasma (with characteristic time of the order of nanoseconds) to electron-ion collisions and atomic physics (picoseconds) 
and the dynamics of amplification of HOH (tens of femtoseconds). 

The layout of the article is as follows. We briefly explain the methodology followed to model plasma based seeded soft 
X-ray lasers based on the OFI scheme and using Nickel-like Krypton as lasing ion. The different codes used will be
described in each subsection. Afterwards, we will show some preliminary results on the impact of plasma
inhomogeneities, that appear mainly due to overionization, in the resulting amplified beam. These inhomogeneities
(which are an excess of electrons and a low abundance of lasing ions in some regions of the plasma) impact both the
intensity and phase of the amplified beam and can thus be diagnosed by comparing experimental results and modelling.
Finally, some conclusions and future prospects will be given.
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2. METHODOLOGY
In this section we will explain the computational tools we use to model the amplification of HOH in plasma based soft 
X-ray lasers. We use ARWEN [16,17] to model the creation and subsequent hydrodynamic evolution of the plasma. The
data obtained from ARWEN (electron density profile, mean ionization) is used as initial condition in Particle-In-Cell
(PIC) codes to model the propagation of the intense infrared (IR) pump laser through the millimeter-sized plasma
amplifier. We have used the PIC codes WAKE-EP [18,19] and FBPIC [20]. The propagated IR beam along the resulting
electron density profile and ionization abundance are fed to atomic codes, that compute collisional rates and the lasing
ion´s level populations, and Maxwell-Bloch codes that compute the amplification of HOH. We use the collisional-
radiative code OFIKinRad [21] to compute the atomic quantities that, along electron density and ionization abundance,
are fed to our Maxwell-Bloch codes, 1D-DeepOne [22] and 3D Dagon [23]. These codes allow to model the spatio-
temporal amplification dynamics of the seeded HOH.

Figure 1. Scheme of the different codes used to model OFI plasma amplifiers seeded with high order harmonics. Red arrows 
show the different couplings between codes (i.e. some of the data output is used as input and/or initial condition). 

2.1 Plasma hydrodynamics 

While plasma hydrodynamics plays a crucial role in the evolution and dynamics of plasma amplifiers created from solid 
targets, it might be neglected when modelling collisionally pumped OFI plasma amplifiers. This kind of amplifiers are 
created and pumped by the propagation of an intense IR laser through a millimeter-sized gas medium (Kr, for example). 
The intense electric field of the laser ionizes the atoms, creates the plasma and accelerates the free electrons, heating 
them. These electrons collide with the ions pumping the population inversion. All the processes involved have 
characteristic times of the order of picoseconds or smaller, while the plasma evolves hydrodynamically in nanosecond 
time scales. Thus, it is possible to neglect this process and assume fixed plasma properties. 

However, there is a kind of OFI amplifier that requires to take into account plasma hydrodynamics. Sub-picosecond 
amplified pulses can be achieved in OFI amplifiers when the electron density is high enough to overionize the lasing ion 
(Kr8+ in this case) effectively shutting temporally the amplification and thus reducing the duration of the amplified pulse 
[10]. However, the electron density required (~1020 cm-3) hinders the propagation of the IR pump pulse. It is thus 
necessary to create a plasma waveguide [24] by letting the plasma expand, resulting in an increasing parabolic density 
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profile that allows the IR pulse to propagate throughout all the amplifier length [25,26]. The plasma creation and 
subsequent evolution towards this waveguide shape or plasma channel has been modelled with ARWEN [16,17] 

ARWEN is a 2D adaptive mesh refinement (AMR) radiative hydrodynamics code. Plasma hydrodynamics is solved 
using an unsplit second-order Godunov method with multi-material capabilities. Electron heat conduction is modelled 
using flux-limited diffusion while radiative transfer uses a multi-group discrete-ordinate (Sn) synthetically accelerated 
transport method. The AMR paradigm is included using the BoxLib package [27]. Equations of state and opacities are 
provided in tabular form. They are based in the quotidian EOS [28] fitted to experimental data and the BigBART code 
[29,30] respectively.  

The formation and evolution of the plasma waveguide along 4 ns was studied with ARWEN [26]. The results compared 
well with experimental data, capturing the radial expansion velocity and the resulting parabolic density profile. However, 
the electron density and mean ionization were overestimated by a factor of approximately two. This problem might come 
from the local thermodynamic equilibrium assumption when computing the mean ionization, concluding that a time-
dependent computation of the transient ionization process would improve the accuracy of the model.  

2.2 Propagation of intense IR pulses through plasmas 

In this kind of OFI amplifiers, whether high or low density, an intense IR pulse propagates through a millimeter or even 
centimeter size plasma (a plasma waveguide in the former case or a low density plasma created by the head of the pulse 
in the latter). Since this IR beam creates the lasing ion and heats the electrons so they can collisionally pump the 
amplifier it is crucial to understand and control its propagation throughout the amplifier. For this task we have used the 
particle-in-cell (PIC) codes WAKE-EP [18,19] and FBPIC [20]. 

The propagation of an intense (I ~1018 Wcm-2) IR pulse through low density plasmas was modelled with the 2D 
axisymmetric code WAKE-EP. It is a fully relativistic, nonlinear particle code suited to model the interaction of short 
pulses with under-dense plasmas since it takes advantage of several approximations: electron motion is separated into a 
slowly varying component (due to the ponderomotive potential) and a fast quiver motion (due to the electric field 
oscillation); the quasi-static approximation, which assumes that the electrons travelling through the laser pulse are faster 
than the deformation of the laser beam and finally the laser propagation is computed using the envelope approximation. 
The radial electron density profile is approximated as a parabola and fed as an initial condition to the code. 

Figure 2. (left) Lasing ion (Kr8+) density (cm-3) at the entrance of a high density plasma waveguide (430-500 µm). The 
central region (0-5 µm) lacks lasing ion since the intensity of the laser pulse is high enough to overionize it. (right) Electron 
density (cm-3) profile in the same region of the amplifier.  

The modelization of low density plasma waveguides unveiled an oscillatory defocusing-focusing mechanism, similar to 
filamentation dynamics, in which ionization induced refraction defocus the laser beam while the radial density profile 

Proc. of SPIE Vol. 11886  118860C-3
Downloaded From: https://www.spiedigitallibrary.org/conference-proceedings-of-spie on 25 Aug 2021
Terms of Use: https://www.spiedigitallibrary.org/terms-of-use



and relativistic effects focus the beam. The intensity propagated allowed the existence of the lasing ion along all the 
length of the amplifier although overionized regions appeared in several parts of the amplifier. 

Due to the approximations implemented in WAKE-EP, this code is not adequated to model dense plasmas. For this kind 
of plasma we have used FBPIC [20]. FBPIC (Fourier-Bessel Particle-In-Cell) is a PIC code especially suited to model 
plasmas with cylindrical symmetry, as the aforementioned plasma waveguide, thanks to its cylindrical grid with 
azimuthal decomposition. Maxwell equations are solved in the spectral space, avoiding artifacts. In addition to this, 
FBPIC has parallel and CUDA capabilities, ensuring reduced costs in terms of computation time. Unlike WAKE-EP, 
FBPIC does not require the assumption of an under-dense plasma and thus it is well suited to model the propagation of 
intense IR pulses through dense plasma waveguides. 

The modelling shows similar results as the low density case. The IR pulse propagates throughout all the amplifier 
creating the lasing ion. However, its abundance is neither radially nor longitudinally homogeneous. The region in which 
the lasing ion is predominant reduces its radial width with the propagation length. Moreover, overionized regions appear 
in the amplifier. The existence and impact of these regions on the amplified beam has been recently confirmed [15]. 

2.3 Atomic physics modelling 

As aforementioned, the IR pump pulse creates the lasing ions by optical field ionization. The resulting electrons, which 
are non-maxwellian, relax to a Maxwell energy distribution function (EDF) by electron-electron collisions. In addition to 
this, electron-ion collisions excite the lasing ions creating a population inversion between two excited levels and futher 
ionizes them. All these processes are modelled using the code OFIKinRad [21]. The propagated intensity as given by 
PIC simulations along the mean ionization and electron density given by hydrodynamic modelling are used as initial 
conditions. The evolution of the EDF is obtained by solving a Fokker-Planck equation and rate equations are solved to 
compute the populations of the atomic levels of interest. From this modelling, the temporal evolution of the electron 
density, electron-ion collision frequency, collisional (de)excitation rates and level populations are extracted to be fed to 
our Maxwell-Bloch model.  

2.4 Amplification of XUV and soft X-rays in plasmas 

The amplification of XUV and soft X-rays in this kind of plasma amplifiers is modelled solving Maxwell-Bloch 
equations with our codes 1D-DeepOne [22] and 3D Dagon [23]. These codes solve the Maxwell wave equation for the 
electric field with paraxial and slowly varying envelope approximations. There is a constitutive relationship for the 
polarization that includes spontaneous emission (via a stochastic source term), collisional depolarization and 
amplification/absorption. Finally, a simplified atomic model, fed with data from more complete atomic physics codes 
like OFIKinRad, is solved to compute the populations of the levels involved in the lasing transition. With these codes the 
full 4D spatio-temporal dynamics of amplification is retrieved, allowing us to retrieve the intensity, wavefront, duration, 
energy, etc … of the amplified beam. 

Figure 3. (left) Spatio-temporal structure of an amplified high order harmonic as modelled with Dagon. The complex temporal 
structure can be seen in its central part. (right) Spatio-temporal structure of amplified spontaneous emission (ASE) as modelled with 
Dagon. Its stochastic nature is clearly captured by the model. 
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3. APPLICATION OF THE MODELLING FRAMEWORK TO INHOMOGENEOUS
PLASMA WAVEGUIDES 

In this section we will show an example of application of the modelling framework described in the previous section. 
This example consists on a Krypton optical field ionized dense plasma amplifier [10, 15]. A sequence of two infrared 
pulses creates a low ionized plasma that expands hydrodynamically, resulting in a plasma waveguide with an increasing 
parabolic radial density profile. An intense (I > 1018 Wcm-2) infrared pulse propagates through this waveguide, creating 
the lasing ion (Kr8+) by optical field ionization. The complex propagation process, as unveiled by PIC simulations, 
creates overionized regions lacking lasing ion and having an excess of electron density (which can be roughly 
approximated as a decreasing parabola [25]). In the regions where the lasing ion is abundant enough, strong gain 
appears, with a duration shorter than one picosecond, as shown in figure 4 left panel.  

Figure 4. (left) Gain temporal dynamics and (right) temporal variation of the relative density of Kr8+ (red stars), Kr9+ (black 
circles) and Kr10+ (blue diamonds). 

As expected, the gain temporal profile is linked to the abundance of the lasing ion Kr8+. This ion is created almost 
instantly by the IR pump laser, since the characteristic time of optical field ionization is of the order of femtoseconds. 
The gain does not rise so steeply, as it is created after the lasing ion by electron collisional excitation. The relatively high 
electron density achieved in this amplifier (ne > 1020 cm-3) creates the population inversion in hundreds of femtosecons 
but also ionizes further the lasing ion, shown in figure 4 right panel. This depletion of the lasing ion due to collisional 
ionization, the so-called collisional ionization gating [10] quenches the gain in hundreds of femtoseconds, resulting in a 
strong but short-lived gain expected to efficiently amplify HOH beams maintaining a sub-picosecond duration. 

The lasing ion abundance and electron density profile is introduced in our 3D Maxwell-Bloch model Dagon in order to 
study the impact of these inhomogeneities in the amplified beam intensity and phase profiles. Figure 5 shows the 
inhomogeneous plasma waveguide modelled. 

Since the intensity of the IR pump pulse is the highest at the entrance of the plasma waveguide, this region is strongly 
overionized. Amplification in this region is negligible due to the low abundance of lasing ions and thus the effect of this 
region in the amplified beam is a modulation of its phase profile, the higher the density the stronger the modulation is. 
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Figure 5. Electron density inhomogeneities in the plasma waveguide. The waveguide through which the IR pulse propagates 
is denoted as “preformed plasma channel”. The IR pulse propagates through it, increasing the ionization and thus the electron 
density. Two overionized regions are depicted here. 

The second region, named central overionized region in figure 5, appears due to focusing effects that increase the 
propagated IR intensity until it attains values that can further ionize the lasing ion. This central region differs from the 
initial one in two aspects. Fist, the intensity of the IR laser is lower and thus the electron density peak and the ionization 
is smaller than in the initial regions. Second, the lasing ion is depleted in a small radius region where the IR intensity is 
high enough to ionize all lasing ions but at higher radius there is still a noticeable abundance of lasing ions and thus 
amplification. The result is that this central region impacts both the intensity and phase profiles. 

For example, figure 6 shows the radial phase (left) and intensity (right) profile of an amplified high order harmonic 
when the plasma waveguide has only one overionized region at different positions in the amplifier: initial (upper panels) 
and central (lower panels). When only the initial overionized region is present, the intensity radial profile (upper right 
panel) is the one expected if only the lasing ion abundance was taken into account: a central region dominated by the 
parabolic profile of the plasma waveguide and Gaussian wings mimicking the radial decrease of lasing ion (which 
follows the IR pump radial profile, which is Gaussian). The phase profile, on the contrary, does not show the expected 
parabolic profile caused by the plasma waveguide shape but has a flat central region, produced by the inverse parabola 
shaped electron density profile.  

The central inhomogeneous region impacts both intensity and phase profiles, as shown in figure 6, lower panels. The 
reduced amplification only at low radius regions (due to the lack of lasing ions) creates a dip in the intensity profile that 
cannot be explained by the parabolic profile of the plasma waveguide only. In addition to this, the electron density peak 
imprints its shape in the phase profile, observing a strong inverse parabolic profile in its central part.  

Since the features in phase and intensity profiles depend in the shape of the overionized regions, they provide an 
excellent method to probe the lasing ion abundance and electron density of plasma waveguides, unveiling the shape of 
these inhomogeneities. 

It is worth mentioning that the propagation and amplification of the seeded HOH beam is not only affected by these 
electron density and lasing ion inhomogeneities but also by the propagation velocity mismatch between the IR pump 
pulse and the HOH. In the experimental configuration, the IR pump beam propagates through the plasma channel, 
creating the gain that lasts several hundreds of femtoseconds. The HOH is seeded with some optimized delay. This is 

Proc. of SPIE Vol. 11886  118860C-6
Downloaded From: https://www.spiedigitallibrary.org/conference-proceedings-of-spie on 25 Aug 2021
Terms of Use: https://www.spiedigitallibrary.org/terms-of-use



the case shown in figure 7 left panel. The HOH seed (in false color) is always matching the gain (grayscale) since both, 
IR pump beam (and consequently gain) and HOH seed propagate at the same velocity.  

Figure 6. Phase (left) and intensity (right) radial profiles of an amplified high order harmonic when seeded in an 
inhomogeneous plasma waveguide with one overionized region at the entrance (upper panels) and at the central part (lower 
panels). 

However, since the electron density in the channel is of the order of 10% the critical density of the IR pump pulse, it 
propagates with a velocity slightly lower than that of the HOH. Thus, the delay between the IR pump pulse and the 
HOH seed is being reduced along the amplifier and, at some point, the HOH overtakes the IR pump pulse and the gain 
region. The head of the HOH beam is no longer amplified and it is the tail that is in the gain region. The resulting beam 
has a slightly longer duration than the gain profile and a complex spatio-temporal profile, as depicted in figure 7 right 
panel. 

4. CONCLUSIONS
In this paper we have presented the modelling framework we use to study plasma based seeded soft X-ray lasers (see 
also Sect. 2 [31] ). The full modelling of these amplifiers is a multiphysics and multiscale problem that requires the 
coupling of different codes. Plasma hydrodynamics is modelled using the 2D radiative hydrodynamics code 
ARWEN. Propagation of intense IR pulses in plasmas is modelled using Particle-In-Cell codes, like WAKE-EP and 
FBPIC. The collisional-radiative code OFIKinRad is used to compute collisional excitation and deexcitation rates, 
ion abundances, level populations, etc… 
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Finally, the amplification of high order harmonics is computed with Maxwell-Bloch models, 1D-DeepOne and 3D 
Dagon.  

Figure 7. HOH seed beam intensity (false color) and gain (grayscale) when the IR pump pulse and HOH propagate at the same 
velocity (left) and when the reduced group velocity of the IR pump pulse is taken into account (right). 

This framework has been applied to study an optical field ionized dense plasma amplifier seeded by high order 
harmonics. The plasma has an increasing radial parabolic profile that acts as a waveguide to ease the propagation of the 
intense IR pump pulse. The resulting amplifier presents inhomogeneities in lasing ion abundance and electron density 
that impact the intensity and phase profile of the amplified beam. Since these profiles can be measured experimentally, it 
is a promising method to diagnose the plasma. 
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ABSTRACT 

This paper presents a brief review of the x-ray laser development at the Institute of Laser Engineering, Osaka University, 
implemented with worldwide collaboration. The scaling of the x-ray lasing toward shorter wavelengths has been 
investigated in the recombination-pumped (RP) and electron-collisional-excitation (CE) pumped x-ray lasers. Extension 
of the RP x-ray laser close to the water window is described. With the CE x-ray laser, intense lasing of the J = 0-1 line at 
19.6 nm in the neon-like Ge ion and lasing over 14.3 – 4.5 nm with the nickel-like ions are reported. Spectroscopic 
studies of the x-ray lasers are described, including the first observation of polarization of the x-ray laser beam generated 
by amplified spontaneous emission. The perspective of the plasma-based x-ray lasers is also presented. 

Keywords: X-ray laser, recombination-pumping, collisional-excitation pumping, plasma spectroscopy, x-ray optics 

1. INTRODUCTION

Development of the x-ray laser is a very attractive but challenging research subjects.1 Stimulated by the demonstrations 
of the soft x-ray lasers at Lawrence Livermore National Laboratory2 and Princeton University3 in 1985, we have started 
the x-ray laser research in 1986 using the high-power lasers developed for laser fusion research at the Institute of Laser 
Engineering (ILE), Osaka University.4 The recombination-pumped and the collisional-excitation-pumped x-ray lasers 
were investigated in close collaboration with many scientists worldwide. In this article we briefly review major outcomes 
of the x-ray laser development at ILE. The perspective of the plasma-based x-ray lasers are also presented. 

2. RECOMBINATION-PUMPED X-RAY LASER

2.1 Extension of C VI Balmer-α laser to shorter wavelengths 
With the objective to demonstrate x-ray amplification in the water window region, we have started the x-ray laser 
research based on the recombination-pumping scheme. A schematic diagram of the energy levels of the hydrogenic ion 
of an atom A with the atomic number Z is shown in Fig. 1.  

Figure 1. A simplified energy level diagram of the hydrogenic ion of an atom A with the atomic number Z. Population inversion is 
created between n=3 and n=2 levels due to electron recombination and collisional-radiative relaxation at low electron temperature. 
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Fully stripped ions produced by laser irradiation recombine with the electrons to populate high energy states of the 
hydrogenic ions when the electron temperature decreases. At proper electron density ne and electron temperature Te, the 
local thermal equilibrium (LTE) condition prevails in the high-energy states above the n=3 level. Since the electron in 
the n=2 level decays rapidly to the ground state by the Lyman-α emission, the population inversion is created between 
n=3 and n=2 levels, leading to amplification of the Balmer-α (Hα) line due to 32D5/2 - 22P3/2 and 32D3/2 - 22P1/2 transitions. 
The wavelength of Hα scales with Z as λ (in nm) = 656.2/Z 2;18.2 nm for C VI (Z = 6), 5.42 nm for Na XI (Z = 11), 4.56 
nm for Mg XII (Z = 12) and 3.88 nm (in the water window) for Al XIII (Z = 13). The proper high-ne and low-Te plasma 
is created in C VI by rapid adiabatic expansion cooling of the cylindrical plasma.5 Amplification of C VI Hα has been 
demonstrated at the Central Laser Facility (CLF) of Rutherford Appleton Laboratory6 by irradiation of a 7-µm diameter 
carbon fiber of a length up 9.5 mm with 70-ps laser pulses of 1-µm wavelength with the absorbed intensity of 1.7 x 1013 
W/cm2, resulting in the gain coefficient of g = 4.1 cm-1 and a single pass gain of 30. 

The similarity forms for the collisional-radiative equations for the hydrogenic ions by G. Pert lead to the following Z-
scaling; 5 the electron temperature Te ~ Z 2, the electron density ne ~ Z 7, the cooling time t ~ Z -4 and the gain coefficient g 
~ Z 7.5. M. Key has shown that this Z scaling has a limit at Z ~ 12 since the initial electron density cannot exceed the 
electron density of solid materials.7 In laser ablation due to inverse Bremsstrahlung absorption, the initial electron 
density scales as ne ~ Z, although the initial electron temperature can be increased as Te ~ Z 2 when the laser intensity is 
increased as I ~ Z 4. Starting from this initial plasma formation condition, the gain scales as g ~ Z -1/2 instead of g ~ Z 7.5.  

The important issue in the Hα laser of high-Z ions is the cooling of the electron temperature, because the expansion 
cooling is less effective since the electron density of the initially formed plasma is already close to the gain region. The 
trapping of the Lyman-α radiation may also be a limitation to the Hα gain,8 but this issue was still unresolved.9 These 
analyses show that irradiation of narrow-width and possibly diluted targets by a short-duration, high-intensity, and short 
wavelength laser pulse is favorable for extension of the lasing to shorter wavelengths. When we apply the Z 4 dependence 
of the absorbed intensity to the C VI Hα amplification,6 the required absorbed intensity is 1.9 x 1014 W/cm2 for Na XI Hα 
amplification and 3.7 x 1014 W/cm2 for Al XIII Hα amplification, respectively. 

2.2 Investigation on Hα amplification in Na XI, Mg XII and Al XIII with 355-nm laser pumping 
In order to investigate the Z-scaling of the Hα amplification, we have implemented an x-ray laser experiment using the 
frequency-tripled beams of the G-XII Nd:glass laser, as a joint work with the group of CLF headed by Prof. Mike Key. 
The experimental arrangement is shown in Fig. 2.10 Two 355-nm laser beams of 130-ps duration, each focused to a line 
of 30-µm width and 7-mm length with a cylindrical lens coupled with an aspheric lens, have irradiated a thin plastic film 
of 6-mm length coated with either NaF, MgF2 or Al from both sides with the total intensity up to 3.3 x 1014 W/cm2. The 
spectra of the XUV emissions in the axial and transverse directions were measured with two flat-field XUV 
spectrometers using varied-space diffraction gratings by Hitachi.11 The spectra were recorded either with films (Kodak 
101-07) for time-integrated measurement or with streak cameras (Hamamatsu with CuI and Kentech with CsI
photocathodes) for time-resolved measurement. Since the gains of Na XI Hα, Mg XII Hα and Al XIII Hα were not high

Figure 2. Layout of the x-ray laser experiment, irradiating a stripe target from both sides with two laser beams of frequency-tripled G-
XII laser. The XUV emissions from the target are measured with the spectrometers from the axial and transverse directions. [Ref. 10.] 
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Figure 3. The experimental result of the time dependence of the gain coefficient of Na XI Hα. [Ref. 12] 

enough for gain determination from the length dependence of the line intensity, the gain or absorption of various lines 
were determined from the intensity ratios of the axial and transverse emissions which is given by Ia/It = [exp(gL)-1]/(gL), 
where L is the target length, by carefully calibrating the relative sensitivity of the axial and transverse spectrometers.12  

From the time integrated spectra of NaF and MgF2, the gain of the Hα line was determined as 1.7 ± 0.6 cm-1 for Na XI 
and 1.5 ± 0.6 cm-1 for Mg XII, respectively. For the Al target, Al XIII Hα was too weak to determine the gain, indicating 
that the laser intensity was not sufficient for ionization of Al to the fully stripped state. The time-dependence of gain, g(t), 
determined from the ratio of the time-resolved axial and transverse Hα intensities Ia(t)/It(t), is shown in Fig. 3. 12 The gain 
of Na XI Hα at 5.42 nm becomes maximum with gmax = 3.2 ± 1.0 cm-1 at ~ 200 ps after the laser pulse. Similar gain was 
also observed for Mg XII Hα at 4.56 nm. The Na XI Hα gain was not observed with a diluted target of Na2B4O7, 
suggesting the Ly-α trapping may not be significant in this experimental condition. 

2.3 Increasing the gain by shorter-pulse pumping 
By applying the Z -4 scaling of the electron cooling time to the observed value of 1 ns in C VI Hα,6 the cooling time 
necessary for Na XI Hα is evaluated as t ~ 90 ps. Since the laser pulse width of 130 ps in the above experiment was too 
long, we have implemented another x-ray laser experiment by generating a 28-ps, 526-nm, 23-J laser pulse with one 
beam of G-MII laser. The laser beam was line-focused on a NaF stripe target at the intensity of 6 x 1014 W/cm2. 13 The 
gain of Na XI Hα determined from the time-integrated Ia/It ratio was g = 4.0 ± 1.0 cm-1, significantly higher than 1.7 ± 0.6 
cm-1 in the 130-ps irradiation. The length dependence of the Ha intensity, which we could plot in this experiment,
provided the gain of g = 8.6 cm-1. The time-resolved measurement has shown that the gain becomes maximum at ~ 50 ps
after the laser peak. The computer simulation, shown in Fig. 4, shows that the gain region appears at ~ 60 ps after the
laser pulse at 15-20 µm away from the target surface with the peak gain of g = 18 cm-1.14 Figure 4 also shows that there
is strong density gradient in the gain region, suggesting the amplified beam will be refracted. Using a curved target to
compensate for the refraction, we have observed longer duration of the gain in the time-resolved measurement.

Figure 4. The plasma expansion of a NaF stripe target irradiated with a 28-ps, 526-nm laser pulse. Time runs downwards, where the 
laser pulse is indicated by PL. The original position of the stripe is at 0 µm. The gain region is shown by shading. [Ref. 14]
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In order to further investigate the effectiveness of the short pulse pumping, the chirped pulse amplification (CPA) 15 was 
introduced to the high-energy G-MII Nd:glass laser in collaboration with Dr. Chris Barty of Stanford University, 
generating a 1-ps, 30-TW pulse at 1.052 µm, the highest peak power at that time.16 Although we could not apply this 
laser to the x-ray laser experiment due to time constraint, this CPA G-MII laser was applied to demonstrate laser 
wakefield electron acceleration for the first time17 and to the fast ignition of laser fusion with the CPA G-XII laser.18, 19   

2.4  Summary 
This series of investigation on the recombination Hα laser has shown that the short-pulse, high-intensity, and short-
wavelength laser pumping is effective in increasing the gain at short wavelengths. However saturated amplification has 
not been demonstrated in the Hα lasers. This may be ascribed to several factors: production of the gain region uniform in 
space and time over a length sufficient for achieving the gain-length product of ~ gL > 10, refraction of the x-ray laser 
beam due to density gradient, and possibly radiation trapping. These issues could be investigated with the high-power, 
short-pulse, and short-wavelength CPA lasers which are now available. 

3. COLLISIONAL-EXCITATION X-RAY LASER

3.1 Electron-collisional-excitation x-ray lasers 
In 1991 we have started to perform an experiment on the electron-collisional-excitation (CE) x-ray laser schemes of neon 
(Ne)-like 2, 20, 21 and nickel (Ni)-like isoelectronic sequences. 22, 23 The energy level diagrams of Ne-like and Ni-like x-ray 
lasers are shown in Figs. 5(a) and 5(b), respectively. Strong collisional excitation to the upper laser level and fast 
radiative decay from the lower laser level create the population inversion in these ions. For efficient creation of the 
population inversion, production of the Ne-like and Ni-like ions and creation of the energetic electrons for excitation 
from the ground state to the lasing states are required.  

Figure 5. Simplified energy level diagrams of (a) neon-like and (b) nickel-like ions. 

3.2 Collisional-excitation x-ray lasers with neon-like ions 
With the neon-like ions, lasing takes place between the 2p53p and 2p53s states typically at the five transitions (in order of 
increasing the laser wavelength) : 2p1/23p1/2 (J = 0) – 2p1/23s1/2 (J = 1) at 19.6 nm, 2p3/23p3/2 (J = 2) – 2p3/23s1/2 (J = 1) at 
23.2 nm, 2p1/23p3/2 (J = 2)– 2p1/23s1/2 (J = 1) at 23.6 nm, 2p3/23p3/2 (J = 1)– 2p3/23s1/2 (J = 1) at 24.7 nm, and 2p3/23p1/2 (J = 
1)– 2p3/23s1/2 (J = 1) at 28.6 nm, where the wavelengths of the CE germanium laser are shown for each transition.   

3.2.1 Lasing properties of J = 0-1 and J = 2-1 lines in neon-like Ge 
On the CE x-ray laser scheme, we have started with the Ne-like Ge (Z = 32),24 in collaboration with the group of Queen’s 
University Belfast (QUB), UK headed by Prof. Ciaran Lewis. Two laser beams of 1.053-µm wavelength, 1-ns pulse 
width and 1.1 kJ energy per beam was focused to a line of 6 cm length and 100 µm average width, with an average 
intensity on target of 2×1013 W/cm2. Either an exploding foil (40-mm length), a single flat-slab (40-mm length) or  
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Figure 6. Schematic views of (a) single flat-slab target and (b) a single curved-slab target. The approximate trajectories of the x-ray 
laser beam in the plasmas of these targets are shown by the solid curves. 

a double-flat-slab target 25, 26 was irradiated with 2 laser beams from opposite directions (see Fig. 9). The double-slab 
target was composed of two slab targets of half-length (26-mm length), and each slab was irradiated with a laser beam 
whose half aperture was blocked. Definite amplification was observed in the five lasing lines of Ne-like Ge; 19.6 nm due 
to J = 0-1 transition, 23.2, 23.6 and 28.6 nm due to J = 2-1transitions, and 24.7 nm due to J = 1-1 transition.27 It was 
found that the lasing property of the J = 0-1 line was quite different from that of the J = 2-1 and J = 1-1 lines. The J = 0-
1 line was amplified in the rising part of the laser pulse, and emitted at large deflection angle of ~10 mrad from the target 
surface with the single slab target. These results were consistent with the prediction that the 2p53p (J = 0) state, the upper 
level of the J = 0-1 transition, is populated by monopole collisional excitation from 2p6 (J = 0) ground state at high 
electron density, whereas the upper levels of the J = 2-1 transition are populated through relaxation from higher levels.  

3.2.2 Refraction compensation and double-pass amplification with a curved-slab target in an x-ray half-cavity 
In order to compensate for refraction of the x-ray laser beam due to density gradient with the slab target, which became 
evident in these experiments, we have tested the curved slab target originally proposed by Lunny.28 Figures 6(a) and 6(b) 
show schematic views of a single flat-slab target and a single curved-slab target, respectively. With the curved slab target, 
the x-ray laser beam propagates through the gain region over a long distance with a curvature which matches the 
refracted beam path. A Mo-Si multilayer x-ray mirror of 35 % reflectivity at 23.6 nm, fabricated at Canon Research 
Center, was placed at one end of the single curved-slab target, forming a half cavity for double-pass amplification in the 
Ge plasma.29 (Similar experimental configuration with double flat-slab targets was reported from CLF.30) The intensities 
of the J = 0-1 and J = 2-1 lines in single-pass amplification have increased ~ 10 times with the curved target compared 
with the flat target. When the incidence angle of the x-ray reflector was optimized in the double-pass configuration, the J 
= 0-1 line of less than 1-mrad divergence was stably generated, indicating the x-ray laser beam was amplified in a 
plasma waveguide.31 Although the x-ray mirror was damaged by the x-ray laser beam,32 still the feedback by the mirror 
was effective at least in early time of the x-ray lasing. 

3.2.3 Multiple short-pulse pumping 
These experiments have indicated that the J = 0-1 lasing in Ge might be enhanced if the target is irradiated with shorter-
duration laser pulses. Therefore, in collaboration with Prof. Chang Hee Nam of Korea Advanced Institute of Science and 
Technology, we have irradiated a curved slab target by two laser pulses of 100-ps duration with 300-ps separation, at the 
total energy of 200 – 300 J on target with various intensity ratios of the first and second pulses. With this double-pulse 
pumping, the J = 0-1 line was emitted with 12 times higher peak power and reduced beam divergence compared with the 
1-ns pumping, resulting in 25-times improvement in brightness.33 The intensities of the J = 0-1 and J = 2-1 lines have
increased exponentially with the increase of the first pulse intensity, indicating that the first pulse is effective in
producing a pre-plasma of proper density gradient and ionization balance for efficient excitation by the second laser
pulse. The x-ray laser energy has increased further by the triple-pulse pumping.34 This multiple-pulse pumping method
has enabled us to extend the lasing with the Ni-like ions to shorter wavelengths, as described in section 3.3.1.

3.2.4 Polarization of the x-ray laser 
The soft x-ray laser generated by amplified spontaneous emission is generally considered unpolarized. As an attempt to 
generate a polarized x-ray laser beam, we have tested double-pass amplification in a Ge curved-slab target with a 
polarizing half cavity shown in Fig. 7. 35 Between the Ge amplifier and a normal incidence multilayer reflector, we have 
placed a multilayer polarizer which had a polarization ratio of Rs/Rp = 120 for the J = 0-1 lasing line, where Rs and Rp are 
the reflectivities for the s- and p- polarizations, respectively.  Although the total reflectivity of the polarizer and the 
reflector was rather small (6.3 x 10-3 in double pass), we have obtained a polarized x-ray laser beam due to double-pass 
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Figure 7. A polarizing half cavity with a multilayer polarizer placed in front of the reflector, and measurement of the x-ray laser beam 
with a flat-field grating spectrometer and a streak camera. [Ref. 35] 

amplification with approximately the same intensity as the single-pass amplified beam, but with different emission time. 

The soft x-ray laser beam generated by amplified spontaneous emission might be polarized if the plasma has spatial 
anisotropy. In collaboration with Prof. Takashi Fujimoto of Kyoto University, we have measured the polarization of the J 
= 0-1 line of Ge at 19.6 nm, generated by 100-ps, double-pulse irradiation of a curved slab target. An x-ray polarizer, 
composed of two Mo-Si multilayer reflectors of 45-degree incidence angle with a polarization ratio of Rs/Rp > 100 each, 
was placed just in front of the spectrum recording plate at the output end of a high-resolution spectrometer (described in 
3.2.5), and was rotated shot-by-shot to measure the intensities of the various polarization components of the x-ray laser 
beam.  Denoting the coordinates x and z along and normal to the target surface respectively and y in the observation 
direction as shown in Fig. 8, it was found that the x-ray laser beam was partially polarized in the x-direction; Ix was 
approximately 3 times higher than Iz, where Ix and Iz are the intensities of the x- and z-polarized components of the x-ray 
laser beam, respectively.36  Based on quantitative evaluation of the several factors that might generate polarization 
anisotropy, it was concluded that the observed polarization is ascribed to the anisotropy in the trapping of the resonance 
line 2p53s (J = 1) – 2p6 (J = 0). The reabsorption of the resonance line emitted toward the z-direction from the dipole 
oscillating in the x-direction is reduced due to the velocity gradient along z. This results in the population anisotropy of 
the lower level of the J = 0-1 transition of n(3s)±1 < n(3s)0 where the subscripts refer to the magnetic quantum number M 
with z taken as the quantization axis, leading to larger population inversion for the polarized lasing in the x-direction. 

Figure 8. Configuration for polarization measurement of the x-ray laser generated in amplified spontaneous emission. 

3.2.5 Linewidth of the x-ray laser 

We have measured the linewidths of the lasing lines of the Ge laser using a grazing incidence spectrometer with the 
resolution of λ/∆λ = 16,000 (Hettrick Scientific, Model HIREFS-170.25), where a 375 lines/mm unevenly spaced 
grating was located at 134 cm from an entrance slit and the focal plane was located at 409 cm from the grating.37 With 
this spectrometer, each lasing line was clearly resolved enabling determination of the linewidth of each line. The spectra 
were recorded with a CCD camera consisting of 1024 x 1024 array of 18-µm square pixels with a dynamic range of 
10,000, which was developed for x-ray astronomy by Prof. Hiroshi Tsunemi of Osaka University.38 After spectral 
deconvolution, the linewidths of the J = 2-1, 23.2 nm and 23.6 nm lines and the J = 0-1, 19.6 nm line were determined as 
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22, 21 and 25 (±4) mA, respectively.39 These observed linewidths are consistent with the gain-narrowed widths of the 
intrinsic line broadening of ~ 50 mA due to Doppler broadening, collisional broadening and Stark broadening, 
calculated for the gain-length product of gL = 5-9 in this experiment. More detailed understandings on the atomic 
physics will be obtained by further increasing the spectral resolution.  

3.2.6 In-line soft x-ray holography 

A preliminary experiment of the in-line Gabor holography of simple structured objects were demonstrated using the Ge 
soft x-ray laser as the light source, in collaboration with Prof. T. Honda of Tokyo Institute of Technology, Prof. Kunio 
Shinohara of Tokyo Metropolitan Institute of Medical Science, Prof. David Neely and his colleagues at QUB and King’s 
College London. The holograms recorded on PMMA were retrieved with an atomic force microscope. The object image 
was reconstructed with phase retrieval algorithm, resulting in a clear, ghost-free image of sub-µm resolution, showing 
the potential of the x-ray laser for high-resolution 2-D and 3-D imaging. 40

3.3 Collisional-excitation x-ray lasers with nickel-like ions 
With the nickel-like ions, lasing takes place between the 3d94d and 3d94p states at the two transitions: 3d3/24d3/2 (J = 0) – 
3d5/24p3/2 (J = 1) and 3d3/24d3/2 (J = 0) – 3d3/24p1/2 (J = 1), which are called long-wavelength and short-wavelength 
components, respectively. 

3.3.1  Lasing in Ni-like ions at 14.3 - 6.37 nm by multiple-pulse pumping 
By applying the triple-pulse pumping technique33, 34 to the Ni-like x-ray laser,  we have succeeded in demonstrating 
lasing over the wavelengths of 14.3 – 6.37 nm in the following Ni-like ions; 47Ag (λ = 14.3 nm), 52Te (11.1 nm), 57La 
(8.9 nm), 58Ce (8.6 nm), 60Nd (7.97 nm), 62Sm (7.32 nm), 64Gd (6.92 nm), 65Tb (6.67 nm), and 66Dy (6.37 nm), where the 
wavelengths of the observed lasing lines of the long wavelength component are shown in the parentheses.41, 42 In these 
experiments, a curved slab target was irradiated with either double, triple or quadruple 1.053-µm laser pulses of 100-ps 
duration separated by 400 ps, with the total energy of 200 - 500 J. A gain coefficient of g ~ 3.1 cm-1 and a gain length 
product of gL ~ 8 have been achieved at 7.97 nm in the Nd ions. This multiple-pumping method has proven to be 
effective for reducing the laser energy required to pump these soft x-ray lasers by almost an order of magnitude. This 
work was later extended to the demonstration of the saturated gain in Ni-like Ag at 13.9 nm and Sn at 12.0 nm by 4-ps 
duration, 14-J, two-pulse pumping with a table-top laser at the JAERI Advanced Photon Research Center.43

3.3.2 Intense lasing in Nd and Ag by quasi-travelling-wave pumping of double curved-slab target 
In collaboration with the group of National Laboratory on High Power Lasers and Physics (NLHPLP), Shanghai Institute 
of Optics headed by Prof. Shiji Wang, where double-target configuration has been tested in 1992,25 we have irradiated 
two curved-slab targets by two laser pulses with a 100-ps delay for quasi-travelling-wave pumping of the two targets, as 
shown in Fig. 9. Double-pass amplification using a 100-layer-pair Ru/B4C multilayer mirror fabricated at NTT-
Advanced Technology was also implemented, where the reflected x-ray laser pulse was amplified in the plasma pumped 
by the next laser pulse. For target irradiation, instead of using a standard single cylindrical lens, a novel optics composed 
of 4 convex cylindrical lenses developed at NLHPLP was installed for uniform-width line focusing.44 A large-aperture 
deformable mirror was also tested for uniform line focusing, resulting in improved soft x-ray laser performance.45  

With the single-pass quasi-travelling-wave amplification, we have obtained very intense lasing in the Ni-like Nd at 7.97 
nm with ~ 40-ps duration and ~ 40-µJ energy corresponding to ~ 1-MW peak power,46 and saturated amplification in Ni-
like Ag at 13.9 nm with an exceptionally high gain of 19 cm-1, ~ 300-µJ energy and 5 MW peak power.47 In this 
experiment, we found that the merit of the curved target decreased in the multiple pulse pumping scheme as discussed by 
Nilsen et al.48  

Figure 9. Quasi-travelling wave pumping of a double slab target. 
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3.3.3 Extension of lasing close to the water window 
For x-ray lasing close to the water window with the Ni-like ions, a high density and high temperature plasma is required 
as an amplifying medium. For example, the desirable electron temperature and the electron density are 1 – 1.5 keV and 
1.5 x 1021 cm-3 for 70Yb and 1.4 – 1.8 keV and 3.5 x 1021 cm-3 for 74W, respectively.49 In this case, the important issue is 
the propagation of the x-ray laser beam through the gain region in the plasma.50 The x-ray propagation through the gain 
region is quite different at the wavelengths shorter than 10 nm, where the obliquely incident x-ray laser beam penetrates 
in the high-density non-amplifying plasma and absorbed. In this spectral region the curved target is not effective for 
refraction compensation, because the critical density at 10 nm is 〜1×1025 cm-3 which is much higher than the solid 
density plasma.  

Experiment on lasing toward the water window in the Ni-like ions was implemented in collaboration with NLHPLP and 
the group of Friedrich-Schiller University Jena headed by Prof. Eckart Förster. Two flat-slab targets of 8 mm length each 
was irradiated by two counter-propagating lasers of 1.053-µm wavelength and 100-ps duration with a time delay for 
quasi-travelling wave pumping. Each laser beam was composed of a pre-pulse and a main pulse, with the main-pulse 
energy of 240 J and intensity of 3 x 1014 W/cm2. After extensive optimization of the target position (target separation 
along and vertical to the x-ray laser beam axis) and laser parameters (delay time and pre-/main-pulse intensity ratio), the 
x-ray lasing near the water window were obtained in Ni-like Yb, Hf and Ta ions at 5.0 nm, 4.7 nm and 4.5 nm,
respectively as shown in Fig. 10. The gain coefficients of the Ni-like Yb and Hf lasing lines were g = 6.6 cm-1 and 3.6
cm-1 with the gain length product of gL = 11 and 6, respectively.51 Indication of lasing in W at 4.3 nm, in the water
window, was also observed. According to 1-D hydrodynamic simulation for 1-µm laser irradiation, the electrons are
heated to ~ 1 kV, but the electron density of the heated region of ~ 1021 cm-3 is lower than the required density.

Figure 10.  Observed spectra of lasing in (a) Yb, (b) Hf and (c) Ta, respectively. The carbon K-edge at 4.38 nm is shown as the edge of 
the water window. [Ref. 51] 

3.3.4 Spectroscopic study of the lasing lines in the nickel-like ions 

Although the observed intensities of the Yb, Hf and Ta x-ray lasers were below the saturated levels, the well-defined 
lasing lines are precious for spectroscopic studies. Comparing the observed wavelengths and intensities of the lasing 
lines in Ni-like 60Nd, 62Sm, 64Gd, 66Dy, 67Ho, 70Yb, 72Hf, and 73Ta, we found that the intensity of the longer wavelength 
component is stronger in 60Nd ~ 67Ho, whereas the intensity of the shorter wavelength component becomes stronger than 
the longer wavelength component in 70Yb ~ 73Ta.  Prof. Fumihiro Koike of Kitasato University has successfully clarified 
these experimental results of the wavelengths and line intensities, by implementing detailed relativistic atomic-physics 
calculation on these elements to derive the wavelengths and the oscillator strengths and also solving a simplified rate 
equation code to calculate the relative gain of these lines using the calculated oscillator strengths. 52 

Detailed account of the experiments on the development and application of the collisional-excitation soft x-ray lasers at 
ILE can be also found in the review papers. 49, 53-55
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4. PERSPECTIVE

4.1 Recombination-pumped x-ray laser and related schemes 
The recombination-pumped x-ray laser has inherently high efficiency, since fully stripped ions of atoms of small atomic 
numbers, required in this scheme, can be generated with relatively low laser energy.  Unfortunately, saturated 
amplification has not been demonstrated in this scheme, due possibly to several factors as described in section 2.4. 
Considering recent significant advances in the laser technology, it will be possible to test this scheme with more ideal 
conditions, i.e., travelling-wave irradiation of a target with a high-power, short-pulse and short-wavelength laser, focused 
to a narrow width with uniform intensity distribution.  

With the high-intensity, short-duration and short wavelength lasers, it will be possible also to investigate other promising 
x-ray laser schemes, such as the optical-field ionization x-ray laser 56 and the resonant photo-pumping x-ray laser. 57

4.2 Collisional excitation x-ray laser 
The collisional excitation soft x-ray lasers have been successfully developed over the world. The wavelengths of the 
typical Ne-like-ion x-ray lasers and the Ni-like-ion x-ray lasers are shown in Fig. 11 (a) and in Fig. 11 (b), respectively. 
Many x-ray applications need the x-ray lasers with saturated amplification, which can provide not only high intensity but 
also high coherence. From this point of view, useful wavelength region is restricted. Among the Ne-like soft x-ray lasers, 
the useful wavelength is in ~ 30 - 20 nm such as Ti, Cu, Ge, Se and Y. On the other hand, among the Ni-like soft x-ray 
lasers, the useful wavelength region is in ~ 20 - 5.9 nm such as Ag, Nd, Sm and Dy.41 In the shorter wavelength regions 
of the Ne-like and Ni-like lasers, the intensities are far below the saturated levels. In the longer wavelength regions, the 
achieved intensities are far below the saturated levels. For extending the useful wavelengths both in the shorter and the 
longer regions, we would like to point out several issues to be considered as described below. 

Figure 11. The lasing wavelengths of (a) Ne-like ions and (b) Ni-like ions as a function of atomic number. The horizontal bars 
correspond to the region of the atoms where saturated amplification has been attained. 

As the requirements in the collisional-excitation x-ray laser scheme, the first requirement is that the abundance of the 
Ne-like or Ni-like ions should be maximized. At the same time, the abundance of the electron component which 
efficiently excite the ground state ions to the upper lasing levels should be maximized. For the Ni-like ions, the electron 
temperature for the former condition is approximately one-half to one-third of the electron temperature for the latter 
condition.53 This consideration leads to the separated pumping; the first laser for plasma formation and the second laser 
for exciting the lasing ions. Such a scheme called the transient pumping scheme, including the traveling wave pumping, 
was first demonstrated by P. V. Nickles.58 This scheme was successfully applied to various kinds of elements to extend 
the wavelength region. As the second requirement, the ray trajectory of the soft x-ray laser should continuously pass 
through the gain media. For this requirement, grazing incidence pumping was successfully demonstrated.59, 60 This 
method has contributed to the reduction of the pumping laser system. However, the extension of the useful wavelength 
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region is still limited. Based on these results, we would like to describe a scope for extension to shorter and longer 
wavelength regions.    

For extension of the lasing to shorter wavelength regions such as the water window spectral region, the Ni-like ion 
scheme is suitable. For this purpose, it is necessary to create high density homogenous plasma which contains sufficient 
Ni-like ions and high energy electrons for pumping to the 4d state. We propose to use multiple ultraviolet laser pulses for 
production of large-scale homogeneous plasma abundant with the Ni-like ions and a picosecond infrared laser pulse for 
production of energetic electrons for the pumping to the 4d state.   

On the other hand, when we see the long wavelength region, we find interesting experiments by E. Fill and his 
collaborators.61 Using the laser pulses with an energy of 20 ~ 50 J in 400 ps at 1.315-µm wavelength as the main 
pumping source with a small prepulse, they have demonstrated Ne-like sulphur and silicon lasers with the wavelengths 
of 60.8 nm and 87.4 nm, respectively. This spectral region is attractive for material sciences, and extension to longer 
wavelength region is also desirable. However, the required laser energy was rather high, although the lasing wavelength 
was long. According to the consideration of the scaling law by Li and Nilsen,62 one of the possible reasons is thought to 
be that the wavelength of the pumping laser of ~1 µm is too short for these ion species. We believe that the repetitive 
CO2 laser is one of the possible candidates. A Ne-like Al laser at the wavelength of 122 nm, which has not yet been 
demonstrated, is an attractive coherent monochromatic source for VUV spectroscopy. In this spectral region we can use 
high quality windows to cover the specimen for irradiation. 

5. SUMMARY

We have reviewed x-ray laser development at the Institute of Laser Engineering, Osaka University, implemented with 
worldwide collaboration. Extension of the recombination-pumped Balmer-alpha x-ray laser to shorter wavelengths was 
investigated. By irradiation of stripe targets with a 130-ps, 355 nm laser pulse at the intensity of 3.3 x 1014 W/cm2, gains 
were observed in Na XI Hα at 5.42 nm and Mg XII Hα at 4.56 nm, with the Na XI Hα gain of gmax (t) ~ 3.2 cm-1 attained 
at ~ 200 ps after the laser pulse. This irradiation intensity was not sufficient for ionization of Al to the fully stripped state. 
A higher gain in Na XI Hα of 8.6 cm-1 was obtained at 50 ps after the laser pulse, by irradiation with a 28-ps, 526 nm 
laser pulse at 6 x 1014 W/cm2. Based on this work, we have suggested to investigate this scheme with more ideal 
conditions; travelling-wave irradiation of a target with a high-power, short-pulse and short-wavelength laser, focused to a 
narrow width with uniform intensity distribution. 

The collisional-excitation (CE) x-ray lasers in the neon-like and the nickel-like ions were investigated. With the CE Ne-
like x-ray laser, we have obtained the following results: efficient lasing of the J = 0-1 line by short-pulse pumping, 
efficiency improvement of lasing by multiple-short-pulse pumping, refraction compensation with a curved-slab target, 
amplification in a plasma waveguide by operation of the x-ray laser with a half cavity, first observation of polarization of 
the x-ray laser beam generated as amplified spontaneous emission, measurement of the spectral width of the x-ray laser, 
and preliminary experiment on the in-line x-ray holography. 

Extension of the lasing to shorter wavelengths was investigated with the CE Ni-like x-ray lasers. By triple-pulse 
pumping, amplification was observed over the wavelengths of 14.3 – 6.37 nm in the Ni-like ions of Ag, Te, La, Ce, Nd, 
Sm, Gd, Tb and Dy, with a gain-length product of gL ~ 8 at 7.97 nm in Nd. By quasi-travelling-wave pumping of double 
targets at high irradiation intensity, amplification in Ni-like Yb at 5.0 nm, Hf at 4.7 nm and Ta at 4.5 nm were observed, 
with g = 6.6 cm-1 and gL = 11 in Yb and g = 3.6 cm-1 and gL = 6 in Hf, respectively. 

For extension of the Ni-like laser to shorter wavelengths, we have proposed to use multiple ultraviolet laser pulses for 
production of a large-scale homogeneous plasma abundant with the Ni-like ions and a picosecond infrared laser pulse for 
production of energetic electrons for the pumping to the 4d state. For extension of the Ne-like laser to longer 
wavelengths, we have suggested irradiation with a long wavelength laser: for example, using a CO2 laser for realization 
of Ne-like Al laser at 122 nm. 

Partly based on the x-ray laser research at ILE, a new R&D program was started at Japan Atomic Energy Research 
Institute (JAERI) by establishing the Advanced Photon Research Center (APRC) in 1996, with Prof. Hiroshi Takuma as 
the Scientific Adviser, where exploration and development of new research fields with high-power ultrashort pulse lasers 
are pursued. After preparation period, full-scale research was started at a new research facility in Kizu, Kyoto Prefecture 
in 1999, 63 with the support of Prof. Toshiki Tajima and Prof. Gerard Mourou. This program is now actively undertaken 
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at Kansai Photon Science Institute (KPSI) of National Institutes of Quantum and Radiological Science and Technology 
(QST) over broad fields such as high-power lasers,64 x-ray lasers,43, 65 x-ray generation,66 high field science67 and particle 
acceleration.68 Among various approaches to generation of coherent radiation in the EUV and x-ray regions, the plasma-
based x-ray lasers will have new possibilities for development by utilizing the technologies and concepts that are now 
available. 
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ABSTRACT  

The advent of extreme ultraviolet (EUV) and soft x-ray free electron lasers (FELs) has enabled nonlinear optical 

experiments at wavelengths shorter than the visible-UV range. An important class of experiments is those based on the 

four-wave-mixing (FWM) approach, which are often based on interactions between pulses at different wavelengths. The 

exploitation of multiple EUV/soft x-ray wavelengths is not straightforward, but it can significantly expand the range of 

applications. In this manuscript we report on an experimental approach, based on the concomitant use of a non-collinear 

split-delay-and-recombination unit (“mini-Timer”) and on a two-color seeded FEL emission scheme (“twin-seed mode”). 

We used a diamond sample for demonstrating the capability of this setup of generating and detecting a FWM signal 

stimulated by two-color EUV FEL pulses. This approach can be further exploited for developing experimental methods 

based on non-linear EUV/x-ray optics.   

Keywords: non-linear optics, free electron lasers, ultrafast spectroscopy, four wave mixing 

1. INTRODUCTION

Four-wave-mixing (FWM) processes represent the lowest order non-linear optical response that do not vanish for any 

sample symmetry and are at the basis of a large array of optical methods and applications.1-5 Such experiments rely upon 

the interactions of three (input) fields driving the 3rd order non-linear polarization to radiate a fourth (output) beam: the 

FWM signal. The capability to control the parameters of the input fields (frequency, polarization, intensity, time delays, 

etc.) and to analyze the properties of the output radiation allows probing different features of the sample response, hence 

leading to a proliferation of methodologies and technological applications.  

In the last two decades FWM approaches in the extreme ultraviolet (EUV) and soft x-ray spectral range were 

thoroughly described on theoretical grounds, showing how major breakthroughs in diverse fields of science could be 

achieved.5-7 Definitely, such a class of experiments might become relevant tools to probe ultrafast dynamics and 

quantum state correlations inaccessible by linear X-ray methods; their feasibility therefore represents a major challenge 

for ultrafast X-ray science.8 However, the first experimental evidences of non-linear optical responses stimulated by 

EUV/x-ray pulses9-14 have had to await the availability of short-wavelength FEL sources. Indeed, these sources are able 

to provide ultrafast photon pulses with brightness and coherence comparable with those of optical lasers. In particular, 

the EUV FWM concept has been applied only recently to develop the FEL-based EUV transient grating (EUV TG) 

approach,13-20 which has been further developed and still represents the unique demonstration of a time-resolved non-

linear optical response driven by EUV or x-ray pulses.  
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In EUV TG experiments two ultrafast FEL pulses of equal wavelength generate a (transient) sinusoidal spatial 

modulation of intensity, which launches different kind of dynamics (electronic relaxations, thermal transport, surface and 

bulk phonons, molecular vibrations, magnetic dynamics, etc.) occurring in a wide range of timescales, from fs to ns, and 

characterized by a given wavevector imposed by the TG spatial modulation.13-20 The interaction between two FEL pulses 

with different wavelengths, i.e. different photon frequencies (ω1 and ω2), can stimulate processes inaccessible by the TG 

scheme, as for instance coherent Raman scattering,21-24 hence substantially broadening the range of potential 

applications.5-8,14,24 

In the experiment hereby discussed we employed our non-collinear split-delay-recombination setup (“mini-

TIMER”),25-27 previously used for realizing EUV TG,14-18 and the two-color seeded FEL emission (“twin-seed 

mode”)24,28 available at the FERMI FEL1 source,29 to demonstrate a time-resolved FWM response driven by the 

interaction between two EUV pulses at different photon frequencies.  

2. EXPERIMENTAL SETUP

2.1 Experimental design 

The concept of the two-color EUV FWM experiment is sketched in Figure 1a, while the pulse sequence is 

illustrated in Figure 1b. A sequence of two FEL pulses, separated by a time delay ΔtFF ≈ 300 fs, with similar intensity (I1 

≈ I2), bandwidth δω ≈ 30 meV (full-width-at-half-maximum, FWHM) and estimated pulse duration, δtF, in the range 50-

70 fs, interact with a diamond crystal. The photon energy of the first pulse was ω1=47.51 eV, while that of the second 

pulse was ω2 = ω1+Δω, where Δω ≈ 270 meV. A typical spectrum of the FEL pulses, highlighting the high spectral 

purity of the “twin-seed” two-color FEL emission, is shown in the inset of Figure 1b. We then used our special split-

delay-recombination setup (“mini-Timer”),25-27 which is available at the DiProI beamline,30 to: (i) generate two spatially 

separated FEL beams, hereafter labeled with the superscripts A and B, (ii) overlap the two beams on the diamond sample 

with a crossing angle 2θ ≈ 6 degree and (iii) introduce a time-delay equal to ΔtFF in one of the two sequences in order to 

superimpose in time the first pulse (ω1
A) of one sequence with the second pulse (ω2

B) of the other sequence. The choice 

of a diamond sample was mainly motivated by the high value of the χ(3) (in the optical range), by the availability of EUV 

TG data,17 the transparency to the optical probe, the easiness of handling and the robustness to radiation damage. The 

FEL beams were focused at the sample on a ≈ 0.02 mm2 spot size. The intensity of the FEL pulses (I1,2
A,B) at the sample 

position was varied in the 0.7 – 2.0 μJ range. The third input field needed to stimulate the FWM response was emitted by 

an optical laser (ωopt = 3.16 eV, time duration ≈ 100 fs, pulse energy Iopt ≈ 1 μJ, spot size ≈ 0.005 mm2), coplanar to the 

two FEL beams and impinging onto the sample at an incidence angle θopt ≈ 45o. All input fields were polarized 

orthogonally to the scattering plane. The FEL repetition rate was 10 Hz. Note that the presence of the two additional FEL 

pulses, ω2
A and ω1

B (see Figure 1b), that are not directly involved in the FWM process is unavoidable. A CCD detector 

(MTE-2048, Princeton Instruments) was placed along the kout = k1
A - k2

B + kopt “phase matched” direction, where we 

expected to observe the FWM signal stimulated by the interaction between the two FEL pulses and the optical one; a 2x2 

binning of the pixels was used. 

Figure 1: (a) Sketch of the two-color EUV FWM experiment. (b) Employed pulse sequence; see the text for the notation. The inset 

shows the typical spectrum of two-color FEL emission. 
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2.2 Two-color FEL emission 

Figure 2 sketches the employed experimental setup. The electron beam emerging from the linear accelerator 

(LINAC) was seeded by a sequence of two seed pulses, derived by the same IR laser pulse (ωIR ≈ 1.58 eV). One of these 

pulses is frequency up-converted by a third harmonic generation (THG) stage, resulting in ωseed2 ≈ 4.75 eV, while the 

other is used to pump an optical parametric amplifier (OPA), which permits to vary the photon frequency of this seed in 

a range ωseed1 ≈ 4.75 – 5.17 eV. These two seeding pulses are then time-delayed (by ΔtFF), collinearly coupled and 

focused into the modulator, where they interact with an electron bunch with flat phase-space. The temporal length of the 

electron bunch was about 0.7 ps in order to accommodate both seeds. The temporal and spectral separation between the 

two seed pulses can be controlled, respectively, by acting on a delay stage (DS) and on the OPA settings, and can be 

monitored by cross-correlation and an optical spectrometer (CC+OS); the pulse duration of the THG seeding pulse was 

slightly shorter than the OPA one (≈100 fs vs ≈150 fs FWHM), due to a residual chirp in the OPA pulse. It was possible 

to mechanically shutter the two pulses independently and, furthermore, it is worth mentioning the possibility to keep 

constant ΔtFF by acting on the DS. The two portions of the electron bunch that have interacted with the seed pulses emit 

FEL radiations at the Nth harmonic when run through the radiators;28 in the present experiment the radiators were tuned 

at harmonic 10. The final output hence consists into two distinct FEL pulses, generated by the two distinct seeds and 

separated in time by ΔtFF. The main limitations of such a “twin-seed” scheme are the spectral (Δω) and temporal (ΔtFF) 

separation in between the two final FEL pulses. The former cannot exceed the gain bandwidth of the FEL ((Δω/ω)FEL ≈ 

0.5 %), which in the present case results into Δω < 0.3 eV, while ΔtFF cannot be longer than the time duration of the 

electron bunch31 (≈ 0.7 ps) nor shorter than the time duration of the seed pulses. Indeed, a temporal overlap between the 

two seeds results into the rapid growth of multiple lines in the FEL spectrum and in a deterioration of the stability of the 

FEL emission. 

Figure 2: The experimental setup is sketched in the main panel, dashed rectangles enclose the principal elements, i.e.: the seed 

laser(s), the FEL, the photon transport and diagnostics (PADReS), the mini-Timer setup and the probing laser (SLU). Sub-panels show 

data from the main online FEL diagnostics, namely: the I0 monitor (panel a), which measures the total FEL intensity, and the EUV 

energy spectrometer (panel b). Once known the total FEL intensity, from the analysis of the FEL spectrum one can determine the 

relative intensities of the two-color FEL pulses, shown in panel c as red and blue symbols; circles and triangles in panels a and c 

correspond to two different scans, carried out at a different FEL flux levels. 
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2.3 Optical probe 

Before generating the two seed pulses, a fraction of the output of a Ti:sapphire chirped pulsed amplifier (CPA) 

is transported downstream to the experimental hall and acts as probing laser, termed “seed laser for users” (SLU); see 

Figure 2. The SLU pulse is inherently synchronized with the FEL, down to a ≈10 fs jitter,32 while the long-term 

trajectory and timing drifts due to the long (≈100 m) IR transport system are stabilized by feedback systems.33 Since the 

jitter level is negligible as compared with the time duration of the employed pulses, the use of “timing tools” for sorting 

the FEL-optical arrival time is not needed. This situation represents a remarkable practical advantage related to the use of 

a seeded FEL. A set of waveplates and polarizers (WP, Pol), located close to the experimental chamber, are used to 

control the intensity and polarization of the optical beam, which is then time delayed by a mechanical delay-line and 

frequency up-converted by a second harmonic generation (SHG) crystal. The beam is focused at the sample position at 

about 45o angle of incidence by a lens and a steering mirror (SM); the input trajectory into the end station is stabilized by 

a feedback locked to a virtual focus (VF). 

2.4 FEL photon beam control 

The FEL output was monitored by the photon transport and diagnostics system (PADReS); see Figure 2.34 The 

FEL intensity and spectral content were measured, shot-by-shot, by a gas-based intensity monitors (I0Ms) and by an on-

line energy spectrometer (PRESTO),35 respectively. The photon beam, after the diagnostics section, was directed to the 

end-station through the photon transport system and a Kirkpatrick-Baez active optics system (KAOS) was used to 

properly adjust the focusing conditions in order to match the spot size to the experimental requests. The combination of 

IOMs and spectrometer data permitted the determination of the intensity of the (spectrally separated) FEL pulses: 

I1,2=I0*A1,2/(A1+A2), where A1,2 are the areas under the two FEL spectral lines; see Figures 1a-1c. The seeding scheme 

adopted at FERMI permitted to achieve high stability in the two-color FEL emission, with respect to what achievable in 

FEL sources not stabilized by the seeding process. Typical fluctuations in the photon parameters of major interest, i.e. 

I1/I2, δω and Δω, were about 20%, 4% and 3%, respectively.  

As mentioned above, the non-collinear recombination of the two-color FEL pulses was made by a special setup, 

described in details elsewhere7,27,28 and sketched in Figure 3a, consisting in three plane EUV mirrors (M0, M1 and M2) 

able to split the FEL pulse into two halves and recombine them at the sample position with a selected crossing angle 

(2θ). The system allows for a tuning of EUV mirror positions and angles. Such movements can be combined in order to 

control the arrival time of the FEL beam propagating through the “M0-M2-sample” path (variable delay branch, VDB) 

with respect to the one propagating along the “M0-M1-sample” path. The simultaneous change of the pitch angles (α) of 

M0 and M2 (by the same amount) accompanied by a translation of M2 along the M2-sample direction permits to apply a 

delay between the two beam paths while keeping fixed 2θ; see Figure 3. For the present experiment the stroke of the M2 

translation was purposely extended in order to apply a time delay up to ≈500 fs in the VDB, hence permitting to 

compensate for the intrinsic delay (ΔtFF ≈ 300 fs) between the two color FEL pulses. The procedure to change the delay 

in the VDB was carried out “step-by-step”, by tuning the OPA output at the same photon energy as the THG (i.e. ωseed1 = 

ωseed2) and by monitoring and optimizing the EUV TG signal at each intermediate step; note that since the wavelength of 

the two FEL pulses was the same, we could not determine the relative intensities of the two pulses. To facilitate the time 

overlap procedure both the FEL intensity and pulse length were increased, in order to have a residual temporal overlap 

between the two EUV pulses, which guaranteed a very weak (but still appreciable) EUV TG signal; see Figure 3c. After 

the time overlap procedure between the “head pulse” from the VDB with the “tail pulse” from the fixed (M0-M1-

sample) path we decreased the strength of the FEL dispersive section, changed the OPA wavelength (retrieving the 

information on the intensity of the two pulses) and optimized the alignment of the system by maximizing the EUV FWM 

signal. 
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Figure 3: (panel a) sketch of the mini-Timer setup and the combination of movements (M0 pitch / M2 pitch / M2 translation) used to 

compensate for the time delay between the two FEL pulses radiate in the “twin-seed” mode. (panel b) The black and red circles 

connected by lines are EUV TG data acquired by using the “head” and “tail” FEL pulses, respectively. The evident shift in the time 

delay is due to the time-separation (ΔtFF) between the two FEL pulses. (panel c) Black circles connected by lines are as in panel b, 

blue circles connected by lines correspond to the first step of the procedure to overlap in time the two-color FEL pulses, green ones 

roughly correspond to the maximum time separation between the two FEL pulses (the large difference in the EUV TG signal intensity 

can be better appreciated in the inset), while open black circles connected by lines are the final step. The inclined black-dotted line 

across the FEL pulse sequences “tracks” the arrival time of the “head” FEL pulse in the VDB. 

3. RESULTS

When the time delay (Δt) of the optical pulse with respect to the time-coincident two-color FEL pulses was set 

to zero, we observed the footprint of the FWM signal beam in the CCD detector. The signal disappeared when one of the 

two FEL pulse sequences (i.e. either ω1
A and ω1

B or ω2
A and ω2

B) was not present, as shown in Figure 4. Since the two 

FEL emission lines are spectrally separated and the temporal separation in between the seed pulses prevents spectral 

contaminations among the two FEL pulses, the experimental observation reported in Figure 4 is sufficient for inferring 

that this signal arose from the 3rd-order non-linear interaction (FWM processes) between the optical field and the two-

color FEL pulses. This undoubtedly demonstrates the feasibility of multi-color FEL-based FWM experiments from solid-

state samples and represent the main result of the present work. A preliminary study of the dependence of such a signal 

beam on Δt, Δω and on the FEL flux was also carried out; it will be part of a subsequent publication. Here we further 

mention some of the limitations of the present setup, which can be overcome for improving its capabilities in the context 

of multi-color FWM experiments. One of the main limits during the present experiment was the inability to determine 

the spectrum of the signal beam, nor to estimate it via the precise determination of the emission angle. Recently we have 

successfully tested a compact in-vacuum optical spectrometer,36 which can be used to spectrally resolve the FWM signal. 

Another limit was the impossibility to precisely scan the time delay between the two FEL pulses, which represents a 

relevant variable for FWM experiments and is now implemented as a standard in the mini-Timer setup. On the other 

hand, an inherent limit of the present approach is the presence of the “additional” FEL pulses, ω1
B and ω2

A (see Figure 

4), which do not contribute to the FWM signal but cannot be a priori ignored.  
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Figure 4: Pulse sequences and relative raw CCD images corresponding to: (a) both FEL pulses at the sample and (b and c) pulse ω1 or 

ω2 shuttered down, respectively. The yellow rectangle indicates the region where the FWM is observed, while the light in the right-

hand side of the yellow box is spurious scattering from the probing optical laser. Panel d (same pulse sequence as in a) shows a crop 

of the CCD image in the signal beam region after subtraction of a background image where only the optical laser probe was impinging 

onto the sample. 

4. CONCLUSIONS

In summary, we have realized an experimental approach able to generate a detectable FWM (see also Sect. 2 
[42]) response stimulated by ultrafast EUV FEL pulses at different photon frequencies, undoubtedly demonstrating the

feasibility of multi-color FEL-based FWM experiments from a solid-state sample. This approach can be naturally 

extended to a larger range of samples, including molecules in solution or gas phase samples, as well as to shorter 

wavelengths and pulse durations. The exploitation of EUV and soft x-ray core resonances in the multi-color FWM 

process is in our plans, similar to what already done for EUV TG.15 This first successful step provided indications 

for improving the experiment in many aspects, in particular concerning the spectral analysis of the FWM signal 

beam and the control on other relevant experimental variables, as for instance the time delay between the FEL pulses. 

In a wider perspective, this may pave the way to a systematic exploitation of multi-color FEL pulses for implementing the 

FWM approach in the EUV and X-ray regime, an objective that has already led to relevant efforts on theoretical 

grounds5-7 and is remarkably stimulating the development of FEL technology.37-41 

REFERENCES 

[1] Boyd, W. R., Nonlinear optics, Academic Press (2008).

[2] Foster, M. A., Turner, A. C., Sharping, J. E., Schmidt, B. S., Lipson, M. and Gaeta, A. L., “Broad-band optical

parametric gain on a silicon photonic chip”, Nature 441, 960-963 (2006).

[3] Chen, P.-Y. and Al, A., “Subwavelength imaging using phase-conjugating nonlinear nanoantenna arrays”, Nano

Letters 11, 5514-5518 (2011).

[4] Boyer, V., Marino, A. M., Pooser, R. C. and Lett, P. D., “Entangled images from four-wave mixing”, Science

321, 544-547 (2008).

Proc. of SPIE Vol. 11886  118860E-6
Downloaded From: https://www.spiedigitallibrary.org/conference-proceedings-of-spie on 25 Aug 2021
Terms of Use: https://www.spiedigitallibrary.org/terms-of-use



[5] Tanaka, S. and Mukamel, S., “Coherent X-Ray Raman Spectroscopy: A Nonlinear Local Probe for Electronic

Excitations”, Physical Review Letters 89, 043001 (2002).

[6] Kowalewski, M., Fingerhut, B. P., Dorfman, K. E., Bennett, K. and Mukamel, S., “Simulating Coherent

Multidimensional Spectroscopy of Nonadiabatic Molecular Processes: From the Infrared to the X-ray Regime”,

Chemical Review 117, 12165-12226 (2017).

[7] Kowalewski, M., Bennett, K., Dorfman, K. E. and Mukamel, S., “Catching Conical Intersections in the Act:

Monitoring Transient Electronic Coherences by Attosecond Stimulated X-Ray Raman Signals”, Physical

Review Letters 115, 193003 (2015).

[8] Seddon, E. A., Clarke, J. A., Dunning, D. J., Masciovecchio, C., Milne, C. J., Parmigiani, F., Rugg, D., Spence,

J. C. H., Thompson, N. R., Ueda, K., Vinko, S. M., Wark, J. S. and Wurth, W., “Short-wavelength free-electron

laser sources and science: a review”, Reports on Progress in Physics 80, 115901 (2017).

[9] Glover, T. E. et al., “X-ray and optical wave mixing”, Nature 488, 603-608 (2012).

[10] Shwartz, S. et al., “X-Ray Second Harmonic Generation”, Physical Review Letters 112, 163901 (2014).

[11] Tamasaku, K. et al. “X-ray two-photon absorption competing against single and sequential multiphoton

processes”, Nature Physics 9, 313-316 (2014).

[12] Lam, R. K. et al., “Soft X-Ray Second Harmonic Generation as an Interfacial Probe”, Physical Review Letters

120, 023901 (2018).

[13] Bencivenga, F. et al., “Four-wave-mixing experiments with seeded free electron lasers”, Faraday Discussions.

194, 283-303 (2016).

[14] Bencivenga, F. et al., “Four wave mixing experiments with extreme ultraviolet transient gratings”, Nature 520,

205 (2015).

[15] Bohinc, R., et al., “Nonlinear XUV-optical transient grating spectroscopy at the Si L2,3-edge”, Applied Physics

Letters, 114, 181101 (2019).

[16] Naumenko, D., et al., “Thermoelasticity of Nanoscale Silicon Carbide Membranes Excited by Extreme

Ultraviolet Transient Gratings: Implications for Mechanical and Thermal Management”, ACS Applied Nano

Materials 2, 5132-5139 (2019).

[17] Maznev, A. A., et al., “Generation of coherent phonons by coherent extreme ultraviolet radiation in a transient

grating experiment”, Applied Physics Letters 113, 221905 (2018).

[18] Foglia, L., et al. “Exploring the multiparameter nature of EUV-visible wave mixing at the FERMI FEL”,

Structural Dynamics 6, 40901 (2019).

[19] Foglia, L., et al., “First Evidence of Purely Extreme-Ultraviolet Four-Wave Mixing”, Physical Review Letters

120, 263901 (2018).

[20] Bencivenga, F. et al., “Nanoscale transient gratings excited and probed by extreme ultraviolet femtosecond

pulses”, Science Advances 5, eaaw5805 (2019).

[21] Begley, R. F., Harveyt, A. B. and Byer, R. L., “Coherent anti-Stokes Raman spectroscopy”, Applied Physics

Letters 25, 387-390 (1974).

[22] Karavitis, M., Zadoyan, R., and Ara Apkarian, V., “Time resolved coherent anti-Stokes Raman scattering of I2

isolated in matrix argon: Vibrational dynamics on the ground electronic state”, Journal of Chemical Physics

114, 4131 (2001).

[23] Walser, A. M., Meisinger, M., Radi, P. P., Gerber, T. and Knopp, G., “Resonant UV- fs-TCFWM spectroscopy

on formaldehyde”, Physical Chemistry Chemical Physics 11, 8456 – 8466 (2009).

[24] Bencivenga, F. et al., “Multi-colour pulses from seeded free-electron-lasers: towards the development of non-

linear core-level coherent spectroscopies”, Faraday Discussions 171, 487-503 (2014).

[25] Bencivenga, F. et al., “FEL-based transient grating spectroscopy”, Proceedings of SPIE 9512, 951212 (2015).

[26] Capotondi, F., Foglia, L., Kiskinova, M., Masciovecchio, C., Mincigrucci, R., Naumenko, D., Pedersoli, E.,

Simoncig, A. and Bencivenga, F., “Characterization of ultrafast free electron laser pulses using extreme

ultraviolet transient gratings”, Journal of Synchrotron Radiation 25, 32-38 (2018).

[27] Mincigrucci, R., et al., “Advances in instrumentation for FEL-based four-wave-mixing experiments”, NIMA

907, 132-148 (2018).

[28] Allaria, E. et al., “Two-colour pump-probe experiments with a twin pulse-seed extreme ultraviolet free-electron

laser”, Nature Communications 4, 2476 (2013).

[29] Allaria, E. et al., “Highly coherent and stable pulses from the FERMI seeded free-electron laser in the extreme

ultraviolet”, Nature Photonics 6, 699-704 (2012).

Proc. of SPIE Vol. 11886  118860E-7
Downloaded From: https://www.spiedigitallibrary.org/conference-proceedings-of-spie on 25 Aug 2021
Terms of Use: https://www.spiedigitallibrary.org/terms-of-use



[30]  Capotondi, F., Pedersoli, E., Bencivenga, F., Manfredda, M., Mahne, N., Raimondi, L., Svetina, C., Zangrando, 
M., Demidovich, A., Nikolov, I., Danailov, M. B., Masciovecchio, C. and Kiskinova, M., “Multipurpose end-

station for coherent diffraction imaging and scattering at FERMI@Elettra free-electron laser facility”, Journal 
of Synchrotron Radiation 22, 544-552, (2015).

[31]  Penco, G., Perosa, G., Allaria, E., Di Mitri, S., Ferrari, E., Giannessi, L., Spampinati, S., Spezzani, C. and 
Veronese, “M., Enhanced seeded free electron laser performance with a “cold” electron beam”, Phys. Rev. 
Accel. Beams 23, 120704 (2020).

[32]  Danailov, M. B. et al., “Towards jitter-free pump-probe measurements at seeded free electron laser facilities”, 
Optical Express 22, 12869-12879 (2014).

[33]  Cinquegrana, P. et al., “Optical beam transport to a remote location for low jitter pump-probe experiments with 
a free electron laser”, Phys. Rev. ST Accel. Beams 17, 040702 (2014).

[34] Zangrando, M., Cocco, D., Fava, C., Gerusina, S., Gobessi, R., Mahne, N., Mazzucco, E., Raimondi, L., Rumiz,

L. and Svetina C., “Recent results of PADReS, the Photon Analysis Delivery and REduction System, from the 
FERMI FEL commissioning and user operations”, Journal of Synchrotron Radiation 22, 565-570 (2015).

[35]  Svetina, C., Cocco, D., Mahne, N., Raimondi, L., Ferrari, E. and Zangrando, M., “PRESTO, the on-line photon 
energy spectrometer at FERMI: design, features and commissioning results”, Journal of Synchrotron Radiation 
23, 35-42 (2016).

[36]  W. K. Peters et al., “All-optical single shot complete electric field measurement of extreme ultraviolet free 
electron laser pulses”, submitted.

[37]  Marcus, G., Penn, G. and Zholents, A. A., “Free-Electron Laser Design for Four-Wave Mixing Experiments 
with Soft-X-Ray Pulses”, Physical Review Letters 113, 024801 (2014).

[38]  Lutman, A. A., Coffee, R., Ding, Y., Huang, Z., Krzywinski, J., Maxwell, T., Messerschmidt, M. and Nuhn, H.-

D., “Experimental Demonstration of Femtosecond Two-Color X-Ray Free-Electron Lasers”, Physical Review 
Letters 110, 134801 (2013).

[39] Lutman, A. A. et al., “Fresh-slice multicolour X-ray free-electron lasers”, Nature Photonics 10, 745–750 (2016).

[40]  Ferrari, E. et al., “Widely tunable two-colour seeded free-electron laser source for resonant-pump resonant-

probe magnetic scattering”, Nature Communications 7, 10343 (2016).

[41]  De Ninno, G., Mahieu, B., Allaria, E., Giannessi, L. and Spampinati, S., “Chirped seeded free-electron lasers: 
self-standing light sources for two-color pump-probe experiments”, Physical Review Letters 110, 064801 
(2013)

[42] D. Bleiner, The Science and Technology of X-ray Lasers: A 2020 Update Proc. SPIE 11886, 1188602 (2021)

Proc. of SPIE Vol. 11886  118860E-8
Downloaded From: https://www.spiedigitallibrary.org/conference-proceedings-of-spie on 25 Aug 2021
Terms of Use: https://www.spiedigitallibrary.org/terms-of-use



Four-wave mixing with multi-color laser in extreme 
ultraviolet region  

Thong Huy Chau*1, Khuong Ba Dinh2, Khoa Anh Tran1, Peter Hannaford1, and  
Lap Van Dao1 

1Optical Sciences Centre, Swinburne University of Technology, Melbourne 3122, Australia. 
2Advanced Institute of Science and Technology, The University of Danang, Danang, Vietnam 

*thongchau@swin.edu.au; phone +61392145685

ABSTRACT 

Studies of the generation and propagation of light fields in the extreme ultraviolet (XUV) can provide insights into the 
fundamental interaction of atoms in highly excited levels and ionized atoms. In this paper, we present experimental results 
of nonlinear four-wave mixing (FWM) processes using a combination of XUV radiation and optical pulses in argon gas. 
The XUV pulses are produced by phase-matched high-order harmonic generation (HHG). Optimized phase-matching of 
collinear multiple-cycle laser pulses with incommensurate frequencies (800 nm, 1400 nm, and 560 nm) is used to indicate 
the different pathways of the third-order and fifth-order nonlinear responses in the mixing process in a single gas cell 
configuration. A perturbative nonlinear optics approach can be used to explain our cascaded wave-mixing patterns. Our 
results reveal that the time-dependent spectral features of the mixing fields are associated with auto-ionization processes. 
Overall, the intensity and frequency modulation of the wave-mixing fields provides a new technique to investigate the 
dynamical evolution of electron wave-packets in atomic and molecular gases.  

Keywords: Extreme ultraviolet, four-wave mixing, cascaded perturbative nonlinear optics, electron wave-packets, argon, 
dynamics. 

1. INTRODUCTION
With the availability of XUV light sources for spectroscopic techniques, the ability to be able to tune and select regions of 
interest in XUV bands is especially significant. A variety of methods such as multilayer mirror1, time-delay compensated 
monochromator2, or opto-optical modulation3 have been used but these cause losses in a large fraction of the XUV. Four-
wave mixing (FWM) spectroscopy in the XUV region stands out from other contemporary techniques not only because it 
allows tuning of the XUV radiation but also because it is extremely useful for studying time-resolved dynamics of atomic 
and molecular systems. Together with other methods, including ultrafast photoelectron spectroscopy4, XUV femtosecond 
and attosecond transient absorption spectroscopy5 and reaction- microscope methods6, XUV-FWM spectroscopy can 
provide information on the dynamics of background-free electron wave-packets which can be beneficial for the analysis 
of quantum beat interference patterns arising from different quantum pathways7, 8. 

To create a source for XUV-FWM spectroscopy, gas-phase high-harmonic generation (HHG) can be used to provide an 
attosecond pulse train light source in our experiments. Recently, other studies have investigated different media for both 
solid-state and liquid-state HHG. However, the high cut-off energy reaches a limit due to the restriction of the damage 
threshold. The maximum harmonic energy that can be achieved is currently around 40 eV9 and 20 eV10 for solid-state 
HHG and liquid-state HHG, respectively. Another method that has recently achieved hundred-gigawatt-scale of attosecond 
X-ray pulses is the free-electron laser using the Linac Coherent Light Source11. However, this method requires a massive-
scale laboratory, whereas HHG is a compact system which can be conducted in a small-size laboratory.

In our table-top system, we optimize the macroscopic phase-matching for HHG and the phase-matched cascaded XUV-
FWM in a single gas cell experimental configuration. An attosecond pulse train consisting of an odd-harmonic spectral 
comb is generated, which repeats at twice the optical cycle of the fundamental driving field (800 nm). To overcome the 
problem of a fixed up-conversion and the low efficiency of HHG on the order of (λ-6)12 we introduce an additional collinear 
control beam to initialize the cascaded wave-mixing process. In this way, we can enrich the XUV spectrum and tune the 
wavelength to increase the flexibility of the original HHG spectrum.  
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The combination of an attosecond pulse train and cascaded wave-mixing in the XUV region provides a novel tool to access 
the electron dynamics of the interaction of atoms and molecules with intense laser fields13. Moreover, all of the interactions 
occurring in our single gas cell chamber allows us to simplify the experimental setup while still being able to probe the 
time-evolution of the spectral shape of the electron wave-packet in the XUV cascaded wave-mixing process. 

In our experiment, we optimize the sequence of the multi-color, multi-cycle laser field (wavelengths 1400 nm, 800 nm, 
560 nm) with the XUV beam to induce a nonlinear parametric conversion process in an atomic gas of argon. A coherent 
XUV mixing field is accumulated in our experiment as a result of the FWM process, in which the third and fifth-order of 
the perturbative nonlinear response is taken into account14-16. We demonstrate the utility of the multi-color FWM technique 
to generate a narrow-bandwidth XUV light source. This cannot be accessed by simple HHG generation and its coherence 
is better than single-color FWM. Also, the time-evolution and information about the dynamics of the interaction process 
can be obtained by providing a time-delay between the laser pulses in the FWM setup.  

2. EXPERIMENTAL SETUP

Figure 1: Experimental setup 

For the pump-probe spectroscopy configuration, we split an optimized 800 nm, 6 mJ, 30 fs multi-cycle laser beam into 
two parts with a beam splitter (BS), hereafter called the driving beam (4 mJ - path I) and the control beam (2 mJ - path II). 
The driving beam of 30 fs duration is passed through a half-wave plate to adjust the polarization of the beam without 
significant influence on the pulse peak intensity. The delay station in the driving beam path provides translation steps of 
0.2 fs relative to the control beam. The iris (I4) is used to optimize the beam intensity on the order of 1014	W/cm2 which 
is optimal to create HHG in our experiment. The control beam is directed through the optical parametric amplifier (OPA) 
to create perpendicularly polarized signal (1400 nm) and idler (1865 nm) beams, with 40 fs duration. Along the beam, a 
Beta Barium Borate (BBO) nonlinear crystal, type II, provides an additional color (560 nm) which is the sum frequency 
of 800 nm and 1865 nm. The intensity of the control beam is maintained around 1013	W/cm2 to ensure it does not create 
any other HHG spectrum and only plays the role of a perturbation field in our experiment. 

The multi-color wave-mixing experiment is performed by varying the frequency of the control beam using a pair of filter 
wheels (FS) to filter out any unwanted frequencies. The driving beam and control beam are subsequently combined into 
the gas cell (GC) by a dichroic mirror (DM). The laser shutter (LS) located in front of the gas cell is used to control the 
exposure time for our time-integrated signal intensity measurement. The fine adjustment for the phase-matching condition 
is made using the pair of telescope lenses L1, L2; the focusing lens L3, the irises I1, I2, I3; and the delay station S2. In 
which, the pair of lenses L1, L2 can be used to collimate the control beam and to adjust the focal point for the best 
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overlapping with the focal point of the driving beam. The pair of irises I1, I2 is used to control the intensity and transverse 
mode in the control beam and align it for the collinear propagation with the driving beam. 

The heart of our experiment is the gas cell which has a chosen length relative to the focal length of the lens L3. In this 
experiment, the gas cell is 150 mm long compared to the focal length of 300 mm. The interaction length of the laser in the 
nonlinear medium is roughly 15 mm, which is much shorter than the length of the gas cell. In order to work with the XUV 
spectrum generated by the HHG process, a vacuum on the order of 10-3 to 10-5 Torr is maintained. A pressure differential 
between the gas chamber and the vacuum chamber is maintained by introducing two pin-holes which also play a crucial 
role in alignment of the emission beams. The pin-hole pair then guides the generated spectrum through to the grating and 
is detected by a charge-coupled device (CCD) camera for spectral analysis. 

3. RESULTS AND DISCUSSION
3.1 Generation and phase-matched HHG and FWM 

Figure 2: HHG spectrum with 49 Torr of argon. The intensity is normalized to the maximum in each spectrum. (a) HHG 
spectrum for far negative delay -200 fs, (b) FWM spectrum for phase-matched zero delay 0 fs for cases with/without the 
presence of 560 nm corresponding to the color spectrum (green/red).  

For a far negative delay (-200 fs), the driving beam arrives before the control beam, and we obtain only the HHG spectrum 
driven by the 800 nm beam. Figure 2(a) shows the odd-harmonic spectrum which exhibits a spectral comb structure 
optimized around the phase-matching condition for harmonic H21 (32.55 eV). The full spectral linewidth of each harmonic 
is optimized around 500 meV.  

The physics underlying the signature spectrum of HHG has been successfully explained using the semi-classical three-step 
model17, the semi-analytical quantum mechanics model18 and the fully quantum theory of extreme nonlinear optics19. In 
order to obtain an odd-harmonic spectrum, all the emitted photons have to add constructively together at the moment the 
electrons recollide back to the parent ion. Calling the fundamental driving laser frequency ω800, the phase-matching for 
the qth harmonic (ωq=qω800) must satisfy the wave-vector mismatch between the driving field and the harmonic field: 
Δkq=qk(ω800)-k&ωq'=∆kneutral+∆kplasma+∆kgeom+∆kdipole ≈ 0. 

The dispersion factor ∆kneutral arises from the neutral gas density, while ∆kplasma is due to the free electron cloud from the 
ionic gas which is unavoidable during the HHG process. To control these two factors, we optimize the effective focus 
intensity of the driving field to around 2x1014	W/cm2 to maintain a low ionization rate around a critical value of 3%20, 21. 
In this way, we can maintain a balanced contribution of positive and negative dispersion of the neutral gas and free-electron 
cloud within the interaction length. Moreover, the effect of free charges on the propagation of the driving field and the 
XUV field is negligible at this moderate ionization rate22. 

In addition, the optimal aperture size of iris I4 can be finely adjusted to around 2 to 3 mm, which corresponds to a variable 
Rayleigh length of approximately 10 to 20 mm when used with a lens L3 of focal length 30 cm. Thus, the Rayleigh length 
is much longer than the effective interaction length (2 mm to 5 mm), so that the contribution of the intensity-dependent 
harmonic dipole phase shift ∆kdipole and the geometric-configuration Gouy phase shift ∆kgeom can be neglected22, 23. The 
effective interaction length (2 mm to 5 mm), i.e., the displacement of focusing point toward the exit pinhole inside the gas 
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cell, for phase-matched HHG has been demonstrated in our previous  studies24 by the observation of the HHG intensity 
varying quadratically with gas pressure and interaction length. 

For a phase-matched zero delay (0 fs), the control field overlaps with the driving field, and additional frequencies showing 
four-wave mixing peaks are generated on both sides of each harmonic as shown in Figure 2(b). The enrichment of the 
spectrum signal can be understood as a perturbative cascaded wave-mixing process16. In our experiment, we name as 
follows: wave-vectors k800	and	kXUV for the 800 nm beam and the qth harmonic, respectively, kCtrl for the control field for 
which we can change frequency, and kMIX for a new frequency generated by the wave-mixing process. Since the coherence 
property of the driving field is transferred to the XUV pulse while the contribution of the neutral and plasma dispersion is 
small for the XUV pulse22, the phase-matching condition for the generation of the wave-mixing field within the coherence 
length of the qth harmonic is ∆k	=	kMIX	-	(kXUV	±	(k800	-	kCtrl)	≈	0. The frequency of the mixing field is determined by the 
law of parity, momentum, and energy conservation in the perturbative wave-mixing regime 15, 25-28. 

ω*+, ≈ ω-./ ±m(ω011 −ω2345) ≈ qω011 ±m∆ω. (1) 

As a result, the sum and difference frequency mixing frequencies on both sides of the qth harmonic in the XUV region are 
generated in our experiment.  The factor m = 1, 2 corresponds to the third and fifth-order nonlinear wave-mixing process, 
which is displayed as two peaks on each side of the main XUV harmonic. The difference energy of 0.67 eV corresponds 
to the difference frequency ∆ω	=	ω800	-	ωCtrl. 

From our previous studies the effective interaction length for the FWM process is identified as about 2 mm before the exit 
pinhole inside the gas cell28. Within this effective interaction length, the mixing field intensity scales quadratically with 
gas pressure and interaction length. Plus, the phase effect acting on all component fields is negligible since the ionization 
rate of the argon gas is kept well below 3% in our dispersive interactive medium22. 

3.2 Studies of multi-color FWM in XUV region 

In this experiment we focus on the influence of the multi-color fields on the modulation of the spectrum without considering 
complicated energy transitions between resonance states on the background of the continuum of states. Accordingly, we 
focus on the perturbation nonlinear wave-mixing process with two different FWM processes with and without the presence 
of the additional field 560 nm around harmonic H21. 

Figure 3: Intensity of XUV radiation versus time-delay at harmonic H21 and its sum and difference frequency, (a) FWM of 
three input beams of H21, 800 nm and 1400 nm, (b) FWM of four input beams of H21, 800 nm, 1400 nm and 560 nm, (c) 
variation of main harmonic spectrum at H19, H21, H23 for far-negative and positive delay.  
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To ensure the reliability of the data, we monitor the spectrum variation based on the standard odd-harmonic spectrum of 
HHG. Figure 3(c) shows the sharp feature of HHG peaks which is maintained in our experiment for a far-negative and 
positive delay. This demonstrates the stability of the driving laser and the HHG generation process before and after the 
perturbation of the control field. 

At zero delay, we have a maximum population depletion of the main harmonic (H21). Figure 3(a) shows the single-color 
FWM process around harmonic H21 (H21, 800 nm, and 1400 nm), in which we have the energy of the sum frequency 
Esum = EH21 + (E800 - E1400) = 33.22 eV and the difference frequency Ediff = EH21	- (E800 - E1400) = 31.88 eV. The phase-
matched window for this case falls within the range of 100 fs. Figure 3(b) shows the two-color FWM process around 
harmonic H21 (H21, 800 nm, 1400 nm, and 560 nm). We observe similar peaks for the sum and difference frequencies 
but with a different intensity modulation along the time-delay axis. With the additional field 560 nm, the FWM process 
occurs with a smaller phase-matched window but with higher efficiency for the population transfer from H21 to first-order 
mixing frequencies. 

To understand the population oscillation among different radiation states within this cascaded wave-mixing process, we 
interpret the phenomena as follows. Within our single gas cell interaction chamber, the effective interaction length of the 
HHG process is about 2-5 mm while the generation of the FWM is about 2 mm before the exit pinhole28. Therefore, the 
cascaded wave-mixing process can be analyzed in two processes. First, the intense driving field of k800 initiates the HHG 
process in the argon gas medium. The result is a coherent constructive interference of the emitted XUV radiation which 
exhibits high temporal and spatial coherence, inherited from k800. Therefore, the synthesized phase-locked XUV pulse and 
the 800 nm pulse create a dipole moment and give rise a macroscopic polarization, i.e., addressing the electron wave-
packet in a highly excited state. Consequently, if there is no additional effect taking place in this process, the induced 
electric field of the highly excited atomic gas will cancel the initial field and cause an absorption process. This process will 
exhibit a characteristic dephasing time which can be recorded by attosecond transient absorption spectroscopy29. Second, 
along the propagation length of kXUV and k800, we introduce a perturbation of the control field kCtrl with moderate intensity 
and parallel polarization to alter the dynamics of the prepared electron wave-packet. For the phase-matching condition, all 
component fields combine to induce a third-order and fifth-order nonlinear response in the interactive medium. The new 
generated mixing frequencies enrich our spectrum in the XUV region and this observation indicates the correlation physics 
with perturbation nonlinear optics theory15, 16.  

When we introduce a time-delay in the control beam, this will result in a time-varying cascaded wave-mixing process 
which creates a population oscillation among different radiation states at different time-delays as illustrated in Figure 3 
and Figure 4. The dynamical process in this nonlinear interaction regime can be extracted to find the correlation of the 
time-delay dependence between the intrinsic oscillating dipole moment of the medium and the external manipulating 
electric field. We note that in our recent studies a frequency shift of the FWM field was identified when we analyzed the 
coupling state of the free electron wave-packet, in which we have a superposition of the continuum and a discrete real 
excited state of atomic krypton around harmonic H17 (26.3 eV)30 and atomic argon around harmonic H19 (29.3 eV)31. 

In the present experiment, we focus our analysis on the spectrum around harmonic H21 which lies outside the resonance 
frequency of argon. From this, we consider the influence of the multi-color fields on the modulation of the XUV spectrum 
without concern about the resonance of single electron excitation states participating in the dynamics of our system. The 
energy diagram as illustrated in Figure 4(c) explains the reason for the maximum population transfer in the case of two-
color FWM. 
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Figure 4: Cascaded FWM spectrum versus time-delay around harmonic H21 (32.55 eV). The sum and difference frequencies 
appear on the right and left side of H21 corresponding to energies of 33.22 eV and 32.88 eV. (a) FWM without the presence 
of 560 nm, (b) FWM with the presence of 560 nm, (c) energy diagram for FWM process around H21. 

The figure illustrates two FWM processes. Interestingly, when we combine the two-color fields of k1400 and k560 in the 
FWM process, the sum-frequency generation process in the case of FWM with 1400 nm ends up at the same energy level 
as with the difference-frequency generation of FWM with 560 nm. Similarly, the difference-frequency generation of the 
FWM with 1400 nm ends up at the same energy level as the sum-frequency generation of the FWM with 560 nm.  

The above result demonstrates the very high efficiency of the sum and difference frequency generation processes. The 
contour Figure 4(b) illustrates the wave-mixing process and shows a clear depletion of the main harmonic H21 at 0 fs in 
the case of two-color FWM. This phenomenon is in contrast with the single-color FWM result in Figure 4(a) where we 
observe an unstable intensity oscillation and a sideband oscillation on the sum-frequency side. This result demonstrates 
the power of the multi-color field FWM process which not only amplifies the new frequency generation process but also 
produces a higher flux of coherent electron wave-packets. Such a result will be significant for time-resolved studies of 
electron wave-packet dynamics in highly excited states and in the above-threshold ionization regime. Additionally, the 
generated wave-packets are background-free and are produced by a perturbative nonlinear wave-mixing process which 
does not require a dipole-allowed transition to reach the radiation states. As a result of the influence of H21 on the atomic 
system in this experiment, we acknowledge that the XUV radiation of H21 (32.55 eV) lies above the first ionization 
threshold of argon (15.76 eV) and this could lead to either direct ionization or autoionization to the continuum of high 
Rydberg states in the one-electron excitation system. The higher frequency generation can even exceed the second 
ionization threshold and become involved in even more complex situations with two or more electron excitation processes. 

4. CONCLUSION
In this experiment, we have used a single gas cell of argon to perform cascaded four-wave mixing with a multi-
color laser field (see also Sects. 2-3 [32]). The results demonstrate the efficiency of the process to generate a 
coherent electron wave-packet with sum and difference frequencies when we couple two FWM processes together by 
adding an appropriate color field to the high-order perturbative nonlinear wave-mixing process. In future, the 
coherent background-free wave-packet generated in our experiment could be tuned to various XUV regions to 
study the coupling between dark states and bright states in the 
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configuration interaction of a quantum system to reveal the dynamics of the time-evolution of the electron wave-packet of 
several atomic and molecular systems. 
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ABSTRACT

Solid-state high harmonic generation (SSHHG) is a relatively recent,1–4 non-destructive technique that offers
new insight into the dynamics of strong-field light-matter interaction.1–3,5–8 At the same time, SSHHG holds
promise for being a viable route to engineering innovative, flexible, compact sources with emission in the extreme-
ultraviolet (XUV) spectral range.9,10 The technique has already been shown to yield XUV light,3,11–13 albeit
with low conversion efficiencies, as compared to the more traditional gas-based high harmonic generation (HHG)
sources.3,11 In this work we demonstrate that a non-collinear, multicolor SSHHG arrangement leads to spectra
in the XUV with a high degree of tunability, and a considerable enhancement of the output flux. The observed
behaviour can be understood in terms of perturbative optical wave mixing over more than one order of magnitude
of the drive intensity. In addition, a model based on the recently-introduced injection current8 allows accurate
predictions over the entire experimental range.

Keywords: Solid-state high harmonic generation, wave mixing, non-collinear, extreme-ultraviolet light, fem-
tosecond and attosecond pulses, ultrafast spectroscopy, ultrafast optics

1. INTRODUCTION

Wide-spread availability of lab-sized XUV sources based on HHG from gases has sparked significant progress
in nanometer-scale imaging16,17 and ultrafast spectroscopy.14,15 As HHG finds its way into industrial applica-
tions,18,19 the requirement to improve its conversion efficiency to levels that enable robust applications, has led
to deeper understanding of how multi-color drivers increase the brightness of HHG sources.19–23

SSHHG is characterized by the choice of the driving field and generation material, which profoundly influence
the generation mechanism. The leading causes for high-harmonic emission from solids discussed in the literature
are on the one hand nonlinear intraband currents, that are created by strong-field carrier acceleration following
excitation at the Γ-point,1,3 and on the other hand electron-hole recollisions after carrier acceleration away
from the Γ-point.2,5 More recently, it has been shown that the excitation step itself gives rise to a nonlinear
current, referred to as injection current, which results in harmonic emission from silica.8 We note that a quantum
mechanical, few-level dynamics description of SSHHG should contain such injection currents, which may thus
be implicitly contained in previous studies, such as the experimental and theoretical investigations of HHG from
solid rare gases.24–26

The observation of enhanced conversion efficiency of gas HHG for short-wavelength drivers27 suggests a
strategy for enhancing SSHHG. The combination of multi-wavelength drivers and a non-collinear arrangement
employed in the present work is shown to lead to a high degree of spectral tunability, while increasing the overall
flux by more than one order of magnitude. While a quantum-mechanical model simulating a strongly-driven
population exchange between a few levels fully reproduces the experimental observations, the overall behavior
can be intuitively understood within the framework of perturbative optical wave mixing over a wide range of
experimental parameters.
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Figure 1. a) Top view of the experimental setup. BS: beam splitter, HWP half-waveplate, SM: spherical mirror. The
portion of the fundamental not converted into second harmonic is removed by means of dichroic mirrors. b) Schematic
representation of wave mixing in the silica sample. The crossing angle α is determined by the spatial separation of the
two parallel beams onto the spherical mirror, and its focal length. The emission angle β is given by β(n,m) = 2m sinα

n+2m cosα
,

where n and m are the numbers of 800 nm and 400 nm photons involved in the wave mixing process.

2. EXPERIMENT

Figure 1a shows the experimental setup from the top view, and Figure 1b is a schematic representation of wave
mixing in the silica sample. The output of a Ti:sapphire amplifier (Coherent Astrella, 800 nm, 1 kHz) is split
into two arms. In one arm, the second harmonic is generated inside a β-barium borate (BBO) crystal. The
second arm includes a delay line to optimize synchronization of the two pulses onto the sample. Half waveplates
are placed in both arms to ensure parallel relative polarization of the pulses. Focusing is achieved by means of
a spherical mirror with focal length f=500 mm. The crossing angle of 17.5 mrad in focus is implemented by
impinging onto the spherical mirror with the two beams parallel and displaced in height by 9 mm. The beam
sizes are individually adjusted so as to maximize the signal while preventing damaging the sample. This leads to
the area of the focal distribution of the second harmonic to be half the size of the fundamental. The generated
harmonics are spectrally dispersed along the horizontal direction with an aberration-corrected, concave, flat-field
grating (1200 lines/mm) and detected by a double-stack micro-channel plate assembly, backed with a phosphor
screen, which is imaged with a CMOS camera from outside the vacuum chamber.

3. RESULTS AND DISCUSSION

Similarly to high-order wave mixing experiments in gases,28,29 the angle between fundamental (800 nm) and
second harmonic (400 nm) driving pulses (Figure 1b) provides an angular separation of all photon channels and
prevents their overlap and interference, unlike in collinear two-color HHG.30 The non-collinear configuration yields
an emission pattern (Figure 1b) of harmonic wave mixing orders (WMOs) labeled (n,m), which obeys momentum
conservation, and can be described by vectorial addition/subtraction of the wave vectors of n fundamental and
m second-harmonic photons. Only combinations of an odd total number of photons are dipole-allowed due to
the centrosymmetry of amorphous silica.

A typical emission pattern is shown in Figure 2. The propagation angle of the fundamental pulse defines the
optical axis, while the propagation angle of the second harmonic pulse is indicated with a dotted line at 17.5
mrad. Apart from harmonic orders resulting from a combination of odd photons from a single color, all the
remaining HOs are well separated in the far field, and every photon combination is uniquely mapped onto its
propagation angle, since the overall spectrum contains less than one octave.

In order to assess the suitability of the system as an XUV source, we performed a series of experiments aimed
at characterizing the behavior of the yield as a function of driving intensities, shown in in Figure 3. Figure 3a
and Fig. 3b display the emission intensity of harmonic orders as a function of the 400 nm and 800 nm intensity,
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Figure 2. Typical far-field spectrum. Harmonic orders are labeled according to the notation introduced in the text. HO:
harmonic order

respectively, while keeping the intensity of the other pulse constant. Figure 3c shows a scaling where the intensity
of both pulses was scaled simultaneously, so as to keep their ratio constant. The open circles are experimental
points, and the dashed lines represent power-laws consistent with a perturbative process with order equal to the
number of photons of the pulse(s) whose intensity is scaled.

In order to verify the measured yields and intensity scalings, we solved the time-dependent Schroedinger
equation for a three-level system. The energy spacing of the levels resembles the band structure of silica at
the band gap (0 eV, 9 eV, and 13 eV for valence and the first two conduction bands, respectively).31 The
time-dependent coefficients associated with the eigenstates of the system give access to the temporal evolution
of the individual populations of the states. The transfer of population between these states gives rise to a
time-dependent, laser-induced current, which resembles an ionization/injection current.31

Figure 3 shows the yield of a number of harmonic orders, as a function of driving intensities. The solid lines
are the output of our simulations, and the open circles are experimental data. The dashed lines are a visual
guide, showing regions wherein the trend can be approximated by a power law with the exponent indicated by
the labels, and consistent with the order of the process.

The comparison between experimental data and simulations presented in Figure 3 shows that a model based
on a three-level system reproduces the data well, especially at high intensities, where the yield is well above the
detection threshold. All curves show a slow initial rise, followed by a regime wherein the behaviour resembles
that of a perturbative process (the curves approach a straight line in log-log scale). As the intensity approaches
the damage threshold (experimentally estimated to be around 30 TW/cm2) emission begins to saturate. This is
not captured in our simulations as high intensity processes require the contribution from multiple higher bands
and continuum states.

Overall, the theoretical predictions follow the experimental trends over more than one order of magnitude
of the driving intensity. As it can be seen from Figure 3c, the intensity behavior of WMOs that arise from the
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Figure 3. Intensity-dependent yield of various harmonic orders, sorted by photon energy. a) Only the intensity of the
400 nm pulse is scaled (the ratio I400/I800 varies between 0.01:1 to 0.4:1 from left to right on the horizontal intensity
axis, I800=11.0 TW/cm2. b) Only the intensity of the 800 nm pulse is scaled (the ratio I800/I400 varies between 0.06:1 to
1.4:1 from left to right on the horizontal intensity axis, I400=5.5 TW/cm2). c) The total intensity of two colors is scaled
(the ratio I400/I800 is 4.3:1). The color coding is consistent across the panels. The error bars in the determination of the
intensity were calculated to be 30%.
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combination of five photons resembles strikingly that of a perturbative wave mixing process. If we turn now to
the partial intensity scalings shown in panels a and b, it is clear that orders containing fewer photons of the color
that is being scaled, are those that match the theoretical predictions best.

While a rigorous quantum-mechanical model can capture more experimental features, a consistent, perturbative-
like behavior offers an intuitive experimental knob to adjust the emission patterns, thus offering tunability. Fig-
ures 4a and 4b show an example of such tunability. The two panels are far-field spectra obtained under nearly
opposite illumination conditions. The former is recorded when 400 nm contributes to about 80% of the total
intensity, and the center of mass of the emission is close to the optical axis defined by the propagation direction
of the 400 nm pulses. The latter is instead recorded when the 800 nm pulses contribute about 70% of the total
intensity. Hence, the center of mass of the distribution is closer to the optical axis defined by the propagation
direction of the 800-nm pulses.

The good agreement between experiments and a qualitative perturbative behavior has important implications
for XUV sources based on solid HHG. WMOs that are composed of a lower number of photons than the harmonics
generated by the fundamental alone can be made much more efficient than one-color solid HHG.

To quantify the enhancement in the yield of specific harmonic orders, it is useful to compare yields across
scans. We consider harmonics (7,0), (9,0), and (11,0) recorded while increasing the intensity of the 400 nm.
Their yield does not increase with increasing intensity, since no 400 nm photons are involved in their generation.
The yield of harmonic orders (3,2), (5,2), and (7,2) is then extracted from a scan wherein the intensity of the
800 nm is scaled. At a certain point during the scan, the total driving intensity of the two scans is matched.
By calculating the ratio between the yield at this experimental point, it is possible to extract an enhancement
factor. Figure 5 shows this analysis: the enhancement is larger than two orders of magnitude for H7 and H9,
and larger than one order of magnitude at H11.

The non-collinear wave mixing technique enables the selective enhancement of individual or a selection of
WMOs. At the same time the natural angular separation of WMOs renders spectral filtering by means of metallic
foils unnecessary, which ultimately increases the available flux in the experiments.

These advantages allow for a bright and flexible source, which can be tuned to generate a single harmonic
order, or a few orders. Even more control over the radiation can be exerted when generating XUV in crystalline
quartz (Figure 6a), where the broken inversion symmetry enables emission pathways with an even total number
of photons resulting in a much denser emission pattern. In Figure 6a, WMOs corresponding to an even number
of photons are consistently weaker than those corresponding to an odd number. In addition, each energy is
dominated by a single WMO, while all energies are still equally present in the emission but separated in emission
angle.

When this generation scheme is applied, a number of different emission channels can be individually selected.
By implementing angular separation in an optical setup, able to deliver single-color, femtosecond pulses (or
shorter) for, e.g. pump-probe experiments in a spectral range that would otherwise be challenging to cover and
isolate with traditional gas-HHG sources.

Figure 4. Far-field patterns, resolved in photon energy. a,b) Experimental spectra recorded at the highest intensity point
of the plots in Figure 3a and 3b.
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Figure 5. Comparison between the yield of an WMO and a single-color harmonic order, at the same photon energy and
for different energies. The ratio between the red and the blue curves at the intensity point where the blue curves start is
defined as the enhancement factor discussed in the text. a) Harmonics (7,0) and (3,2): 10.5 eV. b) Harmonics (9,0) and
(5,2): 13.5 eV. c) Harmonics (11,0) and (7,2): 16.5 eV.

Another prospect shown in Figure 6b: by carefully adjusting the intensities of both beams, conditions can be
found where a single WMO ((3,2) at an energy of harmonic order 7 (10.5 eV) dominates the emission pattern
and is up to two orders of magnitude brighter than the other orders.

Figure 6. Far-field patterns, resolved in photon energy. c) Experimental far-field emission pattern generated in a crystalline
quartz sample for I800=11.6 TW/cm2 and I400=16.4 TW/cm2. WMOs resulting from odd combinations of photons are
consistently stronger than those arising from an even number of photons. d) Spectrum for I800=12.8 TW/cm2 and
I400=2.5 TW/cm2.

Proc. of SPIE Vol. 11886  118860G-6
Downloaded From: https://www.spiedigitallibrary.org/conference-proceedings-of-spie on 25 Aug 2021
Terms of Use: https://www.spiedigitallibrary.org/terms-of-use



4. CONCLUSIONS

We have shown that solid-state HHG in silica, driven by a femtosecond pulse and its second harmonic, overlapped
in the sample at a small angle, yields rich emission patterns. Every emission channel arises from a unique
combination of photons from the driving pulses, and has a characteristic propagation direction, thus providing
intrinsic spatial separation of different photon energies. The intensity-dependent behaviour of each harmonic
order can be fully captured by a model describing an injection current between three levels. This intensity
scaling can also be approximated to a perturbative process, over a large range of intensities, thus providing an
intuitive framework. The addition of the second harmonic, which lowers the total number of photons involved,
renders wave mixing orders more efficient by at least one order of magnitude. This observation, together with the
flexibility provided by our scheme, l ays the ground for the development of compact and bright XUV sources (see 
also Sect. and Sect. 2 [35]).
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ABSTRACT 

The reflection of a laser pulse by a relativistic-moving mirror is one of fundamental problems encountered in the high-
power laser and plasma interactions. It is well known that a laser pulse reflected by a relativistic-flying mirror 
experiences the intensification of its intensity, frequency up-shift, and shortening of pulse duration. Thus, it is of 
fundamental interest to have a mathematical solution expressing the intensity distribution of a laser pulse reflected by a 
relativistic-flying parabolic mirror. In this paper, we present analytical and mathematical formulae describing the 
electromagnetic field of a laser pulse reflected and focused by the relativistic-flying parabolic mirror. 

Keywords: relativistic-flying mirror, attosecond laser pulse, 4-spherical focusing, cylindrical vector beam 

1. INTRODUCTION

The relativistic-flying mirror (RFM) is one of the well-known plasma optics observed when an intense laser pulse 
propagates through an under-dense plasma medium. A laser pulse reflected by the RFM experiences the enhancement in 
field strength and the up-shift of angular frequency due to the Lorentz -factor of the RFM [1]. Owing to the frequency 
up-shift property of the RFM, the RFM is considered as a highly promising candidate for generating atto-second light 
sources in the x-ray range. The RFM is a high-density electron layer and a part of the plasma cavity formed behind a 
propagating laser pulse. The physical properties of a laser pulse reflected by the RFM can be found in recent publications 
[2-7]. The RFM formed in the plasma cavity can be understood as a relativistic-flying parabolic mirror (RFPM) due to its 
paraboloidal shape. Typically, the focus of the RFPM is short, and the relativistic motion of the RFPM makes the focal 
length even shorter in the boosted frame of reference. As a result of relativistic motion and short focal length, the laser 
field distribution reflected and focused by the RFPM becomes very complicated, and mathematical formulae describing 
the electromagnetic field distribution of a laser pulse focused by a RFPM is of fundamental interest.  

In this paper, we show that the electromagnetic field distribution focused by the RFPM can be analytically calculated for 
a cylindrical vector (radially-polarized and azimuthally-polarized) beam [8,9] through the Lorentz transformation-
Diffraction integral-Lorentz transformation (LDL) approach. In this approach, an incident radially-polarized (or 
azimuthally-polarized) laser pulse in the laboratory frame of reference is first Lorentz-transformed into the boosted 
frame of reference, in which the RFPM is at rest. Since the f-number << 1 in the boosted frame of reference, the focused 
field distribution is calculated by the diffraction integral under the 4-spherical focusing condition [10]. The 4-spherical 
focusing scheme was proposed to maximize the intensity of a laser pulse with a given laser power and it is applied to 
investigate quantum electrodynamic phenomena under ultra-strong laser intensity [10,11]. The focused field distribution 
obtained in the boosted frame of reference is then Lorentz-transformed to the laboratory frame of reference. The field 
enhancement, frequency up-shift, and the pulse duration change of a laser pulse focused by the RFPM are examined 
from the mathematical formulae obtained.  
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2. FORMATION OF ELECTROMAGNETIC FIELD UNDER 4-SPHERICAL
FOCUSING SCHEME 

In this section, we briefly show how to calculate the focused electromagnetic field through the diffraction integral in the 
boosted frame of reference. According to ref. [3], the focal length of the RFPM becomes shortened in the boosted frame 
of reference (expressed as the moving frame in [3]). The shortening of the focal length changes the focusing condition 
for the RFPM to the 4-spherical focusing condition. The 4-spherical focusing scheme can be regarded as an extreme 
case of the tight focusing scheme. And, it is known that a focused intensity of ~1027 W/cm2 is possible by 4-spherically 
focusing a 100 PW laser pulse with a wavelength of 0.2 m [11]. By applying the diffraction integral, the electric field at 
an observation position located near to the focus in the boosted frame of reference can be calculated by, 
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The prime is used to represent coordinates and variables in the boosted frame of reference. Thus, the spherical 
coordinates,  , ,O O O      and the electric field,  ,   S S SE , mean the observation point and the electric field at a source

point  , ,S S S      on a virtual focusing sphere in the boosted frame of reference. dA  is the infinitesimal area of the 

source point. The electric fields for the radially-polarized (transverse magnetic, TM) and the azimuthally-polarized 
(transverse electric, TE) waves are expressed as  
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Here,   k   is the field strength at a wavenumber of k  ( c ). By introducing a proper beam shaper to the 

electromagnetic wave, the electric field on the virtual focusing sphere can be written by 

 , sin .S S S SE E        (3) 

Now, by inserting eq. (3) into eq. (1), the resultant expression for the electric field at the observation point is expressed 
as 
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Here,   is the angle between two vectors to the source and the observation points from the origin, and cos  can be 

explicitly expressed as  cos cos cos sin sinS O S O S O            .

The integration of eq. (4) yields the electric field distribution near the focus in the boosted frame of reference. Then, the 
focused electric field for the TM mode electromagnetic wave is given by, 

   ,
ˆ exp , .O TM p S a O OE iE ik S         


 (5) 

where the spatial distribution function,  ,a O OS    , is defined as 
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The focused electric field distribution for the TE mode electromagnetic wave in the focal region is calculated as, 

   ,
ˆ exp , ,O TE P S b O OE E ik S          


 (7) 

where another spatial distribution function,  ,b O OS    , is defined as 
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      (8) 

Due to the symmetric property of the polarization, the magnetic field of the TM mode electromagnetic field has the same 
field configuration as the electric field of the TE mode electromagnetic field, and vice versa. By using the symmetric 
property, the magnetic fields for TM and TE mode electromagnetic waves are given by 

   ,
ˆ exp , ,O TM P S b O OH H ik S          


 and    ,

ˆ exp , .O TE p S a O OH iH ik S         


 (9) 

The electric and magnetic field distributions for the TM mode electromagnetic wave are shown in Fig. 1(a). The first 
zeros of the field strength appear at ~ 0.6  in both x/y-axis and z-axis. Figure 1(b) shows the line-out data of the electric 
field along the z -direction. Different-colored lines in the figure refer to the field profile calculated by summing up 
different orders of the spherical Bessel function. Summing up the higher order terms of the spherical Bessel function 
shows a better confinement of the field in space. 

Figure 1. (a) Electric and magnetic field distributions of a radially-polarized electromagnetic field focused under the 4-
spherical focusing scheme in the boosted frame of reference. Red color refers to the positive field and blue to the negative 
field. (b) Line-out profiles of the electric field distributions along the z-direction. Different colors refer to the line profile 
obtained by summing up different higher order terms.  

3. ELECTROMAGNETIC FIELD OF LASER PULSE FOCUSED BY A RELATIVISTIC-
FLYING PARABOLIC MIRROR 

In the previous section, we calculated the focused field distribution in the boosted frame of reference for the 
monochromatic wave. A laser pulse is formed by the superposition of monochromatic components in the laser spectrum. 

An incident laser pulse with a Gaussian distribution,      2 2
0G e       , (of which a center frequency and a 

bandwidth are given by 0 and  , respectively) in the  -space is assumed, and it is calculated in a laboratory frame 

of reference through the Fourier transformation as, 
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Here,  0 ,E x y  can be understood as the Laguerre-Gaussian function [    1 2 2
0 0 0~ exp 2E LG     ] since the 

beam profile for the cylindrical vector beam (radially-polarized or azimuthally-polarized beam) follows the Laguerre-

Gaussian function. The peak field strength, pE , in time is  0 ,E x y   and the pulse duration, t , 2  .

Since the incident laser pulse propagates along the -z-axis ( ˆ ˆk kz c z   


) and the RFPM moves at a speed of v 

along the +z-axis, the Lorentz transformations between the laboratory frame (unprimed coordinates) of reference to the 
boosted frame (primed coordinates) of reference are given by 

 ct ct z    , x x , y y , and   ,z z ct     (for coordinates) (11-1) 

0, 0, 0E E c B  
     

  
 and 0, 0, .E E  

 
(for fields) (11-2) 

Here,   and   are defined as v c  and 21 1  , respectively. The subscripts,  and  , mean the perpendicular and

parallel polarization components of the field to the mirror moving direction. Then, the electric field in the boosted frame 
of reference is expressed as  

           1 1

0 , .i t z cE t E x y G e d   
    


       (12) 

By introducing a new angular frequency,  , in the boosted frame of reference as    1 1     and performing the

integration in the  -space, we obtain the electric field expression for the incident laser pulse in the boosted frame of 
reference as 

       2 2

0exp exp .pE t E t z c t i t z c                  (13) 

with relationships of    1 1p pE E       and    1 1t t       . In the relativistic limit ( 1  ), it can be

easily found that 0 02   , 2     , 2 p pE E , 2t t    . This is the first Lorentz transformation taken 

when calculating the field distribution of a laser pulse focused by the RFPM. The first Lorentz transformation provides a 
new angular frequency and field strength in the boosted frame of reference for the following calculation. 

After the first Lorentz transformation, the electric field strength is modified as    1 1p pE E      , and the center

frequency and the bandwidth are expressed by    0 1 1     and    1 1      in the boosted frame of

reference. We calculate the diffraction integral with these new parameters. As shown in Sec. 2, the electromagnetic field 
distributions of the 4-spherically focused monochromatic TM mode electromagnetic wave are expressed as, 

       0, , ,
ˆ; , ; exp ,f f a f fE x iE S i t E E                        

  
(14-1) 

       0, ,
ˆ; , ; exp .f f b fH x H S i t H                      

 
 (14-2) 

In this case, the Gaussian distribution function,  G  , in the boosted frame of reference is modified as    2 2
0e        . 

The spatiotemporal distribution of the electromagnetic fields of a laser pulse focused by a RFPM in the laboratory frame 
of reference can be obtained through the second Lorentz transformation from the boosted frame of reference to the 
laboratory frame of reference and a Fourier transformation in the frequency domain. After the Lorentz transformation for 
the field, we have the resultant field expressions in Cartesian coordinates as 
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                   (15-2) 
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              (15-3) 
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                     (15-4) 

           , ,; ; exp ; ; cos cos ,f y f y Sb SaH x t H x i t d c I x t i I x t         



                    (15-5) 

     , ,; ; exp 0.f z f zH x t H x i t d    



           (15-6) 

where  ;SaI x t   and  ;SbI x t   are definite integrals defined as 

       ,; , ; exp ,
2

c f
Sa a

cE
I x t G S i t d

i
      







        

  (16-1) 

       ,; , ; exp .
2

c f
Sb b

cE
I x t G S i t d

i
      







        

   (16-2) 

The subscripts x, y, and z refer to the x-, y-, z-polarization components. In eqs. (15) and (16), the fields are Lorentz-
transformed from the boosted frame of reference to the laboratory frame of reference, but the coordinates have not yet 

been transformed. The spatial distribution functions,  , ;aS       and  , ;bS      , contain spherical Bessel functions, 

and the spherical Bessel function contains the in-coming [  exp i c   ] and the out-going [  exp   i c ] field

components. The Lorentz invariant property of the phase for the in-coming (     t c ) wave is expressed by 

   1 cos sin cos sin sin cos

sin cos sin sin cos

.

t c t k x k y k z

t kx ky kz

t c

             
     
 

                   

   
 

(17) 

Here, the unprimed quantities are coordinates (x, y, and z), angles ( and ), and wavenumber (k) in the laboratory frame 
of reference. The azimuthal angle,  , is not affected by the Lorentz transformation, so    . From eq. (17), we obtain 

the Lorentz transformation properties for the angular frequency and the wavevector of the in-coming wave as, 

 1 cos ,        sin sin ,k k     and  cos cos .k k       (18) 

And the relationship between polar angles in the laboratory and boosted frame of references are given as 

 
sin

sin ,
1 cos


  

 


 and 
cos

cos .
1 cos

 
 

 


 (19) 

The Lorentz invariant property of the phase for the out-going ( t c      ) wave is expressed by 

   1 cos sin cos sin sin cos

sin cos sin sin cos

.

t c t k x k y k z

t kx ky kz

t c

             
     
 

                   

   
 

(20) 

Similarly, we obtain the Lorentz transformation properties for the angular frequency and the wavevector of the out-going 
wave as, 
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 1 cos ,        sin sin ,k k     and  cos cos .k k       (21) 

And, the relationship between polar angles in the laboratory and boosted frame of references are given as 
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sin ,
1 cos
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cos

cos .
1 cos

 
 

 


 (22) 

Now, after dividing  ; cosSaI x t     and  ;SbI x t   into two parts (in-coming and out-going field parts) and 

performing the integration, we finally derive the mathematical expressions for the spatiotemporal distribution of the 
electromagnetic field in the laboratory frame of reference as, 
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(23-5) 

 , , ; 0.f zH t    (23-6) 

Here,   is the intensity of the incident laser pulse and effA  the effective area of the incident laser. The envelope 

functions,  cos ,T R   and  sin ,T R  , are defined as

     2 22 2

cos

1 cos cos
, exp exp ,

2 1 cos 4 1 cos 4

    
   

                                    

R R
T R T T
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 (24-1) 
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 (24-2) 
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The new variables,  ,T t   and  ,R t , used in eqs. (23) and (24) are functions of t  and  , and given by

   
 2 2

cos
,

1 cos

  


  





t c
T t and    2 2

cos
, .

1 cos

ct
R t

  
  





 (25) 

Equation (23) provides information on how the field of the electromagnetic pulse focused by the RFPM is distributed in 
the space and time domain. The nominal pulse duration is determined by the argument of exponential function in the 
envelope function. From eq. (24), the nominal pulse duration reflected and focused by the RFPM is calculated as 

 1 cos
2

1

 






 in the laboratory frame of reference. Since 0 0

1

1

 


 


 and 
1

1

 


  


, the field 

strength for the perpendicular polarization component is proportional to 

3 2

0.51

1



 
  

 as shown in eq. (23) and in the 

relativistic limit it becomes proportional to 4 0.58  . The parallel polarization component becomes relatively weaker than

the perpendicular ones in the relativistic limit. The phase is given by 0 0

R
T

c
    for the in-coming (+) or out-going (-) 

field, and by using eq. (25) we have the phase as 0

1

1 cos
t

c

 
 
     

 in the laboratory frame of reference. Thus, the

angular frequency is enhanced by a factor of    1 1 cos    .

4. CONCLUSION

The relativistic-flying mirror is a promising candidate for generating attosecond intense electromagnetic pulses. The 
analytic formulae describing the three-dimensional electromagnetic field distribution of a laser pulse focused by a 
relativistic-flying parabolic mirror are derived through the Lorentz transformation-Diffraction integral-Lorentz 
transformation (LDL) approach. From the calculation with the radially-polarized electromagnetic pulse, the field strength 
is enhanced by a factor of ~4 in the relativistic limit. In this study, we assume an ideal parabolic mirror with perfect 
reflection. In a realistic situation, the reflection depends on the incident angle to the parabolic surface and the 
polarization (p or s polarization). When considering the radially- or azimuthally-polarized laser pulse, the reflectance 
becomes dependent only on the incident angle to the parabolic surface. Therefore, the modification with a realistic 
reflectance depending on the incident angle will be another interesting topic to be considered. 
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ABSTRACT 

We discuss a method for controlling the spectral and temporal characteristics of x-ray radiation produced by a 
radioactive or synchrotron Mӧssbauer source via its propagation through an optically thick sample of resonant nuclei 
with a modulated transition frequency. Such modulation is achieved via a Doppler frequency shift due to vibration of the 
recoilless absorber. We show that this technique can be used both for effective elimination of the resonant absorption 
(acoustically induced transparency) and temporal shaping of an individual photon, including the production of short 
pulses. A similar technique can be used for formation and amplification of attosecond pulses in the active medium of a 
plasma-based x-ray laser, where the resonant transition frequency of ions is modulated by a sufficiently strong infrared 
field. 

Keywords: X-ray quantum optics, frequency modulation, Mӧssbauer effect, ultrashort pulse formation, induced 
transparency 

1. INTRODUCTION
A new field of research on a border of quantum optics and x-ray optics, called quantum x-ray optics, has emerged 
recently1,2. While quantum optics deals with the interaction of single optical photons with the ensembles of quantum 
emitters (atoms, molecules, rare-earth-ions doped crystals, color centers in diamond, quantum dots, etc.), quantum x-ray 
optics deals accordingly with the interaction of x-ray photons with an ensemble of nuclei. The attractive features of x-ray 
photons with respect to optical photons, based on their higher energy and accordingly lower wavelength, are the ability 
to detect them with much higher efficiency and focus them to a much tighter spot (principally limited by the 
wavelength). 

Coherent control of the resonant interaction of the signal field with the quantum emitters is the basis of quantum optics. 
One of the widely used coherent control techniques in the optical range is based on driving an adjacent transition with a 
sufficiently strong field in the so-called lambda configuration. This results in suppression of the resonant absorption of 
the signal field via Autler-Townes splitting (ATS) or electromagnetically induced transparency (EIT)3,4. 

The direct implementation of this technique for controlling the resonant interaction of x-ray radiation (1-100 keV) with 
nuclei is challenging, since typically no transitions which could be efficiently driven by existing coherent sources (such 
as lasers or high-harmonic generation (HHG) sources) are available in nuclei (although ATS at ~10 keV nuclear 
transitions was observed with the microwave and DC driving5,6 and some analog of EIT in nuclear sandwich structures 
inside x-ray waveguides was also realized7). 
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In this work we briefly review a different technique for coherent control of x-rays–matter interaction, based on 
modulation of the frequency of the resonant transition. In the case of the nuclear transitions, the frequency modulation 
can be produced via the Doppler effect (ω = ω21+(2πR/λ)cos(Ωt+ϕ), where  and 21 are the frequencies of modulated 
and unperturbed nuclear transition, and  is the radiation wavelength) due to vibration of the resonant absorber: 
∆z=Rsin(Ωt+ϕ) (where Ω, R, and ϕ are the frequency, amplitude, and initial phase of the absorber vibration, 
accordingly), induced by the piezoelectric transducer attached to the absorber and driven by harmonically varying 
voltage (see Fig. 1). 

Figure 1. (Color online) Scheme of the emission (left side) from the radioactive Mӧssbauer source (RMS) or synchrotron 
Mӧssbauer source (SMS) and recoilless resonant transmission (right side) of 14.4-keV photons through the vibrating 57Fe 
absorber. The photon resonant absorption in motionless absorber (blue lines) can be strongly altered if the absorber 
harmonically vibrates as a whole (piston-like vibration) along the photon propagation direction (marked in red) due to 
periodic temporal modulation of |1→|2 transition frequency, ω21(t) (dashed red curves), because of the Doppler effect. The 
emission of photons can be synchronized with the initial phase of the absorber vibration. 

2. COHERENT CONTROL OF THE TRANSMITTED RADIATION VIA NUCLEAR
VIBRATIONS 

Modulation of the transition frequency leads to a nuclear response not only at the unperturbed resonant nuclear transition 
frequency, , but also at the frequencies shifted from it by the multiple vibration frequency ±nΩ (where n is an integer 
number)8,9. Typically, the intensities of the observed sidebands are small as compared to the central component. 
However, in the case of the uniform nuclear vibrations, the intensities of the central line and sidebands are defined by the 
Bessel functions of the first kind, Jn

2(m), where m = 2πR/λ, and may be comparable to each other10,11, as shown in Fig 2. 

Figure 2. (Color online) Measured Mӧssbauer transmission spectra (the blue dots with error bars) of a stainless-steel foil of 
25 m physical thickness (the effective optical thickness is tA = 5.18), piston-like vibrated with frequency of 10 MHz at 
various vibration amplitudes corresponding to the modulation indexes m = 2πR/λ: a - m = 0; b - m = 1.03; c - m = 1.81; d - 
m = 2.40. The red curves are the theoretical plots in assumption of the piston-like absorber vibration. 

Proc. of SPIE Vol. 11886  118860I-2
Downloaded From: https://www.spiedigitallibrary.org/conference-proceedings-of-spie on 25 Aug 2021
Terms of Use: https://www.spiedigitallibrary.org/terms-of-use



The dependence of the intensities of spectral lines on the modulation index is shown in Fig.3. It is important to note that 
for a specific value of the modulation index, m ≈ 2.4, no response is present at the unperturbed transition frequency due 
to the fact that Jn

2(2.4) ≈ 0, as shown in Fig.2d and Fig.3. 

Figure 3. (Color online) Dependence of the intensity of the central line (n = 0) of the Mӧssbauer transmission spectrum and 
two nearby satellites (n = 1,2) on the modulation index m = 2πR/λ. 

Such a technique allows to extend a spectrum of the incident radiation by producing the vibrational sidebands as a result 
of the coherent forward scattering of the incident photon in the vibrated absorber11. In its turn, such a spectral extension 
allows for higher transmission of the total energy of the incident photon through the absorber, since the sidebands don’t 
experience resonant absorption11. 

In the reference frame accompanying the vibrated nuclei, the nuclear transition is unperturbed, whereas the incident 
photon is seen as a pure frequency modulated field corresponding to the spectral comb structure without any amplitude 
modulation. When one of its spectral components is tuned into the resonance with the unperturbed nuclear transition it 
gets absorbed corresponding to the appearance of the amplitude modulation of an output photon. For certain values of 
the modulation index, it leads to formation of the regular train of pulses (Fig.4a) from the incident smooth wave packet, 
which peak amplitude and shape depend on the vibration phase with respect to the front of the single-photon wave 
packet and the vibration frequency. 

In the case when the incident photon is detuned from the unperturbed resonance by the +Ω or -Ω (i.e., tuned into the first 
positive or negative sideband) and the magnitude of that sideband is maximized (which corresponds to the modulation 
index m ≈ 1.8), a train of the short pulses is formed as it was experimentally demonstrated recently12. Physically, it 
corresponds to the situation when phases of the central component and one of the two first sidebands as well as of both 
second sidebands of the incident field are synchronized, while the other one of the two first sidebands (possessing a 
“wrong” phase) is resonantly absorbed. In-phase spectral components separated from each other by the vibration 
frequency naturally form a train of short pulses with the pulse duration defined by the reciprocal of the product of the 
modulation frequency and the number of such components. In the case when an incident photon is tuned into the second 
or third sideband and the magnitude of the corresponding sideband is maximized (which corresponds to the modulation 
index m ≈ 3.1 and m ≈ 4.2, accordingly), each pulse in the sequence is further split into two or three pulses resulting in 
formation of the regular bunches of such pulses13. As was recently suggested, such short bunches of pulses may be used 
for the realization of the quantum memory with the hard x-ray photons at the nuclear transitions14. 

If the source frequency coincides with the unperturbed absorber nuclear frequency and the vibration amplitude is equal 
to R ≈ 0.38 (in the case of 14.4 keV transition of 57Fe, one has R ≈ 0.33Å), the modulation index is m ≈ 2.4 resulting in 
disappearance of the central absorption line (Fig.2a,d). In this case, the photon acquires just a small quasi-harmonic 
amplitude modulation of the waveform, which value vanishes with increasing the modulation frequency, Fig.4b. Thus, at 
high enough vibration frequency of the absorber, the waveform of the transmitted photon remains practically unaltered. 
This is the regime of acoustically induced transparency (AIT)15, which was experimentally demonstrated recently16. 
Physically, it corresponds to the situation when the single spectral line of the absorber is split into sidebands owing to 
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vibration. At the vibration amplitude corresponding to m ≈ 2.4, a spectral window of transparency appears in the place of 
the absorption line with a width equal to twice the modulation frequency (similar to the ATS splitting). In this case, the 
whole spectrum of the incident photon (s) falls into such a transparency window between the moved apart sidebands, 
2Ω >> s, and is not affected by the sidebands over the entire propagation length: 2Ω >> γata (where γa and ta are the 
halfwidth of the absorber spectral line and the absorber optical thickness, respectivel)y. Both conditions are fulfilled in 
the case of sufficiently high vibration frequency. 

Figure 4. (Color online) Waveform (the time dependence of the photon detection probability proportional to the intensity of 
the single-photon wave packet) of the 14.4-keV photon transmitted through the vibrating 57Fe stainless-steel absorber, 
compared to the incident photon (black dashed line) in the case of the photon with the Lorentz spectrum. The blue line in (a) 
corresponds to the absorber vibration frequency of 10 MHz, detuning between the source and absorber spectral lines of 
10 MHz (tuning the incident field to the first sideband of the Mӧssbauer spectrum of the vibrating absorber in Fig.2d), the 
modulation index of m = 1.84, and the initial vibration phase (the vibration phase at the front of the waveform) of π/4. The 
blue line in (b) corresponds to the absorber vibration frequency of 10 MHz, the resonance between the source and absorber 
spectral lines, the modulation index of m = 2.4, and the initial vibration phase of π/4. The red line in (b) is plotted for the 
absorber vibration frequency of 50 MHz with the same values of other parameters. 

In both above cases, if the initial phase of vibration (the vibration phase at the moment when the front of the photon 
waveform is incident to the absorber) is undefined (vibration of the absorber is not synchronized with formation of 
photons in the source), then averaging over the initial vibration phase takes place. This results in vanishing of a regular 
amplitude modulation in the photon waveform (Fig.5). 

Figure 5. (Color online) Waveform of the 14.4-keV photon transmitted through the vibrating 57Fe stainless-steel absorber 
compared to the incident photon (black dashed line) in the case of the photon with Lorentz spectrum. The blue line in (a) 
corresponds to that in Fig.4a, i.e., the absorber vibration frequency is 10 MHz, detuning between the source and absorber 
spectral lines is 10 MHz (tuning the incident field to the first sideband of the Mӧssbauer spectrum of the vibrating absorber 
in Fig.2d), the modulation index is m = 1.84, but the initial vibration phase is averaged over 2. The blue and red lines in (b) 
correspond to those in Fig.4b, i.e., the absorber vibration frequency is 10 MHz and 50 MHz, respectively, the source and 
absorber spectral lines coincide, the modulation index is m = 2.4, but the initial vibration phase is averaged over 2. 

However, in the case described by Fig.5a, intensity of the output photon at any moment of time is less than that of the 
incident photon (blue curve in Fig.5a is below the black one) at any vibration frequency since one of the spectral 
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components is absorbed resulting in loss of the total energy of the photon. In the case of AIT (Fig.5b), the energy loss is 
almost absent. In fact, at some moments of time an intensity of an output single-photon wave packet exceeds, while at 
other moments it is below intensity of the incident photon due to the remaining dispersion of the absorber at the wings of 
the spectral sidebands. Similar to the case when the vibration phase is locked to the front of the single-photon wave 
packet (Fig.4b), a difference between the waveforms of the incident and outcoming photons becomes negligible for 
sufficiently high vibration frequency. 

3. CONCLUSION
In this work, we briefly discussed the coherent acoustic modulation of the nuclear transition frequency as an efficient 
method of controlling the spectral and temporal characteristics of the x-ray single photons propagating through the 
optically thick resonant medium. We illustrated it with a specific example of controlling spectral-temporal characteristics 
of the 14.4-keV single-photon wave packet produced by the radioactive or synchrotron Mӧssbauer source via its resonant 
interaction with the acoustically vibrated 57Fe nuclear absorber. 

It is worth noting that the considered technique of the atomic transition frequency modulation is rather general. In 
particular, as shown in our recent works17-19, it can be used also for generation of the attosecond extreme ultraviolet and 
x-ray pulses or amplification of the attosecond pulses produced via HHG in the active medium of a plasma-based x-ray
laser modulated by a strong infrared laser field.
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ABSTRACT

The Hartmann wavefront sensor is able to measure, separately and in absolute, the real δ and imaginary parts β of
the X-ray refractive index. While combined with tomographic setup, Hartmann sensor opens many interesting
opportunities behind the direct measurement of the material density. In order to handle the different ways
of using an X-ray wavefront sensor in imaging, we developed 3D wave propagation model based on Fresnel
propagator. The model is made in a way to manage any degree of spatial coherence of the source, thus enabling
to model accurately experiments using tabletop source, high harmonic generation, plasma-based soft X-ray laser,
synchrotron or X-ray free-electron laser. Beam divergence is described in a physical manner consistent with the
spatial coherence.The capabilities of the Hartmann wavefront sensor will be compared with experimental results
from in-line X-ray Phase Contrast Tomography.

Keywords: Phase-Contrast Imaging, Hartmann sensor, Tomography, Simulation

1. INTRODUCTION

High resolution and low dose soft tissue imaging is an open challenge in medical imaging. New possibilities
for X-ray imaging with micrometer and sub micrometer resolution are now possible thanks to new generation
radiation sources, characterized by high coherence and brilliance.
Unlike the classical absorption-based X-ray techniques, phase contrast imaging imposes that the modification of
the X-ray wavefront of the beam passing through the sample can be transformed into contrast, and hence recon-
structed indirectly by a number of methods. Among these, In-line phase-contrast1–4 enables weakly absorbing
objects to be imaged successfully with X-rays without the use of optics or contrast agents.
A tridimensional reconstruction of the object is crucial to resolve the spatial organization of inner details, in
particular for biomedical applications.5 X-ray tomography provides a volumetric visualization of the specimen
applying a reconstruction algorithm on 2D projections acquired at many illumination angles. Thus, X-ray to-
mography is a 3D high-resolution technique that greatly enhances the visibility of small structure inside the
sample.
One of the key challenge of biomedical imaging is to increase image contrast of weakly absorbing materials.
Standard X-ray imaging, in fact, can resolve inner details in the sample based on their absorption variations
only, making challenging to separate structures with close density values.
In the hard X-ray region, phase contrast is predominant over the absorption contrast enhancing features that are
invisible in absorption. Moreover, since light materials are almost transparent to X-rays the dose delivered to the
sample is definitely lower than in standard X-ray tomography. The combination of Phase Contrast Imaging with
Tomography allows to investigate in all the spatial directions low absorbing samples. Many techniques have been
implemented to perform X-ray Phase Contrast Tomography (XPCT) like Free-Space Propagation set-ups,6,7

Talbot,8coded aperture2 and interferometry.9
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For biological application measuring the density variations inside the tissues is an important parameter to dif-
ferentiate morphological structures and their changes. Object densities are described by their index of refraction
n(ω) = 1 − δ(ω) − iβ(ω), where ω is the wave pulsation , δ(ω) is proportional to the phase and β(ω) to the
absorption. Many Phase Contrast techniques can only provide images where the contribution of phase (δ) and
absorption (β) properties of the sample are mixed together.
In particular, in Free-Space Propagation Phase Contrast a phase retrieval algorithm10 is used to recover the
intensity at the object plane making use of the ratio δ/β. A widely used single-material phase-retrieval method
was developed by Paganin.11 In this case it is impossible to separate the contribution of phase and absorption,
and therefore to calculate the exact density of the material or its chemical composition.
Here, we present some results obtained by Free-Space Propagation XPCT applied to the study of neurodegen-
erative diseases. In addition to that, we introduce an alternative phase contrast technique that makes use of
the Hartmann wavefront sensor. In this way a direct and separate measurement of phase and absorption can be
obtained. Finally, since many structural and experimental parameters need to be optimized, a simulation tool
for Hartmann sensor imaging is shown as well as experimental results.

2. RESULTS AND DISCUSSION

2.1 XPCT for the investigation of neurogenerative diseases

The propagation of a coherent/partially coherent X-ray beam interacting with a sample will induce refraction
of the X-ray beam from its original path. Therefore, the local change of density in the sample will create
small interference fringes that can be detected by placing the detector far from the sample. Being able to differ-
entiate small density changes inside biological tissue, XPCT is particularly appealing for biomedical applications.
The anatomical and physiological similarities between humans and animals, particularly mammals, have prompted
researchers to investigate a large range of mechanisms in animal models before applying their discoveries to hu-
mans. Genetic mutations have been associated with neurodegenerative diseases onset and animal models that
mimic the human disease are widely used in clinical and pre-clinical research. We will present some experimen-
tal results, in particular mice models for Amyotrofic Lateral Sclerosis (ALS) and Alzheimer Disease (AD) were
investigated in brain and spinal cord samples.
Tracking morphological alterations inside the tissue is crucial for neurodegenerative disease diagnosis and for
monitoring disease treatment. XPCT measurements were performed at the ID 17 beamline of European Syn-
chrotron Radiation Facility (ESRF) in Grenoble (France).
Animal experimentation was approved by the Italian Ministry of Health and carried out in agreement with the
institutional guidelines and international laws (Directive 2010/63/EU on the protection of animals used for sci-
entific purposes, transposed into the Italian legislation by the ‘Decreto Legislativo’ of 4 March 2014, n. 26).
For ALS-affected mice spinal cords the monochromatic incident beam was set at 30 keV with a sample-detector
distance of 2.3 m and a detector pixel size of 3.06 µm. For AD-affected mice brains the XPCT experiment was
performed with monochromatic incident beam set at 48.5 keV with a sample-detector distance of 3 m and a
detector pixel size of 3.06 µm.
The tomography data was acquired with 2000 projections covering a total angle range of 360°. Phase retrieval
was performed using a single distance method developed by Paganin11 .
Data pre-processing, phase retrieval and reconstruction were performed using the SYRMEP Tomo Project soft-
ware12,13 .
XPCT of mouse brain and spinal cord, affected by AD and ALS respectively, are shown in Fig.1. Morphological
changes can be seen in 20 months old mouse brain affected by AD (APP/PS1 model) (Fig.1a). Alzheimer disease
(AD) is a progressive neurodegenerative disorder that gradually robs the patient of cognitive function implying
a type of memory defect with difficulty in learning and recalling new information14 .
The occurrence of AD is connected with the presence of neuritic plaques and neurofibrillary tangles inside the
brain. The abnormal over-expression of proteins (amyloid and tau) in and around brain cells will lead to the
formation of deposits called plaques.
Significantly increasing in amyloid deposition is strictly connected with brain aging. In Fig. 1a a late stage AD
brain is shown, where the plaques are concentrated in the inner part of the Hippocampus (upper inset) as well
as in the brain cortex (lower inset). Thanks to the high contrast provided by XPCT brain fibers entering the
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Figure 1. XRPCT of mouse brain and spinal cord. a) 20 months old mouse brain affected by Alzheimer disease(APP/PS1
model). A large number of amyloid plaques can be seen in the brain tissue (white spots). The plaques are concentrated in
the inner part of the Hippocampus (upper inset) as well as in the brain cortex (lower inset). Thanks to the high contrast
provided by XPCT brain fibers entering the cortex can be clearly resolved (right top inset). b) 60 days old mouse spinal
cord affected by ALS (SOD1 model). In the spinal cord transverse section (upper part) is possible to appreciate the
white matter arranged around a butterfly-shaped area of gray matter, together with spinal cord fibers entering the white
matter. In the coronal section (lower part) a full reconstruction of the thoracic/lumbar area of the spinal cord can be
appreciated. The vascularization (lower inset) is clearly visible along with the neuronal network (white spots).

cortex can be clearly resolved (right top inset).
In Fig.1b a 60 days old ALS affected mice (SOD1 model) spinal cord is shown. ALS is the most common and
severe form of motor neuron diseases involving localized muscle weakness and respiratory symptoms. Superoxide
dismutase 1 (SOD1) was the first identified ALS gene, upon which mouse models resembling ALS have been
generated and extensively studied5 .
In the spinal cord transverse section (Fig.1b, upper part) the white matter arranged around a butterfly-shaped
area of gray matter, together with spinal cord fibers entering the white matter. In the coronal section (Fig.1b,
lower part) a full reconstruction of the thoracic/lumbar area of the spinal cord can be appreciated. The vascu-
larization (lower inset) is clearly visible along with the neuronal network (white spots).
The high resolution images obtained with Free-Space Propagation XPCT are very promising for the investigation
of neurodegenerative diseases, even if it is not possible to quantify the densities and extract the chemical com-
position of the sample. Preliminary results to perform such measurements will be shown in the next paragraph.

2.2 Phase Imaging with the Hartmann sensor: basics and experimental results

The Hartmann wavefront sensor is a device capable to reconstruct independently the phase and amplitude of
the incident beam with very high accuracy. A grid of regularly spaced holes is used to sample the wavefront,
splitting the beam into beamlets that will result in an array of spots recorded by a 2D detector.
The main components of an Hartmann sensor are displayed in Fig.2. Inserting a sample before the Hartmann
plate, will determine a shift of the spots at the detector plane (inset of Fig.2). An image of the Hartmann
wavefront sensor, designed by Imagine Optic15 , used for the experimental measurement can be seen on the right
side of Fig.2.

The displacement ∆x and ∆y is proportional to the local slopes of the wavefront. It will produce a discrete
map of the wavefront in the x and y directions that can be expressed in the following way:
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Figure 2. Left: Experimental set-up for the Hartmann sensor. The set-up is composed of : a source (point) , the incident
wavefront (purple), the sample (gray), a Hartmann hole plate placed at a distance L from the detector. A magnification
of the spot shift due to the presence of the sample is visible in the inset. Right: A picture of the Hartmann sensor utilized
for the experimental part (designed by Imagine Optic15).

∂Φ(xi, yi)

∂xi
≈ ∆xi,j

L

∂Φ(xi, yi)

∂yi
≈ ∆yi,j

L

(1)

where Φ is the wavefront, ∆xi,j and ∆yi,j are the measured shifts along the x and y directions of the spot of
hole (i, j). L is the distance between the Hartmann plate and detection planes.
Measuring the local displacements (∆x, ∆y) of the spots allows retrieving the local wave vectors (kx and ky).
The integration of the kx and ky maps produces the wavefront map. Sample absorption can be also calculated
integrating the signal correspondent to each hole and dividing it to the signal recorded without the sample.
Therefore, a wavefront sensor generates the absorption and the phase maps of the sample16 . The set-up
described in Fig. 2 was used for a tomography experiment in collaboration with the company Imagine Optic.
The source is the Excillum microfocus Metal-jet 70 kV, emitting a wide energy spectrum with an energy peak
at 9 keV (Ga Kα). The goal is to perform a tomography experiment taking different materials as a target to
reconstruct the absorption and the deflections resulting from the interaction with the objects. The samples are
cylinder tubes made of carbon (1.5mm in diameter) or a tube of PMMA (2mm in diameter). The third is a 2mm
diameter polycarbonate tube filled with 150 µm spheres of glass (Fig. 3). To reconstruct the sample in 3D, 400
tomographic projections are acquired under different viewing angles to cover 180°.
The coronal plane of the reconstructed absorption can be seen in Fig.3a ,while the reconstructed 3D deflection
map can be seen in Fig.3b. The samples from left to right the tubes are Carbon, PMMA, and a tube filled
with micro-spheres. The micro-spheres structure can be clearly seen in absorption (inset of Fig.3a), while some
imperfections inside the PMMA can be only seen in the deflection map (inset of Fig.3b). The 3D reconstruction
of the samples are shown in Fig.3c.

2.3 Simulation tool for Phase Imaging

As we have seen in the previous paragraphs, wavefront sensor provides the absorption and the phase maps of the
sample. Moreover, 2D images are acquired from one acquisition making the measurement procedure fast and
stable. Measurements can be performed with high sensitivity both with monochromatic or polychromatic beams
since the system is lensless. The implementation of a real set-up for phase imaging with the Hartmann wavefront
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Figure 3. Tomographic images acquired with the Hartmann sensor in a cone beam configuration.From left to right: the 
samples are cylinder tubes made of carbon (1.5mm in diameter), a tube of PMMA (2mm in diameter, inset b)) and the 
third one is a 2mm diameter polycarbonate tube filled with 150 µm spheres of glass (inset a). The micro-spheres structure 
can be clearly seen in absorption (inset a) ), while some imperfections inside the PMMA can be only seen in the deflection 
map (inset b). A 3D reconstruction of the samples is shown in c).

sensor can be challenging. In particular, the architecture of the Hartmann hole plate, the distances between 
the different elements of the set-up and the source properties are some of the crucial issues that determine the 
performances of the entire system.
A python simulation tool capable of giving the output of a real set-up has been implemented17 .The source 
is designed as a superposition of Gaussian beams and thus can simulate any degree of coherence. Before the 
propagation each Gaussian beam is shifted in a random position chosen inside a larger Gaussian distribution 
(source size) and multiplied by a random phase factor.
In this way it is possible to simulate any sources from fully coherent to the incoherent (see also Sect. 3 and Sect. 4 
[18].

For each optical element, the wavefront is calculated using Fresnel’s propagators and the final electric field is given 
by the sum of the electric field of each Gaussian.
A simple sketch of the simulated set-up can be seen at the top of Fig.4, where z is the propagation distance, L is the 
screen dimension and U is the field at each plane. We show the results for the occurrence of diffraction and cross-
talk between adjacent holes when changing the coherence of the illuminating beam. The degree of coherence was 
set inversely proportional to the number (N) of gaussians inside the source: N=1 Fig.4a, N=10 Fig.4b, N=1000 
Fig.4c. Diffraction effects from the hole edges can be seen in the case of coherent illumination (Fig.4a), while for 
N=10 the displacement of the sub-sources associated to the interference of the propagated beams induces a strong 
change on the pattern (Fig.4b). Finally, in the case of strongly incoherent illumination (Fig.4c) a Gaussian shape 
for the diffraction pattern of each hole can be noticed.
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Figure 4. Top: Sketch of the simulated set-up, where z is the propagation distance, L is the screen dimension and U is the
field at that plane. A series of images of the Hartmann mask are reported varying the degree of coherence of the incident
beam. The degree of coherence was set proportionally to the number (N) of gaussians inside the source: N=1 a), N=10
b), N=1000 c). Diffraction effects from the hole edges can be seen in the case of coherent illumination a), the occurrence
of cross-talk between adjacent holes is clear for partially coherent beam b), in the case of strongly incoherent illumination
c) a Gaussian shape for the diffraction pattern of each hole can be noticed.
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ABSTRACT

In recent years, integral imaging has received increasing attention as a promising 3D imaging technique with
one single exposure. In medical diagnostics, the X-ray integral imaging system potentially has a much shorter
exposure time than the conventional computed tomography, reducing the radiation damage to the patient. By
replacing the micro-lens array with a micro-Fresnel Zone Plate (FZP) array, the classical visible integral imaging
system can be transposed to an X-ray system. However, limited by the micro-scale dimensions of FZP in the
array and current manufacturing techniques, the number of zones of FZP is required to be small. This may
have an important impact on the FZP imaging performance. Based on the scalar diffraction theory, this paper
introduces a simulation method and numerically investigated the effect of the number of zones on the FZP
imaging performance under different coherence conditions.

Keywords: Fresnel zone plate; modeling; wave propagator; coherence; X-ray integral imaging

1. INTRODUCTION

Nowadays, computed tomography (CT) is one of the most common 3D imaging techniques in clinical diagnosis,
providing highly accurate information of internal structure and guiding medical treatment. The principle of
CT is rendering 3D image of the sample from multiple projections recorded under different angles of view.
It is apparent that large projection number will bring a better reconstruction quality.1 Unfortunately, it will
meanwhile deliver a high radiation dose for the patients and increase the probability of cancer.2,3 X-ray integral
imaging can provide an alternative to CT in medical imaging as it has the prospect of reconstructing 3D images
from one single capture, consequently leading to a lower dose and a shorter exposure time.

Integral imaging approach, first proposed by Lippmann in 1908,4 consists in capturing simultaneously the
spatial and angular information of the light ray intersecting on the photosensor, the so-called 4D light field. The
captured 4D light field allows us to refocus the image on different planes and render a 3D model of the sample
with one exposure.5,6 For visible light, various integral imaging acquisition systems have been proposed, such
as camera arrays,7 micro-lens arrays,8 and amplitude masks.9 The design of placing a micro-lens array in the
front of conventional camera’s photosensor is the most widespread, in view of the diversity and availability of
micro-lens array. However, to convert the integral imaging system from visible light to X-ray, we must search
alternative optical components for the refractive lenses. Because the refractive index is very close to unity for all
materials at X-ray wavelengths, leading to a extremely long focal distances at kilometer scale for a single lens
and a low numerical aperture.10

The Fresnel Zone Plate (FZP), relying on the diffraction to realize X-ray focusing, is widely used and has
been demonstrated to achieve a high spatial resolution.11 The FZP array is thus an available alternative to the
refractive lens array in X-ray imaging.12–14 FZP geometry dominates its imaging performance. For a desired
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focus, the larger the number of zones is, the higher resolution FZP can attain. Here, the resolution refers
to the width of the focused point. Therefore, its number of zones is one of the most important structural
parameters. Yet, due to the micro-scale dimensions of FZP in the array of an integral imaging system and
current manufacturing techniques, the number of zones of FZP is greatly limited.

Therefore, this paper attempts to numerically investigate the impact of FZP number of zones on its imaging
performance under different coherence conditions, especially the case of very small number of zones. Accordingly,
a simulation method based the scalar diffraction theory is introduced in this paper. Several simulation results
of FZP imaging are presented and discussed, then compared to ideal refractive lens.

2. METHOD

A Fresnel zone plate is a diffractive optic, its alternating transparent and opaque zones make the incident light
constructively interfere at the desired focus. The FZP’s focusing properties can be analyzed by the scalar
diffraction theory. Figure 1 represents a generalized schematic of a FZP optical system.

Figure 1. Generalized schematic of Fresnel Zone Plate (FZP) optical system: the point source P on the plane (ξ, η)
emitting a spherical wave is intercepted and diffracted by the FZP on the plane (x, y). The image of the source is formed
on the plane (u, v). z1 and z2 represent respectively the source–FZP distance and the FZP–image distance.

Consider a point source P (ξ,η) emitting spherical wave diffracted by a FZP on the plan (x, y) and its image
formed on the plane (u, v). The distances between the point source to the FZP and the FZP to the image are
respectively noted as z1 and z2. According to Huygens–Fresnel principle and the linearity of the optical system,15

the impulse response h(ξ, η, u, v) of the FZP can be expressed in the form of a Fourier Transform

h(0, 0, u, v) =
z2
z1

exp [
ik

2z2
(u2 + v2)]×F

{
t(λz2x

′, λz2y
′) exp { ik

2
(

1

z1
+

1

z2
)[(λz2x

′)
2

+ (λz2y
′)
2
]}
}

(1)

where t(x, y) is the transmission function of the FZP, with x′ = x
λz2

, y′ = y
λz2

.

The image Img(u, v) can be obtained by the convolution of the image predicted by geometrical optics
img(u, v) with the impulse response h(ξ, η, u, v).16 It is worth noting that the application of the point spread
function (PSF) on an image depends on the degree of coherence of the source. Here, we consider two extreme
cases, fully coherent and fully incoherent. The image Img(u, v) can be written as

Img(u, v) =

{
|h(ξ, η, u, v)⊗ img(u, v)|2 fully coherent

|h(ξ, η, u, v)|2 ⊗ |img(u, v)|2 fully incoherent
(2)
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According to the convolution theorem, Equation (2) can be further converted to

Img(u, v) =

F
−1

{
|F{h(ξ, η, u, v)} × F{img(u, v)}|2

}
fully coherent

F−1
{
F{|h(ξ, η, u, v)|2} × F{|img(u, v)|2}

}
fully incoherent

(3)

This conversion reduces the complexity of the computation and allows greatly increasing the computation speed
thanks to the use of FFT.

This method is flexible for the definition of FZP and the adjustment of imaging system structure, allowing
to study the effects of different parameters on the FZP imaging performance. More detailed derivation and
validation tests about this method are provided in reference.17

3. RESULTS

To our best knowledge, the quality of the image formed by a FZP versus the number of zones has never been
studied. In this section, by the proposed method, the images of the FZP with different N were performed and
compared to the images formed by the refractive lens, respectively, under fully incoherent and fully coherent
sources. The effect of the number of zones on FZP imaging performance is then discussed.

3.1 Fully incoherent case

A series of numerical images of a resized 1951 USAF resolution test chart formed by FZP with increasing N
are displayed in Figures 2a–e and the part of interest on the test chart is zoomed in Figure 2f. In the following
text, the blue-, orange-, and green-colored bars in Figure 2f are named as elements 2.2, 2.3, and 2.4, respectively,
with the width of 1.36 µm, 1.18 µm, and 0.99 µm on the image plane. Figures 2a–e are carried out with a fully
incoherent source of 11 keV . The object to FZP distance is 3f , leading to the creation of an image at 1.5f . It
is apparent from Figures 2a–e that as N increases, the first order image becomes sharper. As the radius of FZP
is meanwhile broadened along N , the field of view is enlarged.

Figure 2. (a–e) False color numerical images of the USAF 1951 test target imaged by FZP with different number of zones
under fully incoherent illumination. The object—FZP distance is 3f and the FZP–image distance is 1.5f . Each image
dimension is 200 × 200 µm2. (f) Zoomed part of interest on the test chart: for the following part, the blue-, orange- and
green-colored elements of bars in group 2 are respectively noted as elements 2.2, 2.3, and 2.4.
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Measured the contrast of Figures 2 a–e, we remark the maximum contrast value is is as low as 0.2 (see Figure
7 in References [17]). In order to study its origin, we modeled the image formation with a theoretical perfect
refractive lens. Supposed the FZPs in Figure 2 can be replaced by the refractive lenses with the same numerical
aperture (NA), the transmission of refractive lens tLens(x, y) is defined as

tlens(x, y) =

{
exp[− ik

2f (x2 + y2)],
√
x2 + y2 < R

0, else
(4)

where R and f are the radius and focal length of lens, respectively.

A group of images formed by the refractive lens is simulated under the same structure of Figure 2, displayed
in Figure 3. For the ease of comparison with Figure 2, the NA of refractive lens is written as a function of the
number of zones. Compared with Figure 2, the intensity of the refractive lens images is obviously more uniform,
and there is no longer a halo around the image. The contrast value measured from refractive lens images can
reach a maximum of 0.94, much higher than that of FZP images (see Figure 9 in References [17]). This is because
the first order image of FZP overlaps with the other orders, resulting in a brightened and complex background.

Figure 3. False color numerical images of the USAF 1951 test target imaged by refractive lens under fully incoherent
illumination. The NA of the refractive lens equals to the NA of the FZP when the number of zones of FZP is 5, 20, 40,
60, and 100. Each image dimension is 200 × 200 µm2.

3.2 Fully coherent case

Keeping the same configuration as mentioned in the fully incoherent case, we discuss FZP imaging performance
under fully coherent illumination in this section. The simulated images of FZP versus N are shown in Figure 4.
As N increases, the first order image of FZP becomes more resolved, while the images of the other orders are
much more apparent in the fully coherent case than in the fully incoherent images. To visualize more directly
the FZP images difference of images under different coherence conditions, Figure 5 displays side by side the fully
incoherent and fully coherent FZP images for N = 100. Unlike the other orders’ images with recognizable details
in the fully coherent case, we can only see a diffuse halo overlapping the first order image in the fully incoherent
case. Indeed, the overlap of different order images substantially degrades the first order image quality compared
to the fully incoherent case.
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Figure 4. False color numerical images of the USAF 1951 test target imaged by FZP with different number of zones under
fully coherent illumination. The object—FZP distance is 3f and the FZP–image distance is 1.5f , as same as for Figure 2.
Each image dimension is 160 × 160 µm2.

Figure 5. Comparison between fully incoherent and fully coherent images formed by FZP. The other orders images become
more visible in the fully coherent case than the fully incoherent case, greatly degrading the first order image quality. N
is equal to 100. Each image dimension is 160 × 160 µm2.

To bring out the characteristics of a FZP image, we can compare the Figure 4 to Figure 6. The set of images
in Figure 6 are simulated with the refractive lenses of the same NA as the FZPs in Figure 4. Without the
influence of different orders images, the refractive lens images are clearer and more visible than FZP ones. On
the other hand, we can see the diffraction patterns of each element of the test chart appear under fully coherent
illumination in Figure 6, which shows the impact of coherence in imaging. On closer observation, we can also
find the diffraction pattern changes with different N , which is related to the divergence of the source in our
model. The images can be regarded as a result of collective interference between each point of the test chart.
The variation of the diffraction pattern then leads to the oscillation of the image intensity along N . In the fully
coherent case, strong interference results in more complex images. It is complicated to quantify the evolution of
the image by the contrast as used in the fully incoherent case.

Proc. of SPIE Vol. 11886  118860K-5
Downloaded From: https://www.spiedigitallibrary.org/conference-proceedings-of-spie on 25 Aug 2021
Terms of Use: https://www.spiedigitallibrary.org/terms-of-use



Figure 6. False color numerical images of the USAF 1951 test target imaged by refractive lens with different number of
zones under fully coherent illumination. The NA of the refractive lens equals to the NA of the FZP in Figure 4 when the
number of zones of FZP is 5, 20, 40, 60, and 100. Each image dimension is 160 × 160 µm2.

4. CONCLUSIONS

In this paper, a simulation method based on scalar diffraction has been introduced. The presented method is able
to simulate the images formed by FZP with different parameters and under different coherence conditions. The
effect of the number of zones on image formation has been discussed under fully incoherent and fully coherent
conditions, especially the case of very small number of zones. The results have shown that surprisingly image
can be formed with a number of zones as low as 5. However, due to the overlap of different orders of FZP, the
images have relatively low contrast, and this influence of the other orders becomes more important in the fully
coherent case than in the fully incoherent case. The reported results in this paper bring helpful information for
the design of FZP for an integral imaging system in X-ray. Future study can be extended to the axial effect of
the number of zones, the formation of images in the case of partially coherent beam and the application on the
full set-up of integral imaging system.
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ABSTRACT 

We present an experimental intensity and wavefront characterization of the infrared vortex driver as well as the extreme 

ultraviolet vortex obtained through high harmonic generation in an extended generation medium. In a loose focusing 

geometry, an intense vortex beam obtained through phase-matched absorption-limited high harmonic generation in a 15 

mm long Argon filled gas-cell permits single-shot characterization of the vortex structure. Moreover, our study validates 

the multiplicative law of momentum conservation even for such an extended generation medium. 

Keywords: EUV vortex, high-harmonic generation, photon orbital angular momentum, EUV wavefront metrology 

1. INTRODUCTION

It is known that light beams carry linear as well as angular momenta. The spin angular momentum (SAM) of photons is 

related to polarization [1]. On the other hand, orbital angular momentum (OAM) is independent of the polarization and is 

related to the wavefront instead [2]. Such beams, also known as optical vortices, exhibit a transverse helical phase with 

𝑒𝑖𝑙𝛷dependence around the beam propagation axis. A rapid phase rotation around the center results in an on-axis phase 
singularity yielding a donut-like intensity profile with a dark-hole at the center. There are two main attributes for such 

beams: (1) the topological charge 𝑙 is the number of 2π phase shifts along the azimuthal coordinate 𝛷 of the beam, and (2) 

for a vortex beam of topological charge 𝑙, each photon carries an OAM of 𝑙ħ [2]. Moreover, unlike the intrinsic nature of 

SAM, the OAM of helically phased beams can either be intrinsic or extrinsic [3].  

Owing to the numerous applications of optical vortices, the generation, and characterization of light beams carrying 

topological singularities has received increasing attention in the recent past [4]. Besides, high harmonic generation (HHG) 

in rare gases has proven to be a handy way to generate extreme-ultraviolet (EUV) vortices of low and high topological 

charges [5-7]. HHG, when driven by a driver of topological charge 𝑙1, follows the perturbative energy conversion law 𝑙𝑞 = 
𝑞𝑙1, where 𝑙𝑞 is the topological charge of 𝑞𝑡ℎ harmonic [5, 7]. In this work, we present experimental intensity and wavefront 
characterization of very high-charge EUV vortex obtained through high harmonic generation in an Argon filled gas-cell 

of 10 mm and 15 mm lengths. In both cases, we validate the multiplicative law 𝑙𝑞 = 𝑞𝑙1 for the 25th harmonic of the driving 
beam, hence ruling out any propagation effects [8] even in a 15 mm long generation medium.  Moreover, efficient HHG 

in the longer generation medium allowed intensity and wavefront characterization in single-shot mode. The ability to 

perform such a characterization of the high-charge vortex structure provides a unique opportunity to investigate the effect 

of phase-matching and other experimental parameters on the modal content of EUV vortex beam in single-shot mode, 

which will be reported in the forthcoming study. 
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2. EXPERIMENTAL SETUP AND RESULTS.

The schematic of the experimental setup is presented in Fig. 1. High-harmonic generation is driven by the low-energy 

beamline of the LASERIX multibeam platform at the University of Paris-Saclay [9]. The near-infrared (IR) beam of central 

wavelength 815 nm, pulse duration ~45 fs, and diameter ~24 mm at 1/𝑒2,  drives HHG at a 10 Hz repetition rate. The

energy of the IR beam can be continuously varied using a half-waveplate and polarizer. An iris of variable diameter placed 

before the focusing optics is used to optimize the phase matching. Moreover, the experimental setup is adapted to readily 

switch between different focusing conditions and gas-cell lengths. The focusing lens, as well as gas-cell, are mounted on 

motorized translation stages, allowing precise displacement of the generation medium with respect to the beam waist.  

The HHG beamline is equipped with wavefront sensors for near-IR (800 ± 50 𝑛𝑚) and EUV to soft X-ray 

(40 𝑡𝑜 4 𝑛𝑚) spectral range. The diagnostic to the amplitude and phase of the IR driver is provided by a Shack-Hartmann 

wavefront sensor (HASO4 FIRST, Imagine Optic). Given sensor consists of an array of microlenses (32 × 40)  providing 

RMS tilt measurement sensitivity of ~5 𝜇𝑟𝑎𝑑 and an absolute wavefront measurement accuracy of ~𝜆/100 at the 

calibrated wavelength. The amplitude and phase of the upconverted high-harmonic beam are characterized using an 

Extreme ultraviolet Hartmann sensor (EUV HASO, Imagine Optic) located ~ 1.98 m following the generation medium. 

The EUV HASO comprises a Hartmann mask of 72 × 72  square micro-hole array placed before a back-illuminated EUV 

CCD (Pixis XO 1024B; pixel size 13 𝜇𝑚).  Each of these subpupils samples a part of the incident wavefront to yield local 

intensity and wavevector direction with a tilt measurement sensitivity of ~0.05 𝜇𝑟𝑎𝑑 𝑅𝑚𝑠. This leads to an absolute 

wavefront measurement accuracy of ~𝜆/50 at 30 nm. In contrast to diffractive [10] or interferometric techniques [5], using 

a wavefront sensor yields a complete amplitude and phase of the vortex beam. It is also to note that wavefront 

measurements of optical vortices have previously been used to measure the Poynting vector skew angle [11], and most 

recently,  revealed the multimodal nature of EUV vortices obtained through HHG in a noble gas [12].  

The experimental setup is also equipped with a high-resolution, monochromatic, EUV imaging system that allows us to 

characterize the near-field intensity profile of the high-harmonic source. Furthermore, the given system can be used to 

image the exit of gas-cell onto two different EUV CCDs with a magnification factor of ~6.5 and ~11, leading to a spatial 

resolution of 2 𝜇𝑚 and ~1.2 𝜇𝑚 at the object plane, respectively. 

Fig. 1. Schematic of the experimental setup. A high damage threshold segmented spiral phase plate of a unit topological charge is 

inserted in the incoming beam. The resulting IR vortex driver is loosely focused by a 1m or 2m focal length lens into 10 mm or 15 mm 

Argon filled gas-cell, respectively. A diaphragm before the focusing optics is used to optimize the phase matching. The motorized 

translation stage of the focusing lens allows adjustment of the IR beam waist with respect to the generation medium. Intensity and phase 

characterization to the driver is provided by a Shack-Hartmann wavefront sensor, whereas a EUV Hartmann sensor (λ  = 4 to 40 nm) is 

used to fully characterize the upconverted 25th harmonic of the IR driver. A high magnification monochromatic EUV (32.6 nm) imaging 

system composed of a near-normal incidence concave mirror (focal length 500 mm) and flat mirrors for beam steering, facilitates near-

field intensity characterization of the HHG source. Inset figure (a) shows the intensity profile of the IR Gaussian beam at the waist. The 

image of the segmented phase plate of unit topological charge is shown in (b), whereas (c) depicts the resulting doughnut-like intensity 

profile of the IR vortex at the waist. Nearfield intensity profile of the HHG source for gaussian (d) and vortex (e) IR driver is acquired 

using EUV imaging system with a magnification factor of ~ 6.5. 
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The IR-vortex beam is generated by inserting a 16-segment spiral phaseplate [13] designed for wavelength 815 nm 

(HoloOr) into the incoming Gaussian beam. The phaseplate bears antireflective coating on both the faces and the resulting 

transmission efficiency is ~99.9%.  To characterize the infrared vortex, the incoming beam is sampled and guided to the 

Shack-Hartmann wavefront sensor. The sensor is placed ~300 mm after the waist. A typical raw-Hartmanngram is shown 

in Fig. 3 (a). The measured slopes, which is the local phase-front tilt sampled by each micro-lens of the wavefront sensor 

is shown in figure 3(b). The slopes exhibit a clockwise rotation around the central phase singularity.  From the raw 

Hartmanngram, the intensity and wavefront of the vortex beam are reconstructed. The corresponding wavefronts are 

depicted in Fig. 3 (c, d).  A clear phase variation of ~1𝜆 signifies a unit topological charge, whereas a clockwise and an 

anticlockwise rotation of the wavefront is related to the positive and negative signs of the charge. Moreover, utilizing the 

Fourier Transform relationship between the topological charge 𝑙 and azimuthal angle 𝛷, the OAM spectrum can be 

retrieved without the need for an analytical basis [14]. Thanks to the Shack-Hartmann wavefront sensor, such an analysis 

using the experimentally characterized amplitude and phase of IR-vortex indicates ~91% contribution to 𝑙1 = ±1
azimuthal mode. 

To generate high harmonics, the IR-vortex beam is loosely focused in the Argon-filled gas-cell. After removing the residual 

infrared beam with a metallic (300 nm; Al) filter, the HHG beam is guided to the EUV wavefront sensor through a 45𝑜

multilayer dielectric mirror acting as a spectral filter. The 25th harmonic centered at the wavelength of 32.6 nm is spectrally 

selected and guided to the wavefront sensor. The spectral tuning of the harmonic beam is realized through IR spectral 

phase control using an acousto-optic modulator (Dazzler, FASTLITE). The extinction of the adjacent harmonic orders is 

over 90% [15]. The usage of such a mirror facilitates wavefront analysis of only the selected harmonic order, hence making 

the data interpretation unambiguous.  

Fig. 2. Characterization of the infrared vortex: (a) an example raw Hartmanngram. (b) Quiver plot of the measured slopes indicating a 

clockwise rotation around the central phase singularity. (c, d) Three-dimensional representation of wavefront in the unit of λ.

For the 10 mm long gas-cell, the IR-vortex beam is apertured with an iris of diameter ~13 mm and is focused using a 

plano-convex lens of focal length 1m.  In the given focusing condition, an optimum HHG-OAM signal level is observed 
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for a laser energy of ~4.5 mJ after the diaphragm and 24 mbar gas-pressure. The gas-cell is positioned to have the waist of 

the driving beam in the center. The reconstructed intensity and wavefront of the 25th harmonic for 𝑙1 = ±1 is shown in

Fig. 3. Efficient HHG in 10 mm long gas-cell allows acquiring Hartmanngrams with high signal-to-noise by accumulating 

just 5 laser-shots. A continuous and smooth phase variation can be seen in Fig. 3(b) and 3(d). Moreover, the peak-to-valley 

phase variation is ~25 λ in both cases validating the linear conversion law 𝑙𝑞 = 𝑞𝑙1. This implies that even in a long

generation medium, the EUV vortex retains the high-charge helical wavefront. Numerically backpropagated intensity 

profile utilizing the amplitude and phase of EUV vortex  generated using  𝑙1 = −1 beam is depicted in Fig. 3 (e). A good

agreement between the numerical and experimental nearfield intensity profile showed in Fig. 3 (f) indicates the high-

fidelity of Hartmann sensor data. 

Fig. 3. Characterization of EUV vortex generated in 10 mm long Argon filled gas-cell. Reconstructed intensity (a) and wavefront (b) of 

EUV vortex  generated using  𝑙1 = −1 infrared beam. Numerically retro-propagated intensity profile to the waist is shown in (c) whereas,

an experimental near-field intensity profile acquired using the EUV imaging system (magnification ~ 6.5) is presented in (f).  In (c, d) 

intensity and wavefront of EUV vortex for 𝑙1 = +1 is shown. The number of laser-shots accumulated is 5 for these cases.

In the next step, to generate the EUV vortex in a further long medium, we switch to 2-meter focusing geometry. The 

incoming vortex beam of topological charge 𝑙1 = −1 is clipped using an iris of diameter ~20 mm and focused into 15 mm

long Argon filled gas-cell. The Rayleigh length 𝑧𝑟  is ~8 mm under these conditions. The confocal parameter 2𝑧𝑟  still

exceeds the length of the gas-cell, hence facilitating the generation of intense EUV vortices while satisfying the phase-

matching conditions. The driving beam has ~11 mJ after the iris. The intensity profile of the IR-vortex beam at the waist 

in the given condition is shown in Fig. 1 (c). In contrast to the prior focusing condition, an optimum signal level was 

observed for ~12 mbar gas-pressure. Besides, an efficient HHG in a further long generation medium allowed single-shot 

amplitude and phase characterization of the EUV vortex beam. A single-shot raw Hartmanngram of the upconverted vortex 

is shown in Fig. 4 (a). A quiver plot of the measured slopes is shown in Fig. 4 (b). Similar to the rotating slopes of the IR 

driver presented in Fig. 2 (b), the EUV vortex also exhibit spiraling slopes around the central phase singularity. From the 

raw Hartmanngram, intensity and wavefront are reconstructed. The resulting wavefront is shown in Fig. 4(d) bears a 

smooth and continuous wavefront rotation. Moreover, the peak-to-valley wavefront variation of ~25 λ indicates a 

topological charge of 25. This demonstrates that EUV vortex obtained through phase-matched absorption-limited HHG in 

an extended generated medium indeed retains the helical wavefront of the IR driver. Additionally, the experimental results 

are per perturbative conversion law 𝑙𝑞 = 𝑞𝑙1, hence ruling out the so-called propagation effect [10] for such a high-

topological charge EUV vortex even in a 15 mm long generation medium. 
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Fig. 4. HHG vortex beam generated in a 15 mm long Argon-filled gas-cell. Phase-matched HHG in a long generation medium permits 

single-shot characterization. (a) An example single-shot raw Hartmanngram of EUV vortex. (b) A quiver plot of the measured slopes 

indicating an anticlockwise rotation around the central singularity. (c) Reconstructed intensity profile and (d) wavefront in the unit of λ. 

CONCLUSIONS 

In conclusion, we have characterized intensity as well as the wavefront of high-charge EUV vortex obtained through high 

harmonic generation in an extended generation medium. A low numerical aperture focusing condition allowed the 

generation of intense vortices, hence enabling a single-shot amplitude and phase characterization. Moreover, we validate 

the perturbative conversion law 𝑙𝑞 = 𝑞𝑙1 even in a 15 mm long generation medium, hence ruling out the possibility of any

propagation effect that might affect the high-charge topological feature of the EUV vortex beam. In the forthcoming 

studies, single-shot characterization ability will be utilized to investigate the effect of phase-matching and other 

experimental parameters on the modal content of the high-charge EUV vortices.  
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ABSTRACT  

We report on the use of multilayer Laue lenses to focus the intense X-ray Free Electron Laser (XFEL) beam at the European 

XFEL to a spot size of a few tens of nanometers. We present the procedure to align and characterize these lenses and 

discuss challenges working with the pulse trains from this unique x-ray source. 

Keywords: x-rays, multilayer Laue lenses, XFEL, optics 

1. INTRODUCTION

X-ray free electron lasers distinguish themselves from other x-ray sources with their extremely short pulses, high transverse

coherence and high peak powers. These properties opened up new research areas including single shot imaging of

biological samples, imaging the dynamics of matter, creating matter under extreme conditions and studying nonlinear

optical processes in the hard x-ray regime. Nonlinear Compton scattering [1], for example, occurs at extreme intensities

when two incoming x-ray photons of photon energy E simultaneously interact with an atom to convert into a single x-ray

photon that is energetically red-shifted in comparison to 2E. The generation of a photon at precisely 2E
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corresponds to the process of second harmonic generation, which is well known in nonlinear optics and has also been 

observed in the x-ray regime [2]. X-ray and optical photons can also combine at high intensities and in the presence of 

matter in difference- and sum-frequency generation [3] and other wave-mixing processes such as parametric down  

conversion [4]. All these experiments also require very high fluence, which can be increased by focusing the XFEL beams 

to a smaller spot.  We wish to investigate the generation of high-intensity beams at XFEL sources using multilayer Laue 

lenses (MLLs) [5]. This new generation of highly efficient and robust x-ray optical elements has been designed to operate 

under the full beam conditions of these sources [6,7]. Part of this work was done during the commissioning of the MID 

[8,9] beamline of the European XFEL (Schenefeld, Germany) [10,11] in two experimental runs (2200 and 2543).  

In general, focusing x-ray beams to a very small spot, below 10 nm, is challenging. It requires optics with little or no 

wavefront aberrations. Optical elements used with XFEL beams have to be also extremely robust to survive and perform 

reliably when exposed to high power beams. XFEL beams are typically focused with compound refractive lenses (CRLs) 

or reflective mirrors. To increase the numerical aperture (NA) of CRLs, which is needed to achieve very small spot size, 

many lenses need to be stacked behind each other [12].  This however, also reduces their efficiency. Furthermore, CRLs 

have strong chromatic aberrations so their ability to focus to extremely small spot sizes is limited [13].  Reflective mirrors, 

such as Kirkpatrick-Baez (KB) mirrors, which operate at grazing incidence, can accept the full beam. Due to their operation 

at grazing incidence, the interaction with the X-ray beam is spread over a large area. This minimizes the power per area or 

dose to the material and protects the mirror from radiation damage. The reflectivity and efficiency of KB mirror system 

can be very high. However, substrates and coatings are required that have nearly perfect surface figure and extremely low 

surface roughness [14]. Diffraction-based optics, such as Fresnel zone plates, can also be used to focus XFEL beams [15-

17]. They also have chromatic aberrations, but their effects are generally smaller than for CRLs due to their shorter focal 

lengths and lower dispersion. Since these lenses consist of nanostructures printed on x-ray transparent membranes, they 

are fragile. Theoretical simulations predicted that rapid temperature fluctuations of many hundred degrees Kelvin lead in 

stress and/or strain changes followed by a failure when exposed to the direct beam [18]. However, the response of zone 

plates is also strongly dependent on the materials used in these nanostructures.  For example, typical zone plate materials, 

such as gold and tungsten, cannot survive long in an intense XFEL beam. But combining high-Z metal (Ir) with excellent 

heat dissipation of low-Z material (diamond), as demonstrated with Ir-filled diamond zone plates, leads to increased 

radiation hardness [15]. Such zone plates could withstand unfocused XFEL beam at LCLS (SLAC, USA) but under pre-

focused XFEL beam their damage threshold was surpassed. It was reported that the LCLS beam at 4 and 8 keV photon 

energies and a beam size of 2 x 2 mm2 [19] were not detrimental for grating nanostructures made of pure diamond. This 

beam size was much larger than the typical areas of zone plates. Making zone plates this large is possible, but requires an 

increase in the number of zones which in turn increases its chromatic aberration, thus reducing the tolerable bandwidth. In 

this paper we report about focusing XFEL beams with MLLs.  These diffractive optics have much higher diffraction 

efficiency as compared to Fresnel zone plates and combined with high NA could potentially focus XFEL beam to 

intensities required to study nonlinear processes such as mentioned above. 

2. MULTILAYER LAUE LENSES

All MLLs used in this study were prepared in our laboratory with a custom-built magnetron sputtering system. The 

multilayers consisted of silicon carbide (SiC) and tungsten carbide (WC), which form sharp, smooth and stable interfaces 

[6, 7, 20]. The multilayer, which was >105 μm thick, consisted of 10048 bilayers and was deposited on a polished Si wafer 

substrate with initial roughness of about 0.15 nm rms. The substrate was moved between the two sputter targets in the 

process of spinning around its own axis while the layer thickness was controlled by varying the platter velocity.   

Similar to Fresnel zone plates, the resolution of an MLL lens is determined by the finest layer. Tungsten carbide/silicon 

carbide (WC/SiC) multilayer systems have remarkably low interfacial roughness and can form nanometer or even sub-

nanometer periods as previously demonstrated for periodic multilayers [21,22]. However, the variation in period that 

produces the focusing behavior in MLLs leads to stress and interface roughness variation in the deposited nanostructure. 

Also, the total multilayer structure is hundreds of times thicker than the multilayers usually used for reflective coatings. 

We overcame these challenges using new materials and by optimizing the sputtering process as reported before [7]. The 

refractive carbide materials used here produce multilayer structures that are extremely thermally stable and retain their 

period when heated up to temperatures of 800ºC [6]. A high aspect ratio of the period of the finest layer to the thickness 

of the lens (in the direction of beam transmission) is needed to achieve high diffraction efficiency. An aspect ratio of 

several thousand is needed in x-ray regime above about 10 keV.  Such high aspect ratio structures can easily be achieved 
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when slicing an MLL from the deposited structure. Diffraction efficiencies above 80% were achieved for energies of 17-

20 keV [23] and even higher efficiencies can be reached at higher energies. To obtain high efficiency over the entire lens, 

it is critical that each layer is also correctly tilted to satisfy Bragg’s law in each position along the lens. We developed a 

simple method to achieve this wedging of the layers by affixing a straight-edged mask at a pre-selected height above the 

substrate and spinning it together with the substrate during the deposition process [24]. A desired thickness profile is then 

formed in the penumbra of the mask. Because it takes a very long time to deposit such thick multilayers (~6 days to prepare 

105 µm thick multilayer) we maximized the deposition output by utilizing two masks placed at different heights. 

Consequently, we could prepare lenses optimized for the same energy but of two different focal lengths during the same 

deposition run. After the deposition was finished the multilayer thickness profiles were determined by making “depth 

soundings” of the structure at a number of positions using a focused ion beam (FIB) [24]. This was used to identify the 

positions where layer spacing and layer tilt curvature matched the design. MLLs were cut using a FIB. This took several 

days per MLL due to their large thickness. Final extraction and transfer of each MLL was performed with a 

nanomanipulator (Omniprobe®). Each MLL was attached to the corner of a 100 μm thick diamond wafer, welded on the 

side with two Pt dots (by electron-induced deposition) and finally thinned using the ion beam to an optical thickness that 

would give the optimal diffraction efficiency. 

Experiments reported here were performed at the MID instrument [25] of European XFEL during experimental runs 2200 

(April 2019) and 2543 (October 2019) at 8.9 keV and 10.1 keV photon energies, respectively. MLLs optimized for these 

two energies were designed to focus x-rays in ideal case (unaberrated lenses) to 15 nm with focal lengths of 6 and 7 mm. 

Since an MLL deposited on a flat substrate focuses x-rays only in one direction, two MLLs positioned orthogonal to each 

other, are needed to achieve a 2D focusing. Precise alignment, including astigmatism correction [26], was achieved by 

mounting each lens on a separate hexapod with six degrees of freedom. Focusing was achieved with a pair of MLLs 

optimized for the same energy with two different focal lengths. The multilayer, from which these MLLs were prepared, 

was deposited starting with the thinnest and ending with the thickest layers. This took advantage of the smooth substrate. 

Such a structure diffracts x-rays away from the plane of the substrate. This off-axis design simplifies separating and 

blocking the direct beam and the two diffracted beams coming from horizontal and vertical lenses.  

Figure 1. Schematic of the experimental setup showing the major components. The image below the MLLs shows horizonal 

and vertical focusing MLLs under Bragg condition (black) when illuminated by XFEL beam as seen with x-ray eye detector 

placed downstream the lenses. 

Experimental setup 

The approximate dimensions of the MLLs were 100 μm (height) x 125 μm (width) x 4.5 μm (optical thickness). Such large 

MLLs are needed to capture the largest possible part of highly coherent XFEL beam, without having to pre-focus it to 

Proc. of SPIE Vol. 11886  118860M-3
Downloaded From: https://www.spiedigitallibrary.org/conference-proceedings-of-spie on 25 Aug 2021
Terms of Use: https://www.spiedigitallibrary.org/terms-of-use



damaging intensities.  In the 2200 experimental run we worked with 8.9 keV x-rays and the beam was collimated and 

slightly pre-focused (~ 300 x 300 µm2) using only one set of CRLs. Additional beam size reduction and removal of stray 

scattering and tails of the beam was accomplished with a set of slits. Nevertheless, the slitted beam over-filled the MLLs 

thus causing the beam to illuminate not only the lenses but also their supporting structures. Due to beam pointing 

instabilities and problems with data acquisition, measurements and data analysis were very difficult. In our second 

campaign (experimental run 2543) we worked with 10.1 keV x-rays. The XFEL beam was collimated and pre-focused 

with two sets of CRLs. The beam illuminating MLLs was at least three times more intense as compared to experimental 

run 2200 and an additional pinhole was placed upstream from MLLs (Fig. 1).  The x-ray beam path at the MID beamline 

was in vacuum except in the region surrounding our equipment, of about 1.2 m length. This region included an upstream 

pinhole, the set of two MLLs, a sample, removable x-ray eye detector and optical microscope, and a beam stop. 

During the initial alignment procedure, the intensity of the XFEL beam was attenuated by several orders of magnitude. An 

x-ray eye detector was placed along the beam path behind the MLLs. An MLL lens in the beam path will transmit most of

the incident x-rays since it is only about 4.5 µm thick. However, once it is tilted to the Bragg angle it becomes completely

black because it efficiently diffracts most of the x-rays away from the optical axis. This is the case for both lenses in Fig.

1. In this image the lenses are still far apart from each other. During alignment, they are overlapped as visualized with the

x-ray eye detector, to ensure that the x-rays diffracting from the first lens fall on the second, orthogonally placed lens. As

an alignment sample we used a structure made out of gold using optical lithography. It consisted of a 400 nm thick gold

dot (8 m diameter) surrounded by five 4 m wide concentric rings, with increasing diameter. This structure was printed

directly on a 200 m diamond wafer and placed close to the focal plane. It was placed downstream of the MLL focus so

that a highly magnified image of this structure was projected on the AGIPD (Adaptive Gain Integrating Pixel Detector)

[27] detector. AGIPD is  high dynamic range pixel array detector with a 4.5 MHz frame rate.The projection image was

used to fine tune the alignment, correct the astigmatism (observable as a different magnification of the image in the

horizontal and vertical directions) and to determine the focal plane. The AGIPD detector was 4 m away from the interaction

(focus) region. It was under vacuum and the flight path was extended in front of the detector, starting at about 80 cm from

the focal plane with an entrance aperture by an off-axis 40 mm diameter, ~770 µm thick, water cooled, diamond window.

In addition to the beam stop that blocked the direct and the single first order diffracted beams, a 300 µm thick Si was

mounted directly on the diamond window to attenuate focused beam being accepted by AGIPD detector.

3. RESULTS AND DISCUSSION

Optics characterization and results 

The wavefronts of the MLLs used in this experiment were pre-characterized using ptychographic x-ray speckle tracking 

(PXST). More details about the theory [28], experimental application [29] and a software code [30] for PXST can be found 

elsewhere. The method relies upon the ability to nicely visualize aberrations of the lens by making a projection image of 

a small sample placed just slightly outside the focus. This is a simple way to form magnified high-resolution images. In 

order to accurately map out any wavefront distortions of the beam illuminating the sample, the sample should have many 

small features. The sample is scanned around while magnified holographic images are collected on the detector. The image 

of the whole sample can then be formed by stitching together many such illuminated patches. However, if the lenses are 

not perfect (the wavefront not being a perfect sphere) distortions in the image are revealed when images do not perfectly 

overlap when these small patches are stitched together. So, when we construct the stitched image, we have to “undistort” 

each projected image so that they match up in the overlapping regions. This is just ptychography, but now applied in a 

geometric sense, rather than through diffraction.  This map of the distortions represents the phase gradient, which after 

integration gives us the wavefront map of the lens. The focus size and distribution can be extracted once we perform a 

Fourier transform of the lens wavefront map and backpropagate the wavefront to the focal plane. We found that the phase 

of two orthogonally placed MLLs is separable [7] and the phase of each lens is similar to the other, which is to be expected 

since the lenses were prepared the same way. Based on our PXST characterization [28,29,30] the achieved focus in the 

focal plane was 26 nm. Our estimation of the intensity in the focus is 3.4 x 1018 W/cm2. 

Lens performance under pulse trains 

Here we show the performance of one set of lenses that we were testing by increasing the intensity of the incoming x-ray 

beam and the number of pulses per train at a pulse energy of ~1.1 mJ.  The frequency of pulse trains was 10 Hz, and the 
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pulses within a train were separated by either 0.9 µs or 3.5 µs. After the MLLs were aligned they were used with single 

pulse trains and 92% beamline transmission for 6 hours. Apart from beam-pointing instability no problems were 

observed.  In one study we performed a series of runs in which the number of pulses per train were increased from 1 to 2, 

3, 4, 5, 6, 7, 10, 20 and 30 pulses per train, all with a pulse separation of 3.5 µs. The increase in the number of pulses per 

train was accompanied with an increase of x-ray intensity (transmission) from 9% to 92% at 5 pulses per train to a final 

working condition of 30 pulses per train and 23.5% transmission. At this condition we saw that the diffraction efficiency 

of the MLLs changed over the course of a pulse train, and that this variation was reproducible from train to train. Figures 

2 and 3 show snapshots of how the magnified pupil of the MLLs, as seen on AGIPD detector, changed as a function of the 

pulse number within a train, for two different runs with the MLLs realigned in between. The two horizontal dark lines seen 

in each image are the gaps between detector chips on the AGIPD. The runs consisted of 1000 trains, each with 30 pulses 

for a total of 30000 recorded frames. Figures 2 and 3 show ten images and twelve images of the pupil, respectively. The 

time sequence of images in both figures goes from left to right and top to bottom. The pupil is uniformly illuminated at the 

start in Figure 2 (start of one train), showing that the lenses were at the correct orientation to fulfill the Bragg condition for 

all points in the lens. However, the last few images in Figure 2 show a reduction of intensity in the bottom right-hand side 

of the pupil. The observed reduction is similar to patterns observed when the lenses are not properly aligned, and we 

speculated that this was caused by a small rotation of the lens, induced by the X-ray pulses in a train and returning to the 

original alignment by the start of the next train. To test this hypothesis, we changed the tilt of the lenses in such a way to 

observe an improvement of the diffraction efficiency during the course of the train. In Figure 3, at the start of the train the 

lenses seem to be out of the Bragg condition and become better aligned by the end of the train (last images). Due to the 

problems with gain switching on the detector the highest intensity parts are saturated (5th, 8th, 9th, 10th, 11th and 12th images). 

Final run was done with 30 pulse trains and at 46.5% transmission. In this case the lens diffraction efficiency slowly drifted 

such that by the end of the 1000 trains no diffraction could be seen on the detector. Thus, we feared that both lenses were 

destroyed. However, this was not the case. We could verify that both lenses were still there with the x-ray eye detector but 

no longer in the Bragg condition. After re-aligning them we saw that they were still diffracting. 

After the experiment we examined both lenses with SEM and compared them with images taken before the experiment. 

One of these lenses before and after the experiment is displayed in Figure 4. No obvious changes could be seen in these 

SEM images. Later measurements of the diffraction of these lenses also did not show any change.  

Figure 2. Images of the pupil (few snapshots) as a function of time along one train with 30 pulses and 23.5% transmission. 

The sequence of images with time goes from left to right and top to bottom. Ideal image should show uniformly illuminated 

square with two horizontal dark bars. Horizontal bars are gaps between the detector tiles. 

In another test at even higher beamline transmission during experimental run 2543, we found that the upstream lens broke 

off its mount. One explanation for this and the wobbling of the lenses over the course of the pulse train is that the heat, 

caused by x-ray absorption of the lens, cannot be dissipated quickly enough.  Although the lens appears to be thermally 
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very stable the large heat gradients cause a tilt of the lens, and most probably a bending at the points at which they are 

attached to the diamond mount. There they were connected only via very small Pt welding dots (as indicated in Figure 4). 

This way of mounting the MLLs was used in synchrotron setups with no problems for many years. The conditions at 

XFELs are obviously much more demanding, and must be addressed to be able to prevent lens wobbling so that they can 

be used at high intensity for all pulses in a train. We demonstrated that the MLLs can focus, image and survive in European 

XFEL beam even at very high intensities. However, small welding spots connecting the MLLs to the diamond substrate 

proved to be the bottleneck for fast enough heat dissipation. We are currently pursuing new, more robust ways of mounting 

MLLs, which would keep them stable and under Bragg condition even at full beam intensity.  

Figure 3. Images of the pupil (few snapshots) as a function of time along another (later) train with 30 pulses and 23.5% 

transmission. The sequence of images with time goes from left to right and top to bottom. Ideal image should show 

uniformly illuminated square with two horizontal dark bars. Horizontal bars are gaps between the detector tiles. 

Figure 4. SEM image of one of the MLLs before (a) and after (b) XFEL experiment. An MLL attached to the Si substrate is 

affixed with platinum to the diamond substrate only in two locations as indicated by arrows. The size of the yellow scale bar 

is 50 µm. 
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ABSTRACT 

We report on the development and implementation of a diagnostic for the temporal characterization of seeded XUV laser 
pulses, based on laser-dressed photoionization in the sideband regime, using a home-made velocity map-imaging 
spectrometer as the central element. The diagnostic was recently tested at the LASERIX facility with the seeded Ne-like 
titanium laser at 38 eV as the XUV source, overlapped with an infrared pulse of variable duration and intensity.  

Keywords: seeded XUV-laser, photoelectron spectroscopy, temporal characterization, laser-dressed photoionization, 
sidebands. 

1. INTRODUCTION
Plasma-based XUV lasers operated in the seeded mode1 have led to significant improvements of their beam properties, in 
particular in terms of coherence or wavefront. On the other hand numerical simulations suggest that a better control of 
the seeding conditions is a promising way to achieve ultra-short, ultra-intense amplified pulses, below the picosecond 
timescale limit imposed by the amplifier spectral width2. Progress towards this goal requires that reliable temporal 
diagnostics, able to characterize the XUV pulse temporal profile with femtosecond resolution, possibly in a single-shot, 
become available. The development of such temporal diagnostics is also a current challenge for other high-brightness, 
ultrashort XUV sources, namely free-electron lasers3 and high-order harmonics generated from gas or from plasma 
mirrors4.  

Among the different methods which have been proposed or tested, those based on the photoionization of atoms in a gas 
by the XUV pulse in the presence of a laser-dressing field, have become the most extensively explored. In the presence 
of the dressing field the distribution of kinetic energy of the released photoelectrons is modulated in a way that is 
controlled, in particular, by the relative magnitude of the dressing field period Td with respect to the duration tXUV of the 
XUV pulse5. If tXUV << Td the photoline induced by the XUV photons is either shifted or broadened (streaked), 
depending on the relative timing between the XUV pulse and the temporal phase of the dressing field. Temporal 
information about the XUV pulse can be retrieved in a single-shot from the streaked spectrum. The streaking technique 
has been successfully demonstrated with XUV free-electron lasers, using a THz dressing pulse6. If tXUV >> Td satellite 
peaks called sidebands appear on each side of the main photoline, when the XUV pulse and the dressing pulse are 
overlapped in time. Each sideband corresponds to the absorption or stimulated emission of one or more dressing photons 
and is separated from the next one by exactly the dressing photon energy. By measuring the variation of the sidebands 
intensity while varying the delay between the XUV pulse and the dressing pulse, a cross-correlation signal is obtained 
from which the temporal profile of the XUV pulse can be retrieved, if the profile of the dressing pulse is known. The 
sideband technique has been used to measure the duration of XUV7 and X-ray8 free-electron laser (XFEL) pulses, as well 
as of high-order harmonic (HH) radiation generated from gas9, using an infrared (IR) dressing field in the femtosecond 
range. The generation of sidebands is also at the heart of more elaborate techniques such as RABBIT10, or FROG-
CRAB11, with which temporal characterization in the attosecond range has been demonstrated.  

The main goal of our work is to implement the technique of laser-dressed photoionization in both the sideband (IR 
dressing) and the streaking (THz dressing) regimes, for the temporal characterization of seeded XUV lasers. A home-
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made Velocity-Map-Imaging Spectrometer (VMIS), which provides photoelectron spectra with angular resolution, is the 
central element of the diagnostic12.  

In this paper we report on the current progress in the development of our project. We have recently performed an 
experiment at the LASERIX facility (Université Paris-Saclay, France), aimed to characterize the temporal profile of a 
seeded Ne-like Ti XUV laser emitting at 32.6 nm13, using the laser-dressed photoionization technique in the sideband 
regime with an IR dressing pulse. A measurement of the pulse duration of the seeded Ne-like Ti XUV laser was 
previously reported by Wang et al.14 several years ago, using an ultrafast X-ray streak camera. After deconvolution from 
the measured instrumental resolution of 1.5 ps, a pulse duration of 1.1 +/-0.47 ps was inferred. Compared to streak 
cameras, the laser-dressed photoionization technique has the potential to provide a better temporal resolution (of the 
order of the duration of the dressing pulse, ~100 fs), a higher dynamic range (strongly limited by space-charge effects in 
the case of streak cameras) and to allow the determination of the absolute timing between the HH seed and the amplified 
output pulse. To the best of our knowledge no implementation of this technique with plasma-based XUV lasers has been 
reported in the literature until now. The specific features of these sources in comparison with XFELs or HH lead to 
additional challenges in the experimental implementation, as discussed at the end of in this paper. 

In section 2 we recall the principle of the measurement and we present numerical simulations of the dressed 
photoelectron spectra, using a model based on the Strong Field Approximation (SFA)15. In section 3 we describe the 
experimental setup, which was implemented at LASERIX to ensure the temporal and spatial overlap of the XUV laser 
beam and the IR dressing beam in the interaction zone of the VMIS. In section 4 we present a preliminary analysis of our 
experimental data, showing the effect of the dressing field at a particular IR-XUV delay. Conclusions and directions for 
future work are summarized in section 5. 

2. EXPERIMENTAL METHOD AND NUMERICAL SIMULATIONS
For the purpose of our project we have built a custom velocity-map imaging spectrometer12, with a thick-lens 
configuration including 11 electrodes, following the design proposed by Kling et al.16. The principle of the VMI 
spectrometer consists in projecting with an intense electrostatic field the expanding sphere of photoelectrons, produced 
by the interaction of the XUV beam with a target gas, onto a position-sensitive detector: a microchannel plate coupled to 
a phosphor screen, then imaged on a CCD camera. Following image processing with an Abel-inversion procedure, the 
detected spectrum gives access to the distribution of kinetic energy of the photoelectrons with an angular resolution 
around the symmetry axis (polarization axis or beam propagation axis).  

The left image in Fig. 1.a shows a calculated VMI spectrum, in which the photoline induced by XUV laser photons at 38 
eV in argon (Ip = 15.76 eV, including both 3p1/2 and 3p3/2 components) appears as a circle. The radius of the circle is 
given by the modulus of the photoelectron momentum |𝑝| = %𝑝!" + 𝑝#" = %2𝑚$ . 𝐸%, where me is the electron mass and 
Ec = hn – Ip is the kinetic energy of the photoelectron released from an atom with ionization potential Ip by photons of 
energy hn. The spectrum can be transformed to a polar representation shown in the right image of Fig. 1.a, where the 
vertical axis is the angle q. Figure 1.b shows the angularly integrated spectrum. 

Figure 1. (a) Simulated photoelectron angular distribution, showing the single photoline corresponding to 5p ionization in 
argon with 38eV photons. Left: cartesian plot. Right: polar plot. (b) Angularly integrated spectrum showing the main 
photoline. 
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Figure 2 shows how the angular distribution of photoelectrons is modulated when an IR dressing pulse is synchronized in 
time and overlapped in space with the XUV ionizing pulse. The numerical simulations were performed using a model 
based on the Strong Field Approximation15. The IR pulse, with a focused intensity of 2.1012 W/cm2, is linearly polarized 
with its polarization axis parallel to the vertical py direction. Up to four sideband peaks are visible on each side of the 
photoline, corresponding to the simultaneous absorption or stimulated emission of up to 4 IR photons. The sideband 
signal is maximum along the direction of polarization and is totally absent in the perpendicular direction. Figure 2.b 
shows the angularly integrated spectrum, in which four sideband peaks are apparent. It is important to note, by 
comparing Fig. 1.b and Fig. 2.b (while noticing that their vertical scale are different), that the presence of the sideband 
peaks leads to a corresponding depletion of the main photoline intensity, since the number of photoelectrons remains 
constant. 

Figure 2. (a) Simulated photoelectron angular distribution, showing the sideband structures induced by an IR dressing pulse, 
synchronized with the XUV ionizing pulse, with intensity 2.1012 W/cm2 and linear polarization in the vertical (py) direction. 
Left: cartesian plot. Right: polar plot. (b) Angularly integrated spectrum showing the sideband peaks on each side of the 
main photoline. 

Figure 2.a illustrates the potential benefit of using a VMI spectrometer for our temporal diagnostic, rather than a 
magnetic bottle or a time-of-flight spectrometer, with which the potentially rich information contained in the angular 
distribution of the photoelectrons is not accessible. A magnetic bottle spectrometer would lead to an angularly integrated 
spectrum, such as shown in Fig. 2.b. On the other hand a time-of-flight spectrometer would only detect a small portion (a 
few degrees) of the full angular distribution, at a given angle.  

The number of sidebands and their relative intensity with respect to the main photoline are controlled by several 
parameters, among which the intensity of the IR dressing pulse, as well as its temporal delay and its duration relative to 
the XUV photoionizing pulse. Until now, the knowledge about the detailed temporal structure of seeded XUV lasers is 
provided by numerical simulations, based on a Maxwell-Bloch description of the amplified intensity2. Figure 3 shows an 
example of such a calculated profile. It is typically composed of three components with distinct timescales. The seeded 
amplified pulse follows the (unamplified) HH seed by a delay of the order of the dipole relaxation time td (~1 ps)17. The 
pulse then exhibits few ultrashort (~100 fs) oscillatory structures related to Rabi oscillations of the two atomic states 
interacting coherently with the resonant electromagnetic field. This oscillatory part is followed by a coherent wake with a 
timescale of the order of td. The overall seeded amplified pulse is surrounded by a longer ASE background, with a 
duration, related to the gain lifetime, typically of the order of 5-10 ps. This ASE background pulse is difficult to avoid in 
seeded XUV lasers, while its level should be kept as small as possible in our measurement.  

Figure 3. Calculated temporal structure of a seeded XUV laser, showing 3 components with different timescales (see text). 
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For the numerical simulations of photoelectron spectra presented above the XUV ionizing pulse (hn = 38 eV) was 
modeled by a short 30 fs Gaussian pulse representing the coherent seeded part, surrounded by a broader 300fs Gaussian 
pulse, representing the ASE background, with a 1:1 energy repartition in each pulse. The duration of the IR (l = 800 nm) 
dressing pulse was 15 fs. Durations shorter than the actual ones were used in order to reduce the computing time in our 
calculations. The simulation results presented here should thus be mainly considered as a support for a qualitative 
discussion.  

Figure 4.a shows a spectrogram, i.e. the variation of the dressed photoelectron spectrum along the direction of 
polarization (i.e q = 0° and 180° in Fig 2.a), when changing the delay between the XUV pulse and the IR pulse (same 
parameters as above) from -150 fs to +150 fs. The 15 fs IR pulse overlaps the 30fs XUV peak at zero delay. The number 
and intensity of the sidebands decrease on both sides of the zero delay, as the overlap between the XUV and dressing 
pulses decreases. Figure 4.b shows that by adding the intensity of all apparent sidebands for each delay, the resulting 
cross-correlation signal is close to the input XUV pulse profile.  

Figure 4. (a) Calculated spectrogram showing the evolution of the dressed photoelectron spectrum along the IR polarization 
direction, while varying the delay between the XUV and the IR dressing pulse by steps of 15 fs. (b) Integrated intensity of 
sidebands signal for the successive delay steps (red circles) compared to the input pulse profile (blue). 

3. EXPERIMENTAL SET-UP
The experiment was carried out at the LASERIX facility, hosted at IJC-Lab, Université Paris-Saclay. Figure 5 shows the 
experimental setup. The seeded XUV laser beam (in pink) was generated in the grazing-incidence, transient pumping 
scheme by focusing on a titanium slab target (length 3mm) a sequence of 2 laser pulses: a 10ns, 400 mJ pulse generated 
from a frequency-doubled Q-switched Nd YAG laser (l = 532 nm), followed after a delay of 4 ns by a 4 ps, 1.2 J pulse 
generated from a Ti:Sa laser (l = 815 nm). The second pulse is focused on the target by a 500 mm spherical mirror used 
off-axis, leading to a grazing incidence pumping angle of 22° at the target. For seeded operation using H25, the HH seed 
pulse is generated by focusing an auxiliary 40 fs, 4 mJ infrared beam of in a 10 mm long Argon filled gas-cell. A more 
detailed description of the experimental conditions of the source is given in Ref. [17].  

The XUV laser beam was transported and focused at the position of interaction in the VMIS using a 500 mm spherical 
multilayer (Mo:Si) mirror followed by a multilayer planar mirror, both used at near-normal incidence. The position of 
the spherical mirror was adjusted so as to produce a ~10x magnified image of the XUV laser source to the center of the 
VMIS positioned at a distance of 5 m. The IR dressing beam (in orange) was focused at the same position with a f = 3m 
spherical silica lens and reflected with a 45° mirror to follow the path of the XUV beam with a small (~8 mrad) angle. A 
variable aperture placed in front of the lens was used to adjust the energy/intensity of the dressing pulse.  

The precise superposition in space and overlap in time of the XUV pulse and the IR dressing pulse are critical 
requirements of the experiment. The spatial superposition was controlled with a ~30µm accuracy by sending both beams 
with a retractable mirror to an XUV CCD positioned at the same pathlength than the VMIS interaction zone (see Fig. 5). 
This camera was also used to determine the size of the focal spots in the VMIs interaction zone: typically 300µmx500µm 
for the XUV beam, and ~600µm diameter for the IR dressing beam. The temporal overlap was adjusted by observing 
interference fringes between the IR dressing pulse and the IR pulse used for the generation of the HH seed. These 
interference fringes were observed on a CCD camera placed along the propagation axis at the exit of the VMIS. From 
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this position of temporal overlap, corresponding to delay ∆td = 0, the time of arrival of the dressing pulse in the VMIS 
interaction zone was varied with a delay line. During the experiment the duration of the dressing pulse was varied 
between 50 fs (optimal compression) and 1 ps by changing the distance between the gratings of the compressor 
positioned before the delay line in the IR beam path.  

Figure 5. Experimental setup showing the seeded XUV laser generation chamber (right), as well as the XUV and IR 
beamlines used to transport and focus the beams to the VMI spectrometer (left). Additional diagnostics were implemented in 
order to control the spatial superposition and temporal overlap of the two pulses in the interaction region (see text). 

As the generation of sidebands is also strongly dependent on the dressing intensity in the interaction region, several 
independent diagnostics were used to measure this parameter, as a function of the diameter of the beam (controlled with 
the variable aperture). In particular, we used the VMIS in the ion spatial mode, which allows to obtain a spatially 
resolved image of the ions produced in the interaction zone on the detector. By varying the diameter of the beam aperture 
we were able to assess the level of intensity above which ions were actually produced by the IR beam alone, as a result 
of multiphoton above-threshold-ionization (ATI) processes. Such ATI processes require a focused intensity of the order 
of18 1013 W/cm2. Figure 6 shows typical images obtained while increasing the diameter of the IR beam aperture. In each 
case the pulse energy was measured with a joulemeter and the size of the focal spot was inferred from the image taken 
with the XUV CCD. One can see that the trace of ATI processes appears at the position of the argon gas jet (which is 
also the position of beam focus) when the focused intensity reaches 1.9 1013 W/cm2. For a larger intensity (bottom 
image) a weaker trace of ATI processes is also observed along the beam path, as the intensity is large enough to induce 
ATI in the residual gas close to the focus position. For the dressing measurements presented in section 4, the focused IR 
intensity was reduced to below 1013 W/cm2. 

Figure 6. Spatial imaging of the argon ions produced in the VMIS by the dressing IR beam alone. The presence of ions at 
the position of the argon gas jet indicates that the focused intensity is large enough to induce multiphoton ATI processes. 

4. PRELIMINARY RESULTS
During the experiment, carried out in November-December 2020, series of VMIS images were taken while varying 
several parameters of the IR dressing pulse: intensity, duration, and delay with respect to the time of HH injection. The 
data are still under analysis. In this section we show the first results of a preliminary analysis of the series of images 
taken for a duration of the dressing pulse enlarged to 900 fs. Such a long dressing pulse was used to increase the 

Proc. of SPIE Vol. 11886  118860N-5
Downloaded From: https://www.spiedigitallibrary.org/conference-proceedings-of-spie on 25 Aug 2021
Terms of Use: https://www.spiedigitallibrary.org/terms-of-use



proportion of photoelectrons, which could “see” the dressing field, over those released before and after the dressing pulse 
over the duration of the ASE background. Other series were taken with shorter IR pulse durations, and at different 
dressing intensities.  

Figure 7 (left) presents a raw photoelectron spectrum obtained from the VMIS, which shows a single photoline at Ec = 
22.24 eV, corresponding to the 3p ionization of argon by the seeded XUV laser photons at 38 eV. The image is an 
average of ten individual images, each one being obtained from the accumulation of ten laser shots. For these shots, the 
dressing pulse was also present in the interaction zone with an intensity of 2.4 1012 W/cm2. In the center of Fig. 7, the 
same image is shown in a polar representation. As already explained in section 2, the effect of the laser dressing pulse is 
expected to be maximal along the polarization axis, i.e. at q = 0° and 180°. The right image in Fig. 7 shows lineouts of 
the signal taken along the horizontal direction at q = 180° for two different values of the XUV-IR delay (∆td = 600 fs and 
900 fs). We remind that ∆td = 0 corresponds to the IR dressing pulse synchronized with the IR pulse that generates the 
HH seed, at the position of the interaction zone in the VMIS. A lineout corresponding to an averaged image obtained 
from shots with the XUV pulse only (no IR dressing pulse) is shown for comparison. For each lineout the signal was first 
normalized to the radius-averaged signal at q = +/-90° (i.e. in the direction perpendicular to the polarization axis). The 
black arrow indicates the position of the first sideband at Ec= 22.24 + 1.55 = 23.79 eV.  

Figure 7. Left: Raw photoelectron spectrum (average of 10 images, each one obtained by accumulating 10 shots) 
corresponding to the 5p ionization of argon by 38 eV photons. The red arrow indicates the direction of polarization of the IR 
dressing pulse (duration 900 fs, intensity 2.6 1012 W/cm2). Center: Same spectrum in polar representation. Right: Lineouts of 
the signal at q = 180° (as shown by the yellow dotted line in the center image) for two different XUV-IR delays ∆td and for 

the case without IR dressing pulse. The black vertical arrow indicates the position of the first sideband peak at Ec= 23.79 eV. 

One can see that for the two delays shown, the signal with the IR dressing pulse is slightly higher at this position and 
correlatively weaker at the position of the main photoline. The resolution of the VMIS is not sufficient to fully resolve 
the sideband peak, so the sideband peaks is blended with the main photoline. A similar wing feature is also observed for 
lineouts taken at q = 180°. We believe that this feature is related to the effect of IR dressing. The fact that this effect is 
observed for ∆td = 600 fs and 900 fs and not at shorter or longer delays would be consistent with the delay between the 
HH seed and the amplified coherent pulse predicted from the simulations (see Figure 3). Again we emphasize that these 
results are still preliminary and have to be confirmed by a more complete treatment/analysis of the series of experimental 
data. The angular resolution in the experimental data provide more robustness in the reliability of their interpretation, as 
any effect of the IR laser dressing pulse should be observed in a similar way along the IR polarization axis (q = 0°, 
180°), while being absent in the perpendicular direction (q = +/-90°). 

5. CONCLUSION
In conclusion, we have reported on the first implementation of a velocity-map imaging spectrometer to characterize the 
temporal structure of a seeded XUV laser using the technique of laser-dressed photoionization in the sideband regime. 
This technique was already demonstrated with other ultrashort XUV sources, namely gas high-order harmonics and 
XUV free-electron lasers. The principle of the method was investigated using numerical simulations in the strong field 
approximation. The experimental implementation of the diagnostic with seeded XUV lasers is found to be challenging, 
because the observation of the sideband peaks induced by the IR dressing pulse is partially hindered by several source 
features, in particular the presence of a long ASE background pulse, or the contribution of incoherent thermal plasma 
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emission. A preliminary analysis of the experimental data recently obtained at the LASERIX facility suggests that the 
effect of the dressing pulse is observed in the photoelectron spectra at specific delays between the XUV pulse and the IR 
dressing pulse. A more detailed and complete treatment of the series of data is in progress. 
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ABSTRACT 

We demonstrate single-shot Fourier transform holography with a 7 µm diameter field of view and picosecond time 
resolution using a highly coherent ~5 ps pulse duration tabletop Ni-like molybdenum soft X-ray laser at 18.9 nm 
wavelength. The essentially full spatial coherence soft X-ray source with close to diffraction-limited divergence was 
implemented utilizing a dual-plasma amplifier scheme. The high flux illumination of ~ 2×1011 photons per pulse was split 
using a Fresnel zone plate to generate the object and reference beams creating high contrast Fourier transform holograms. 
The final image was numerically reconstructed by 2D Fourier transform. A minimum half-pitch spatial resolution of 62 
nm was obtained.  

Keywords: Holography, X-ray lasers, X-ray imaging, nanotechnology 

1. INTRODUCTION
Disciplines with high societal impact like material science, biology, medicine etc. relies on sophisticated imaging 
techniques for regular diagnostics and research.  In fact, the significant advances in high resolution imaging produced in 
the last decades had potentiated several aspects of these disciplines and opened new fields like for example those associated 
with nanotechnology.  To reach nanoscale spatial resolutions it is customary to utilize charged particles beams in electron 
and ion microscopes that are capable to produce astonishing high-resolution images reaching even the molecular scale.  
However, the utilization of charged particles sometimes makes this method unsuitable for some applications due to the 
interaction of the charged particles with the sample. 

Utilization of photons can overcome this limitation, offering also the possibility of ultrafast time resolution. Optical 
microscopy is directly associated with the advancement of science in the last centuries, and nowadays it is customary to 
use microscopes in almost all scientific disciplines.  In the optical realm, the achievable spatial resolution is directly 
proportional to the wavelength of the illumination.  Thus, one strategy to improve the resolution is to reduce the wavelength 
of the illumination and improve the resolution proportionally.  A particular spectral range well suited to image 
nanostructures is the extreme ultraviolet (EUV) and soft x-ray (SXR) region.  In this spectral range, there are available 
several accelerator-based national facilities1–4, as well as by more compact sources 5–10 capable to deliver enough photon 
flux to attempt high resolution images on nanoscale specimens efficiently. In particular, as discussed below, soft x-ray 
lasers produce a large number of photons in a single pulse of picosecond duration allowing for ultrafast single-shot imaging 
of dynamic phenomena in the nanoscale. 

The availability of these short wavelength sources motivated extensive work developing full field microscopes using zone 
plate (ZP) lenses. Of particular impact are the microscopes implemented with compact plasmas-based discharge 
pumped11,12 and laser-pumped13–15 EUV/SXR lasers, that achieved resolutions down to 38 nm resolution in transmission 
mode15 and 55 nm in reflection mode14. Also, stroboscopic imaging of oscillating magnetic probes in the EUV using ZPs 
was demonstrated with ~ 1ns temporal resolution and 54 nm spatial resolution using a 46.9 nm capillary discharge laser16. 
Instead of using ZP optics, an alternative approach very well adapter to the EUV is to eliminate optical components all 
together and measure the far field diffraction pattern of the object. This is the approach of Fourier transform holography 
(FTH)17 and coherent diffractive imaging (CDI)18. However, the absence of optics that gather the light into the image plane 
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imposes for these approaches the challenge to obtain enough flux to be able to record single-shot images with high spatial 
and temporal resolution12,16,19–24. 

The FTH hologram is recorded as the interference between the diffracted wave by the object and a point source reference 
wave. The image is then numerically reconstructed simply via a 2D Fast Fourier Transformation (FFT) of the hologram, 
making FTH an ideal method for high-resolution real-time imaging.  In FTH there are several factors that determine the 
spatial resolution and the field of view (FOV). In the reconstruction process, the image is obtained as the convolution of 
the object and the point source reference beams.  As such, the resolution in the reconstructed image depends on the size of 
the reference beam, this is how close the reference source is to a delta function-like reference. 

Requiring small size refence beam, imposes the immediate challenge in the fabrication technique to create a small pinhole 
aperture. In turn, a small pinhole restricts dramatically the intensity of the reference beam, producing interference fringes 
with very poor visibility if the object and reference beams have very dissimilar intensities. As a consequence, the low flux 
requires a long exposure time to increase the hologram signal-to-noise ratio (SNR). Anyway, there are some clever means 
to partially overcome this inconvenience. An alternative setup to improve the SNR is utilizing multiple reference sources, 
to extend the detection limit25. Replacing the reference pinhole with a uniformly redundant array also showed improvement 
in the resolutions to 44 nm26. On the other hand, to image a large object it is necessary to have a large FOV, which generates 
high spatial frequency fringes. Consequently, the numerical aperture and the detector’s pixel size limit the maximum 
spatial frequency that can be recorded and therefore sets a limit on the spatial resolution. Extended FOV FTH spanning 
180 μm has been demonstrated by applying spatial multiplexing using a filtered soft X-ray beam originating from an 
undulator source27. Such full-field of view imaging needs long exposure time and/or a large photon flux that is only 
achievable at synchrotrons and Free-Electron Lasers (FELs)28. 

Table-top EUV coherent sources have the unique advantage to enable a more readily access to experiments, as compared 
with large EUV time-shared facilities. The successful demonstration of an X-ray nanoscale imaging with high spatial and 
temporal resolution in a large FOV at table-top scale undoubtedly will provide an attractive tool that can have a significant 
impact. Such compact table-top system could use sources that include high harmonic generation (HHG) and plasma-based 
SXR lasers.  

With HHG CDI has been successfully demonstrated at table-top scale29,30 with a best resolution of 22 nm31, but in a single 
shot a resolution of 119 nm was reported [20]. FTH using a HHG source also been demonstrated with a resolution of 53 
nm32. However, the limited photon flux per-pulse of HHG sources requires long exposure times. For the same reason, the 
imaged area was limited to less than 9 square micrometers. Recently by increasing HHG repetition rate to 100 kHz, a half-
pitch resolution of 34 nm was obtained with a reduced exposure time of tens of seconds. In this case, the imaged object 
area was only 0.075 μm2.33  

Plasma-based SXR lasers provide a much larger number, ~1011, photons per-pulse, which in principle is a clear advantage 
over HHG sources for high temporal resolution (single-shot) FTH recording. SXR and EUV holograms have a very prolific 
history. The first hologram obtained with a plasma based SXR laser was a Gabor hologram34 more than 30 years ago. More 
recently a resolution of 87 nm has been obtained using a FTH setup with a FOV of 9 μm2.35 Using an EUV capillary 
discharge laser source operating at 46.9 nm wavelength a spatial resolution of 169 nm was obtained in a single laser pulse 
with temporal resolution of ≈1ns 21,36. Single-shot CDI with 180 nm resolution using an 18.9 nm Ni-like Mo SXR laser 
was also reported 37.  

In this work, we implemented a single-shot picosecond resolution FTH using a setup that a custom-made ZP with a central 
aperture that plays the role of a beam splitter, similar to the experimental setup used with a synchrotron source17.  The ZP 
generates both the point source for the reference source (third order focus) and the illuminating (central opening) beams. 
In contrast to FTH in which a pinhole produces a reference beam, this geometry increases by orders of magnitude the flux 
and therefore the area of the object that can be recorded by equalizing the intensities of the object and reference beams. 
Moreover, by employing a dual-plasma amplifier laser scheme the spatial coherence and beam divergence of the SXR 
lasers source are dramatically improved. A large number of coherent photons were concentrated on the ZP area generating 
high contrast holograms which is essential for single-shot large FOV FTH. A half-pitch resolution of up to 62 nm was 
achieved with single-shot SXR laser illumination, yielding a temporal resolution of 5 ps. The area imaged was 38.5 μm2 
i.e. near an order of magnitude larger than formerly reported experiments with SXR lasers35 and more than 500 times the
area in experiments using HHG sources33.
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2. EXPERIMENTAL SETUP

The experiment was conducted at Colorado State University’s ALEPH laser facility. A high quality SXR coherent beam 
is essential to demonstrate the ideal of large FOV FTH in a single shot. To improve the spatial coherent of the SXR laser 
source the self-seeded dual-plasma configuration38 was employed. Particularly two spatially separated plasma columns 
were pumped by two sets of beams coming from same laser with adequate delay intervals. The small cross-section area of 
the second plasma gain region acts as a spatial filter that filtering only small fraction of the amplified spontaneous emission 
from the first plasma amplifier. This filtered fraction, about 20 μm in diameter, has good wavefront and spatial coherent 
is going to be further amplified. We chose Ni-like Mo SXR laser as the source. The generated dual-plasma self-seeded 
SXR laser beam has a near-diffraction limited beam divergence of 0.66 mrad and nearly full transverse coherent with up 
to ~ 2×1011 photons per pulse at λ=18.9 nm39. The pulse duration of this type of Ni-like collisionally excited grazing 
incidence plasma-based SXR lasers was measured to be ~5 ps using a streak camera40. This highly coherent bright SXR 
beam was directed by a flat gold coated mirror at grazing incidence to the FTH experiment. 

Figure 1 shows the Fourier holography experiment setup. Ni-like Mo SXR laser illuminates a custom-made condenser ZP 
with a central aperture that plays the role of a beam splitter generating both the point reference source (third order focus) 
and the illuminating (central opening) beams. The SXR laser beam passes through the central aperture of the ZP and 
illuminates the object located in a downstream plane. The ZP focuses the remaining part of the beam into a small pinhole 
located in the same plane of the object creating the FTH reference beam. Here the pinhole is designed to block other 
diffraction orders of the ZP, while the spatial resolution defined by the ZP focal spot size. The scattered beam from the 
object and the reference beam interfere in a CCD camera that records the hologram. The size of the object hole and its 
distance from the reference hole was selected to assure the interference fringes are resolved at the CCD and there is no 
superposition between autocorrelation and cross correlation in the FFT reconstruction. 

The use of a ZP can gather a larger number of photos of the illuminating beam and better equalize the intensity between 
the object and the reference beams, which in turn overcomes the object size limitations in the mask-based FTH. Another 
advantage is the ZP design can be optimized to generate a tens of nanometer diameter focal spot. In contrast to FTH in 
which a pinhole produces a reference beam, this geometry increases by orders of magnitude the flux and therefore the area 
of the object that can be recorded. The ZP used in this experiment is an available ZP designed for 46.9 nm wavelength 
with self-standing structure that allows for maximum transparency of the SXR laser beam. It contains 623 self-standing 
zones with an outer diameter of 500 μm, an outer zone width of 200 nm and a center aperture of 30 μm. In this work we 
use the 3rd order of the ZP which gives a calculated spot size of 81 nm, a NA of 0.14 and a focal length of 1.78mm for 
λ=18.9 nm. By using a higher diffraction order, it is possible to achieve a smaller focal spot and larger NA, increasing the 
FTH resolution. 

Figure 1. Schematic setup of Fourier holography experiment. A zone plate is used as a beam splitter. The mask contains a 
hole to define the reference beam and a semitransparent area to support the sample. The hologram is recorded by a CCD 
camera. A zoomed-in inset shows the beam that illuminates the sample and the refence beam. 
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The object was placed at the focal distance of 1.78mm away from the ZP. The sample holder was implemented with a 50 
nm thick Si2N3 membrane with coatings to enhance the absorption. A 7 μm diameter object region was left without coating 
to preserve a region with higher transmission for the beam. The Ag nanowire samples, diameter varied from 180 nm to 
120 nm, are randomly spin coated over the region. Additionally, a 3 μm hole was defined in the membrane to allow for 
the passage of the reference beam produced by the focus of the ZP. The pinhole for the reference beam was located at 8 
μm from the center of the sample region. Figure 2 shows two samples images from Scanning electron microscope (SEM) 
that prepared for the experiment. The CCD camera with the pixel size of 13.5 µm and 2048 × 2048 pixels placed 50 mm 
away from the sample to capture the diffracted light.  

Figure. 2. SEM images of the two samples used in the experiment. Each sample consists of an opaque membrane with a 
7μm hole where silver nanowires were placed. The membrane contains a 3μm diameter hole for the reference beam 
separated by a center-to-center distance of ~8 µm. 

3. RESULTS
A typical single-shot hologram and its FFT reconstruction are shown in Figure 3. The raw hologram data was further 
processed to reduce the influence of the noise. An FFT of the data finally resulted in an image in the object at the plane of 
the ZP focus. By zooming in on the area of interest the nanowires are clearly visible. Figure 4 compares picosecond 
resolution single-shot images of two nanowire samples to those obtained from the same samples using a scanning electron 
microscope. 

Figure 3. (a) Typical single shot SXR laser Fourier holography image with a zoom of the fringe pattern. (b) The Fourier 
transform of the hologram with zoomed-in inset showing Ag nanowire object. 
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Figure 4. Electron microscope image (a), (c) and corresponding single shot holographic images (b), (d) of the silver 
nanowires over a 7 µm diameter hole. 

The 10% to 90% knife edge criterium was used to assess the spatial resolution. The reconstruction of the image is the 
results of the convolution of the object with a point source. Here we assume the source has a Gaussian with FWHM of 81 
nm. Convolving a Gaussian function with a step function, produces also a Gaussian profile. This Gaussian profile is the 
image that we can expect to obtain after the reconstruction from a hard-edge object.  The spatial spread for an 81nm 
FWHM Gaussian to rise from 10% to 90% of its peak value is Δx=58nm.  It is consistent with the experimental results we 
obtained of 62nm which shows in Figure 5 as a typical cross section image, corresponding to the small red segment of Ag 
nanowires indicated in Figure 4(b). 
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Figure 5. Characteristic 10% to 90% knife edge cut of the image showing a spatial resolution of 62 nm. 

The utilization of the ZP to implement the point reference source allowed for an extended field of view of 38.5 μm2. The 
imaged area could be further increased without sacrificing resolution by enlarging the high transmission area where the 
sample is located while maintaining its distance to the reference pinhole. This could be achieved using to a half doughnut 
shape instead of the circle. The area could also be enlarged by increasing the size of the central opening on the ZP, to 
create a larger illuminated area. Finally, since the reconstruction of the hologram produces an image of the object at the 
plane where the reference source is located, it would be possible to inspect the object at different planes along the optical 
axis by displacing the ZP, which will enable one to compose a tomography of the object. With the recent demonstration 
of sub 8 nm wavelength gain-saturated plasma-based table-top SXR laser10 it will be possible to further improve the 
resolutions both in time and space using compact table-top systems. 
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ABSTRACT

Lensless imaging requires coherent illumination, which is typically available at beamlines. A study of lensless
imaging with a table-top X-ray laser is presented, comparing two alternative data-processing techniques, i.e.
using the near and the far field data. In order to have a consistent comparison, a Fresnel zone plate was studied
as object, because its modulated structure permits to obtain both Fresnel (near field) and Fraunhofer (far field)
pattern simultaneously. Results show factor of 3 difference in imaging resolution, and a major limitation given
by the degree of the illumination homogeneity.

Keywords: Plasma, X-ray Laser, Lensless, Tabletop, Data Science, HIO, FBP, materials characterization

1. INTRODUCTION

A number of processes in nature and technology are occurring with characteristic length-scales at the limit of the
optical resolution and/or well-above it. From micro/nano-particle assemblies to surface roughness distributions,
materials samples may also be polydispersed, which requires a multiscale imaging capability. Furthermore, during
operando experiments, the capability for simultaneous imaging below and above the micron threshold is crucial
for field surveying and feature zooming of a sample.

Classical light imaging experiments rely on the utilization of optics.1 Besides the illumination, the specific
geometrical characteristics as well as the finishing quality of the optics do limit the imaging specifications.
Indeed, optical resolution is given by the illumination wavelength, the numerical aperture (NA) of light collection
(bandwidth), and the finishing quality of the optics. In the case of multi-optical systems the geometry of the
optical scheme is the dominating factor, limiting the resolution at large NA imaging, as shown previously in
Ruiz-Lopez et al.2 while using a self-developed Schwarzschild objective.

Alternatively, electron-beam imaging methods, either in scanning (SEM) or transmission (TEM) microscopy,
are extremely powerful to access the low nano-scale in commercially available systems. However, sample prepa-
ration procedures, especially needed if the sample is non-conductive, limit the possibility of direct, operando, and
high spatial resolution application. Simultaneous imaging at nano and micro scale is not possible with either
SEM or TEM, because the pixel size is constant and the chosen field of view determines the ultimate resolution.

Hence, despite the limitations dictated by the optics, light imaging carries significant advantages of directness,
full field and multiscale capability. Therefore, several studies have focused on the development of photon-based
lensless imaging techniques. Lensless imaging is based on image retrieval from a diffraction pattern, produced
under coherent illumination.3 The pattern is indeed modulated to the characteristic length-scale of the object,
and a phase-retrieval algorithm is necessary to reconstruct the object.

Until now, most of the lensless experiments at short-wavelength have been done at accelerator facilities. In
fact, so far, only free-electron laser and synchrotron provided the needed coherence and brightness at short
wavelengths4 for such photon-hungry experiments. However, recently, few groups have tackled the challenge of
lensless imaging with table-top sources.5–7 Ideally, highly monochromatic pulses are needed, in order to obtain
sharp fringes and permit the object reconstruction. High Harmonic Generation (HHG) has been utilized but its
modest brightness and wide bandwidth are major limitations.
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On the other hand, the plasma-based amplified spontaneous emission (ASE) X-ray laser, with less than
10−4 relative bandwidth (which also enhances the peak brigthness) is potentially optimal for table-top coherent
diffraction imaging. Therefore, we experimentally investigated lensless imaging in the X-ray using a table-top
plasma-laser. Such X-ray laser was shown previously to be fully coherent in time, but only partially (10–20%)
in space.2

The paper is organized as follows: Section 2 describes the experimental setup and the two methods used
for the reconstruction. Section 3 discussed the image reconstruction results and in Section 4 conclusions are
summarized.

2. THEORY & METHODS

Fig. 1 shows the theoretical dependence of the spatial coherence degree versus the beam width. The beam
expands as a Gaussian propagation in the horizontal axis. In the near-field (Fresnel) regime the highest spatial
coherence degree is obtained, while in the far-field (Fraunhofer) regime, the spatial coherence tends to degrade.
The quality of the reconstruction is affected by the degree of spatial coherence. Reconstructed areas with poorer
contrast may be due to lower spatial coherence. The transition from Fresnel to Fraunhofer is not merely a
function of collection distance but depends on the scattering feature length-scale. In a object with multiscale
features, one can have Fresnel and Fraunhofer in concomitance.
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Fresnel back propagation

Modified Hybrid-input-output div

Figure 1. Spatial coherence length at z=1.2 m of propagation. Fresnel back propagation requires higher coherence than the modified
hybrid-input-output method, since the former is a convolution of the sample and the source.

As known, the transition between near and far field diffraction is given by the Fresnel number (FN ) as follows:

FN =
a2

λ · Ld
(1)

where a is the sample length-scale, λ is the wavelength and Ld is the distance between the sample and the
detector.8 For FN>>1, the diffracted radiation is near-field imaged, or otherwise far-field for FN<<1. Multiscale
lensless imaging is important for the investigation of complex samples that are characterized from a large range
of roughness scales. An extremely high monochromatic X-ray source is important to obtain rapid and efficient
data processing.

The illumination of a Fresnel zone plate with a plasma X-ray laser (XPL) is a template diffraction experiment
for this purpose, as it provides simultaneously Fraunhofer diffraction for the outer rings and Fresnel diffraction
for the inner ones, while XPL is known to have ∆λ

λ ≤ 0.01%. This configuration allows comparing two alternative
reconstruction methods, i.e. Hybrid-Input-Output (HIO) and Fresnel Back-Propagation (FBP) methods, with
consistent and unique operating conditions (Fig. 1).
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A data-processing method for lensless reconstruction known for its simplicity and noise-resilient performance,
is the so-called HIO algorithm. It is a variant of the popular phase-retrieval Gerchberg-Saxton (GS) algorithm.9

In GS the information that is used to solve the phase problem is the measured intensity distribution in both the
image and object planes, while the two are Fourier-related. The accuracy of the outcome and convergence speed
depend on the initialisation phase guess. Algorithms like the modified HIO overcome the problem by using a
bias-free approach for the reconstruction of the phase.

On the other hand, FBP is an alternative methodology for objects with larger features at a given imaging
plane. The FBP algorithm is based on the wave propagation integral, which in the near field carries a quadratic
dependence,10 while for the far field the wavefront integral is linearized. Far-field diffraction imaging is often
degraded due to inhomogeneous illumination of the diffraction pattern.

Plasma source 

produced on Sn-Target 

=12 nm  

Sample 

Outer ring 

r=0.5 m

Collimator multilayer 

mirror R=250 mm

Figure 2. Schematic of the experimental setup. The laser is collimated by using a spherical multilayer mirror to engance the
illumination, as explained previously.2 The illuminated the sample is a zone plate, and the coherent diffraction pattern is imaged.

2.1 Experimental Setups

The experiments were performed at the in-house TW-laser facility (now upgraded as EMPULSE, formerly
Beagle). The experimental set-up is illustrated in Fig. 2. The 1054 nm Nd:glass laser, with two pre-pulses (0.5
and 8% are the respective amplitudes to the total pump energy) with identical pulse duration as the main pulse
(1.2 ps), delivered ca. 3 J on a tin (Sn) planar target across a 12-mm-long line-focus. A X-ray illumination
fluence of ca. 0.03 J/cm2 at a wavelength of λ = 11.97 nm was utilized. The X-ray pulses are driven to the
sample by using a spherical multilayer mirror of 250 mm radius of curvature. The mirror is, as well, used to
collimate the divergence of the beam,2 obtaining for this experiment a beam diameter, at the sample, of 0.6 mm.

The illuminated sample was a Fresnel Zone Plate (FZP), fabricated with electron-beam lithography on a
Si3N4 membrane, with a diameter of 0.5 mm and outer ring size of 0.5 µm for a total of 250 rings. Due to the
modulated space between the FZP rings, as an object for diffraction experiments, it produced patterns in the
near and in the far field simultaneously. The sample was also modelled using a Matlab code and also imaged
with a 10X-Leica DM6000M optical microscope.

2.2 Image-Retrieval Methods

The HIO algorithm was deployed for the part of diffraction giving a Fraunhofer pattern. Alternatively, for the
Fresnel component of the FZP diffraction, a back-propagation method was carried out.
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2.2.1 Modifield Hybrid-Input-Output Method

A modified Hybrid-Input-Output (HIO) algorithm was adopted. The pattern imaged experimentally is assumed
to be the Fourier Transform of the diffracting object. Hence, the reconstruction procedure relates the collected
pattern and the sample object as follows:

F{f(x)} = F(u) = F(u) · (i · exp(ϕ)) (2a)

F−1{F(u)} = f(x) = f(x) · (i · exp(φ)) (2b)

The direct and inverse relations are shown, where F(u) and f(x) are the function amplitude in spectral and
object domain, and ϕ and φ are the phase in the spectral and the object domain, respectively. The classical GS
implementation of this concept is based on four steps, namely:

1. Fourier Transform of a reference model-object,

2. Replacing the modulus with the measured amplitude,

3. Inverse Fourier Transform of the obtained pattern,

4. Replacing the modulus of the resulting computational image with the Fourier Transform amplitude of the
experimental object (and initiate a new iteration until convergence).

In the Fienup algorithm11 or hybrid-input-output algorithm (HIO), the fourth step is skipped in place of a
new iteration directly after the FT step. In each iteration the error reduces up to a point where the matching of
the experiment and the model cannot get closer. The residual error was calculated as follows:

ε2k =

∫
(S(u)−M(u)k)2du (3)

where M(u)k is the real part of the retrieval object at the iteration k and S(u) is the modulus of the calculated
object, which is used as a guess for the next iteration. A method to relax the error was introduced by Bauschke
et al.,12 for which S(u) is described as follows:

S′(u) = (Crel ·m(x)) + (1− Crel · S(u)) (4)

where S’(u) is the new modulus in the spectral domain after introducing the relaxation coefficient Crel. The
relaxation factor is included in the algorithm at the place of the step two, introducing only a percentage of the
experimental module and complete it with a modulus-unit such m(x)=1 in Eq. 4.

2.2.2 Fresnel Back-Propagation Method

A Fresnel back propagation (FBP) algorithm is based on the optical analysis of wave propagation. Fresnel
propagation is a quadratic approximation of the Kirchhoff integral, valid in the near-field, where the wavefront
curvature is important.13 The propagation of a Gaussian beam is based on the expansion of a wavelet function
from the object. The Fresnel propagation and diffraction are described at the collection point (E(x0, y0)) as
follows:

E(x0, y0) =
eikz

iλz

∫∫ +∞

−∞
O(x0, y0)e( ik

2z )[(x−xo)2+(y−y0)2]dxdy (5)

where O(x0, y0) defines the dimensions of the sample object and k is the wavenumber of the light propa-
gated along z with wavelength λ. In the FBP algorithm the phase is assumed to be constant to simplify the
reconstruction. The retrieved image was experimentally collected with a magnification of 2.4-fold.14
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a)               b)

c)               d)

Figure 3. a) Reconstruction image using the modified hybrid input-output algorithm, b) Fresnel Zone Plate estimated using Matlab.
The image was used as a model for the hybrid input-output algorithm. c) Reconstruction image using Fresnel Back Propagation.
d) Photography of the Zone Plate at the optical microscope.

3. RESULTS AND DISCUSSION

Fig. 3 compares the experimental images retrieved with the data processing algorithms HIO (Fig. 3.a) and FBP
(Fig. 3.c), with an estimation of the sample shape obtained computationally (Fig. 3.b) and a image at the optical
microscope (Fig. 3.b). Fraunhofer diffraction orders are observed at the center. The black semi-circle around
is the Fresnel pattern. The Fraunhofer pattern shows over-saturation near the zeroth order. As a consequence
there is a lack of information for high frequencies (the outer part of the Fresnel Zone Plate) in the reconstruction,
as observed in Fig. 3.a. and b.

The uniformity of the illumination is essential to perform coherent diffractive imaging as well as the brightness
of the pulse. In a previous study, we were able to demonstrate that the ASE X-ray laser profile across a
plasma gain-medium could be optically controlled to obtain an improved illumination homogeneity.2 Still the
performance is not satisfactory to obtain high quality images.

Fig. 4 shows the reconstruction of the Fresnel Zone Plate using: a) the HIO algorithm and b) the FBP
algorithm. Both retrievals are compared with a estimation of the real Frenel Zone Plate. The HIO reconstruction
shows a white central peak due to the over-saturation at the zeroth order in the diffraction pattern. The red line
shows the range of the profiles in c) and d).

The visibility of the pattern is defined by illumination characteristics such as brightness and homogeneity.
Due to the high brightness of the X-ray plasma-laser (> 1026phs−1mm−2mrad−2 0.1% BW) and the collimation
(full angle σdiv = 0.5mrad),2 the nominal source conditions for lensless imaging are fulfilled. The presence
of noise may perturb the convergence of the algorithm. Before the algorithm was applied, the CCD image was
background-corrected. The initial value of signal-to-noise ratio was 5.7 and after the correction the signal-to-noise
ratio was 9.0.

Fig. 5 shows the experimental RMS error for the HIO algorithm. The initialisation error of ε '0.6 (RMS)
decreases as low as 0.3 if no relaxation coefficient is used. However, by using a relaxation coefficient of Crel=0.5
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Figure 4. Reconstruction of the sample using a) HIO method (LHS simulated, RHS experimetal retrieval) and b) FBP method (LHS
simulated, RHS experimetal retrieval) and radial profiles c) HIO and d) FBP

the RMS error is ε ' 1.5 · 10−3 at the iteration k=57. After iteration k=57, the RMS error increases up to
ε ' 0.08 where the plateau establishes. Two main factors influencing the minimum phase-error reachable were
found the following ones: (i) the similitude between the model and the object and (ii) the quality of the acquired
diffraction patterns.
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Figure 5. Measured RMS error during the reconstruction as a function of number of iterations. See text for discussion.

The reconstruction carried out with the HIO algorithm allowed a good retrieval up to the 34th ring, with a
thickness of 0.96µm. The position of ring 34th corresponds to a field of view (FOV) of 200µm, with a spatial
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coherence degree ≈ 10% and intensity contrast γ=0.74 as shown in Fig. 4c.

The reconstruction of a Fresnel diffraction pattern requires a homogeneous profile of the illumination, in order
to analyze independently the image and the sample. A Fresnel pattern is a convolution of the sample and the
photon-beam and consecutively contains information about the source. Fig. 4d) shows the profile and the FBP
reconstruction. The profile is modeled by a Gaussian function, as follows:

FWHM = σ · 2 ·
√

2 · Ln2 = 150µm (6)

which corresponds to a divergence of 0.48±0.03 mrad. This result matches the experimental results obtained
in ref.2 within the experimental error. Unfortunately, the inhomogeneous illumination still limits the resolution.

The reconstruction carried out by means of the FBP method allowed observing as far as the 18th ring, with a
thickness of 2.7µm. The position of such ring corresponds to a spatial coherence degree of 22% and an intensity
contrast γ=0.67.

Figure 6. a) Profile of the reconstructed sample using the modified hybrid input-output algorithm. b) Profile of the reconstructed 
sample using the Fresnel back propagation. The highest intensity (255) corresponds to white and the lowest intensity (0) to black. 
The box below compared the contrast in the second ring between the reconstruction and the model calculated with Matlab.

Fig. 6 compares the profile of the reference, with the (a) HIO algorithm reconstruction and (b) the FBP 
algorithm reconstruction. In the vertical axis, highest values of the amplitude correspond to white (255) and 
lower values correspond to black (0). The central rings of the Fresnel Zone Plate conserve a good contrast. In 
the FBP method the unknown function is the object, since the observation field is given at the detector with 
the diffraction pattern. The non-homogeneity and limited coherence, effect of pulse formation across the plasma 
medium, remain printed in the reconstruction.

4. CONCLUSIONS

The use of plasma-driven X-ray lasers for imaging is attractive (see also Sects. 1-4 [15]). Different data processing 
algorithms were tested. An imaging spatial resolution of 0.9µm was demonstrated with the HIO. Fresnel 
reconstruction reached a reso-lution of 2.7µm, even though the latter did not need information about the phase 
for the reconstruction a priori. The second method provides also metrology measurements of the beam. 
Multiscale Fresnel lensless imaging was demonstrated to work across a factor of 3 length-scale span.
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ABSTRACT

Laser-plasma accelerators (LPAs) are known to intrinsically produce broad-bandwidth X-rays through the trans-
verse motion of the accelerated electrons in the plasma wakefield. Due to the compact dimensions of the wakefield
structure, this motion results in betatron radiation emission from a small point-like source (of order 1 µm in
transverse size). Such a small source size enables high spatial resolution single-shot phase-contrast imaging, even
for broad photon-energy spreads, simply by propagating the X-rays through a sample and onto a two-dimensional
detector. In this manuscript we study, through simulations, the possibility to extend the resolution to the sub-
micron regime. We find that the optimum geometry for <15 keV photons demands short (few-mm) drifts from
source-to-sample, a photon flux of order 109 photons/shot, and the necessity to take the longitudinal source
dimension into consideration. The presented framework behind the simulations will guide future betatron source
development. The same expressions are also valid for other point-like LPA radiation sources such as Thomson-
and Compton-scattered radiation.

Keywords: X-rays, compact light sources, laser-plasma acceleration, phase-contrast imaging

1. INTRODUCTION

Betatron motion of electrons inside the laser-plasma accelerator,1 resulting in the emission of betatron X-rays,
has been extensively reported on in high-profile papers over recent years.2–11 The betatron spectrum has an
intrinsically broad bandwidth, extending up to the critical photon energy Ec, before dropping off exponentially.
Ec scales3 with the electron Lorentz factor γ, the plasma density n0, and the transverse beam size rb, as
Ec[eV ] = 5×10−21γ2n0[cm−3]rb[µm]. Betatron photon fluxes of over 1010 photons per shot have been recorded,9

strongly depending on the laser, plasma, and electron injection parameters. Phase contrast imaging of LPA
betatron emission is one of the key promising applications. This is due to the few-femtosecond pulse duration of
the LPA electrons and betatron photons, the strong single-shot fluxes, but also the small µm-size transverse size
of the betatron source. Phase-contrast imaging, performed in a lens-free and optics-free setup (drift from source
to sample, and from sample to detector), carries a high degree of spatial coherence due to this small source size.
This has resulted in milestone demonstrations of single-shot few-fs LPA betatron imaging of biological, medical,
and dense matter structures, at few-µm spatial resolution.8,9, 11

In this manuscript we will explore through simulations the possibility of enhancing the spatial resolution ca-
pabilities of LPA betatron phase-contrast imaging systems to sub-µm. This is of specific interest to bio-imaging,
where macro-molecules or clusters can be as large as several 100s of nm. In terms of overcoming one key condition
for sub-micron resolution imaging, namely the transverse source size, there have been measurements that sup-
ported such capabilities. For example, Ref. [6] mentioned a 0.1 µm betatron source size, while Ref. [12] presented
the electron beam itself to have a transverse source size of 0.6 µm. Furthermore, simulations predict two-pulse
two-color optical injection techniques can deliver small source size electron beam.13 To address the geometri-
cal and photon-flux considerations for sub-micron resolution imaging, we developed a simulation framework for
phase-contrast imaging based on analytical expressions presented in Ref. [14] and citations therein. While our
expressions are valid for an arbitrary photon energy distribution, we will use a 0-15 keV source as example, easily
achievable with an LPA electron beam energy of order 200 MeV. The role of the phase-contrast setup geometry,
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the photon energy spread, resolution, and longitudinal source size will be presented, providing the framework for
others to tailor their betatron imaging model to their specific available parameters. Note that the same set of
equations presented here are also valid for another point-like LPA radiation source, namely Thomson-scattered
radiation (also referred to as Compton-scattered radiation), where the compact electron beam interacts with a
counter-propagating laser pulse to radiate well-directed high-flux hard X-rays.15–18

2. SIMULATION FRAMEWORK

In this manuscript, an arbitrary energy distribution f(~ω) of photon energy ~ω will be considered as photon
source. The number of photons dN/d(~ω) per energy band d(~ω) can be calculated through dN/d(~ω) =
f(~ω)/(~ω). The total number of photons Nφ in the beam can be found by integrating dN/d(~ω) over the
radiation spectrum, namely Nφ =

∫
~ω d(~ω)f(~ω)/(~ω). However, it can be desirable, especially for broad-

bandwidth photon sources, to express the radiation pulse in terms of an equivalent photon number at fixed photon
energy. For example, the photon energy distribution will have a mean energy, a median energy, or a critical energy
Ec, and the photon pulse can thus be expressed in terms of number of photons of that energy. In case of using the
mean energy, the equivalent photon count Nφ,mean can be found through Nφ,mean =

∫
~ω f(~ω)d(~ω)/(~ωmean),

with (~ωmean) =
∫
f(~ω)d(~ω)(~ω)/

∫
f(~ω)d(~ω).

In order the simulate or predict the single-shot X-ray image in the source-drift-sample-drift-detector geometry,
at first mono-chromatic photons of photon energy ~ω are considered, yielding the image contribution at that
energy. Then, the image composition from the full spectral distribution of the photon source will be stitched
together.

We start by presenting an expression for the sample. The index of refraction of any material can be expressed
as n(~ω) = 1 − δ(~ω) + ıβ(~ω), with δ the real part defining the phase velocity and phase accumulation, and
β the imaginary part representing sample absorption. We will treat the photon beam as propagating in the z
direction, and the sample as having a three-dimensional index of refraction distribution n(x, y, z). For simplicity,
the sample is assumed to be thin along z (like a film, foil, droplet, or virus particle). Following Ref. [14], the
sample can thus be approximated as a two-dimensional structure, positioned at z = 0, inflicting a correction to
the incoming electric field profile Ein(x, y) of

Eout(x, y, ~ω) = Ein(x, y, ~ω) exp

(
−ı
∫
z′
δ(x, y, z′, ~ω)

2π

λ
dz′
)

exp

(
−
∫
z′
β(x, y, z′, ~ω)

2π

λ
dz′
)
, (1)

with λ = 2πc/ω the photon wavelength, and where integration along z′ accounts for projection of the three-
dimensional sample on the two-dimensional (x, y) plane.

As an arbitrary example of a potential sample, we propose to represent the sample as an ensemble of uniform
spheres (such as several virus particles/spheres inside a water droplet/sphere), with each sphere m having a radius
Rm, centroid location (xm, ym, zm), and material index δm(~ω) and βm(~ω). In case there is an overlap between
two spheres (as is the case for a virus particle inside a water droplet), the index of refraction of the smaller volume
(the virus particle) should be defined as relative to the larger volume (the droplet). Geometrical consideration
yields that the z-integrated thickness of each sphere is 2

√
R2
m − (x− xm)2 − (y − ym)2. The spatial electric

field distribution Eout(x, y, ~ω) of the photon beam at the sample exit can then be derived from Eq. (1) to be
Eout(x, y, ~ω) = Ein(x, y, ~ω) exp [−ıΦ(x, y, ~ω)], with

Φ(x, y, ~ω) =
∑
m

2
√
R2
m − (x− xm)2 − (y − ym)2

2π

λ
[δm(~ω)− ıβm(~ω)] . (2)

The next step is to calculate how this field profile Eout(x, y, ~ω) at the sample exit plane z = 0 propagates
from the sample to the detector plane at distance R2, yielding Edetector(x, y,R1, R2, ~ω), with the distance from
the point source to the sample labeled as R1, see Fig. 1. Again we will follow the approach presented by Ref. [14],
where, accounting for the (point)source-sample-detector geometry, the effective propagation distance from sample
to detector is not R2, but is defined as zeff = (R1R2)/(R1 +R2). In fact, for common geometries where R2 � R1,
one can find that zeff ≈ R1. For example, when the detector is placed R2 =2 meter from the sample, the effective
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Figure 1. Schematic of the phase-contrast imaging geometry. The photon source is considered to be a point-like source
of transverse size σs, positioned at distance R1 from the sample. The sample is placed at z = 0, with the detector
plane at distance R2 from the sample. To account for the diverging photon source geometry, it was derived14 that the
effective propagation distance from the sample to the detector can be expressed as zeff = (R1R2)/(R1 + R2), which can
be approximated by zeff ' R1 for geometries where R2 is large.

propagation distance zeff to be used is only zeff = 9.95 mm for a betatron point source R1 =10 mm upstream
of the sample. We will also follow the approach of switching from the transverse coordinates (x, y) to the
transverse spatial frequencies (u, v). The spatial Fourier transform of Eout(x, y, ~ω) at the sample exit plane will

thus be rewritten as Ẽout(u, v, ~ω). In the spatial frequency space, propagation over a distance of zeff is best
aided through introduction of a variable χ(R1, R2) = πλzeff(u2 + v2) = πλR1R2(u2 + v2)/(R1 + R2). The field
distribution at the detector plane R2, in the spatial-frequency domain, can be derived to be14,19

Ẽdetector(u, v,R1, R2, ~ω) = exp

[
i2πR1R2

λ(R1 +R2)

]
exp [ıχ(R1, R2)]Ẽout(u, v, ~ω)gsource(u, v), (3)

with gsource(u, v) incorporating the effect of a non-zero transverse source size of the photon beam. The finite
source size σs will result in spatial frequencies (u, v) > σ−1

s at the sample to be washed out, resulting in loss of
signal and loss of resolution. For a Gaussian distribution of the transverse photon source with size σs, we can
calculate the cut-off spectral source-size function gsource(u, v) to be

gsource(u, v) = exp
[
−π2σ2

s(u2 + v2)
]
. (4)

Note that the field distribution at R2 in absence of a sample (δm → 0, βm → 0, σs → 0), is

Ẽdetector,0(u, v,R1, R2, ~ω) = exp

[
i2πR1R2

λ(R1 +R2)

]
exp [ıχ(R1, R2)]Ẽin(u, v, ~ω). (5)

At detector plane R2, the spatial distribution of the electric field can be calculated14 to be
Edetector(X,Y,R1, R2, ~ω), which is simply the inverse Fourier transform of Ẽdetector(u, v,R1, R2, ~ω) followed by
replacing (x, y) with (X,Y ), defined as X = xR2/R1 and Y = yR2/R1, to account for the sample-to-detector
magnification R2/R1. The intensity distribution at the detector plane is defined as Idetector(X,Y,R1, R2, ~ω) =
|Edetector(X,Y,R1, R2, ~ω)|2. Similarly, the sample-out intensity distribution is Idetector,0(X,Y,R1, R2, ~ω) =
|Edetector,0X,Y,R1, R2, ~ω)|2.
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To turn the intensity distribution Idetector(X,Y,R1, R2, ~ω) into a photon number distribution
d3IN,detector(X,Y, ~ω)/d(~ω)dXdY , we want to ensure that the total number of photons in the photon energy
band d(~ω) in the sample-out case matches the photon number at the source dN/d(~ω). The corrected spatial
distribution at the detector, in units of number of photons per area dXdY per bandwidth d(~ω), can thus be
expressed as

d3IN,detector(X,Y, ~ω)

d(~ω)dXdY
=

dN

d(~ω)

Idetector(X,Y,R1, R2, ~ω)∫∫∞
−∞ dX ′dY ′Idetector,0(X ′, Y ′, R1, R2, ~ω)

. (6)

For laser-plasma-driven betatron sources, we now include one level of complexity, namely the fact that the
emission source is better represented as a line of length L, rather than a point-like source. For example, the
emission could occur over several betatron periods inside the plasma. This effect has been commented on in recent
manuscripts, such as Ref. [10], but no quantative description has been provided to this point. As a simplified
model, we approximate this effect by considering the betatron source to be M discrete emission point sources
lined up in a row, each with distance R1,M from the sample, and each with photon flux distribution dNM/d(~ω)
such that

∑
M dNM/d(~ω) = dN/d(~ω). In this case, the spatial photon distribution at the detector, following

Eq. (6), becomes

d3IN,detector(X,Y, ~ω)

d(~ω)dXdY
=
∑
M

dNM
d(~ω)

Idetector(X,Y,R1,M , R2, ~ω)∫∫∞
−∞ dX ′dY ′Idetector,0(X ′, Y ′, R1,M , R2, ~ω)

. (7)

Consideration of the longitudinal length L of the betatron source is important in the regime L ∼ R1, when there
are considerable differences in the distance to the sample from the closest and the further betatron emission
contributors.

The last step in this simulation framework description is the inclusion of the camera pixel dimension and
photon statistics. The CCD camera has Nx ×Ny pixels, with index (i, j), each with physical size ∆X and ∆Y .
This yields a a spatial axis calibration Xi = ∆X(i−1/2)−∆XNx/2 and Yj = ∆Y (j−1/2)−∆Y Ny/2. For each
pixel (i, j), the spatial photon count distribution d3IN,detector(X,Y, ~ω)/d(~ω)dXdY should be integrated over
dX following the limits (Xi−∆X/2) to (Xi+∆X/2), and over dY following the limits (Yj−∆Y/2) to (Yj+∆Y/2).
The resulting spectrally-differentiated CCD flux distribution will be labeled as dIN,detector(Xi, Yj , ~ω)/d(~ω). The
final steps are (1) to introduce a statistical noise14 on every CCD camera pixel (i, j), (2) adding a wavelength-
dependent conversion factor C(~ω) from photon to CCD counts, and (3) to consider the photon beam over the
full spectral distribution, which can be achieved by integrating dIN,detector(Xi, Yj , ~ω)/d(~ω) over the photon
energies that are present. The noise is incorporated by adding or subtracting a photon correction number of
hnormal×

√
dIN,detector(Xi, Yj , ~ω)/d(~ω) for each pixel (i, j), with hnormal a randomly chosen value following the

standard normal distribution of mean 0 and standard deviation 1. This results in the following expression for
CCD counts per pixel

Icounts,detector(Xi, Yj) =

∫
~ω
d(~ω)C(~ω)

[
dIN,detector(Xi, Yj , ~ω)

d(~ω)
+ hrandom

√
dIN,detector(Xi, Yj , ~ω)

d(~ω)

]
. (8)

A good intuitive picture can be obtained regarding the interplay between the spatial frequencies in the
sample, the photon energy of incoming radiation, and the distances R1 and R2, by following the analysis of
Refs. [14,19] in the weak-object approximation. It was derived there that the intensity contrast resulting from
the real part of the index of refraction (the phase term) develops as ∼ sinχ, where χ was previously introduced
as χ = πλ(u2 + v2)R1R2/(R1 + R2). One can see that at R2 = 0 → sinχ = 0, highlighting that the phase
imprint by the sample has not yet translated into an intensity variation. The maximum intensity contrast from
the sample phase modulation occurs at χ = π/2 (and additional integers of π), which in the regime R2 � R1

translates into an optimum sample source-sample separation of

Ropt
1 =

1

2λ(u2 + v2)
. (9)

Thus, if one aims to resolve a spatial feature of size σ, such that (u2 + v2) ' 1/σ2, it can be derived that the
ideal position from source to sample is Ropt

1 = σ2/(2λ). For example, a σ = 10 µm feature would ideally require
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Ropt
1 = 12 cm for 3 keV (λ=0.41 nm) and Ropt

1 =1.2 m for 30 keV (λ=0.041 nm) radiation. For a σ = 1 µm
feature we retrieve an optimum Ropt

1 = 0.12 cm for 3 keV and Ropt
1 =1.2 cm for 30 keV photons. Note that the

same analysis as above can be pursued for the imaginary index of refraction by the sample (yielding absorption),
except that the intensity contrast now develops as ∼ cosχ. As expected, already at R2 = 0 (where χ = 0) there
is an immediate intensity modulation, and this maximum is repeated at integers of π. Keep in mind that a
typical sample is made up of a wide range of spatial frequencies, and each spatial frequency is transformed into
an intensity modulation at its own contrast transfer function (its own imaging efficiency).

3. SIMULATIONS

To provide insight into simulated betatron phase-contrast images, especially in the context of sub-micron reso-
lution, we will consider a water droplet example containing two embedded virus particles. The water droplet is
approximated as a uniform-density sphere of radius 20 µm, centered at (x = 0, y = 0), with a tabulated X-ray
index of refraction20 of

log10 (δwater) = −3.0− 2.1× log10(~ωkeV − 2.7), log10 (βwater) = −3.2− 3.7× log10(~ωkeV − 2.7). (10)

The two virus particles will be approximated as a uniform sphere of radius 200 nm, one centered at (x = 0, y = 0)
and the other at various separation distances, with the index of refraction being different from water by ∆δvirus

and ∆βvirus. For example, a water droplet with a virus particle that is optically identical to water would be
accounted for as a uniform droplet of index (δwater, βwater) and a relative virus contribution of ∆δvirus = ∆βvirus =
0. For a virus particle with an index identical to vacuum (thus effectively equivalent to putting a vacuum bubble
inside the droplet), we would use ∆δvirus = −δwater and ∆βvirus = −βwater. In general terms, for a virus ×p
times as optically dense as water, we would define the ensemble as an uniform water droplet of (δwater, βwater)
with superimposed virus particles of index of ∆δvirus = (p− 1)δwater and ∆βvirus = (p− 1)βwater.

As an approximate LPA betatron imaging example, we will define the X-ray spectrum f(~ω) to be peaked at 3
keV, with a Gaussian width of 5 keV (truncated at 0 keV), see the blue curves in the top row of Fig. 2. While the
betatron spectrum, just like Thomson- or Compton-scattered radiation, could more accurately be described with
a critical-energy-based synchrotron asymptotic limit spectrum,5 our choice of Gaussian spectral approximation
provides similar qualitative spectral features. In our example, loosely resembling betatron radiation from 200
MeV electrons and a LPA plasma density of 5× 1018 cm−3, the mean value of the photon flux is (~ωmean)=5.4
keV. In units of 5.4 keV photons, the full betatron pulse contained 3.2 × 1010 such photons. The source size
was defined as having a Gaussian width of σs = 0.1 µm. Embedded in the 20-µm-radius water sphere, the
two 200-nm-radius virus spheres are separated horizontally by 0.7 µm, and are defined to have an index of
refraction twice of water (p = 2). The CCD has pixels of 40 µm by 40 µm in size. The distance source-to-
sample was chosen at R1 = 2 mm, and the distance sample-to-detector at R2=1 m, thus yielding a magnification
of R2/R1 = ×500. For simplicity, we used the photon-to-count conversion factor to be C(~ω) = 1, although
one could easily expand this to a more realistic function including the manufacturer-supplied photon-to-counts
conversion and the photon-capture quantum efficiency.

The simulation results are shown in Fig. 2, for individual spectral bands in plots (a), (b), and (c), and for the
full spectrum in (d). For the choice of geometry and spectral distribution, and considering a flux of 3.2 × 1010

photons, we can observe that the sub-micron virus particles are well-observable, and well-distinguishable. The
water sphere itself is dominated by the sharp gradients at its edge, and we can observe both diffraction effects
as well as absorption [especially at <4 keV in Fig. 2(a)]. The virus particles are least sharp at the lower photon
energies (as expected since χ � π/2 ), while the amplitude- and phase-induced contrast in counts is stronger
at such energies, as expected from Eq. (10). In fact, when the photon energy is too low, the phase-shift and
absorption through the sample becomes so large that the overall transmission drops towards zero, forcing use of
higher photon energies.

To examine the signal-to-noise contrast in the example shown in Fig. 2, we repeated the simulations at four
levels of photon flux, expressed in units of 5.4-keV photons, namely 3.2 × 1011 photons in Fig. 3(a), 3.2 × 1010

photons in Fig. 3(b), 3.2× 109 photons in Fig. 3(c), and 3.2× 108 photons in Fig. 3(d). Based on the choice in
drift distances and 25-mrad divergence, the number of photons inicident per per pixel varies from approximately
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Figure 2. (a-d) Simulation results of a water droplet with two embedded virus particles being imaged onto a CCD camera.
At a magnification of R2/R1 = ×500, the 20 µm radius water droplet will appear with diameter 10 mm. Figures (a), (b),
and (c) show the image contribution of several segments of the photon spectrum (see red curves in top row), while Fig.
(d) displays the full integrated image. The bottom row reveals the CCD counts per pixel for a zoomed-in area at 8x8mm
(16x16 µm at the sample), showing the two virus particles. At higher photon energy the virus intensity imprint becomes
weaker, but with better spatial resolution.
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Figure 3. For the same simulation geometry of Fig. 2, this figure displays the simulated images for four different flux
scenarios, expressed in units of 5.4-keV-equivalent photons: (a) 3.2× 1011 photons, (b) 3.2× 1010 photons, (c) 3.2× 109

photons, and (d) 3.2 × 108 photons. In this example, once the flux drops to < 109 photons, the virus particles become
hardly observable.

from 3 × 105 in (a) to 3 × 102 in (d). Already in Fig. 3(c) the two virus particle are barely visible, and they
are buried in the noise at 3.2 × 108 photons in Fig. 3(d). A flux requirement of 109 photons in this energy
range therefore seems like a reasonable detection threshold. Note that averaging or integrating of LPA betatron
shots could be considered (for example 107 photons per shots integrated over 100 shots), but the stability of the
source-sample-detector line would have to be actively stabilized. If any of these three components jitters beyond
control (for example, the transverse source location jitters by 1 micron), the superposition of images would not
yield the desired result.

As was introduced in Sec. 2, the LPA betatron source is intrinsically based on photons emitted by the
electrons performing a transverse oscillation along a longitudinal path. With the betatron period of order 100
µm, and with typically several betatron periods contributing to the photon source, the longitudinal source line
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Figure 4. (a) Simulated detector count distribution for a mono-chromatic 15 keV photon source originating from a point
source. The water sphere edges and two virus spheres are clearly observable, as expected from a 1012 photons/shot flux.
(b) Detector distribution for the same photon flux, but now with the source distributed over a 0.4mm line source. The
longitudinally extending photon source leads to radial streaking of off-axis features at the sample, such as the water sphere
edge and the off-axis virus particle.

length could become relevant when of equal size to the distance source-to-sample R1. To study the impact of
the line source, we simplified the photon source to be a mono-chromatic source of 1012 photons at 15 keV. The
same water sphere and virus particles as before are considered, except that the second virus particle will be
positioned off-axis at (x, y) = (6, 6) µm. Figure 4(a) displays the simulated detector image in the assumption
of a point source at R1=2 mm. As in previous figures, both the water sphere outline as well as the virus
spheres are clearly observed. Figure 4(b) shows the same sample, but now with a photon source with a length
of 0.4mm, extending from R1=2.0 mm to 2.4mm. The integrated photon flux is kept the same. One can observe
that while the on-axis virus particle remains unaffected, the off-axis one is smeared out into a streak pattern
(pointing towards the origin). Also, the edge of the water sphere is no longer observable. We want to emphasize
two contributors to these effects: (1) since there now is no singular distance R1, the χ parameter that dictates
contrast amplitude and spatial resolution is now different for the various R1 components, resulting in a modified
image. But more importantly, (2) the magnification R2/R1 will be different for the various source contributors,
leading to a superposition of images each at their own magnification. It is important to note that not only is
the projected size of each spatial feature a function of the varying ratio R2/R1, but also it’ off-axis position on
the detector plane (a x offset at the sample results in R2/R1 offset at the detector). This means that off-axis
sample features will be smeared out, and streaked along the axis to the origin, as observed in Fig. 4(b).
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4. CONCLUSION

In conclusion, in this manuscript we presented an overview of the equations that can be applied to model
phase-contrast imaging with LPA betatron X-rays (see also Sect. 2-3 [21]). The role of the sample 
and detector placement, the photon spectrum, the transverse source size, the spatial frequencies making up
the sample, the photon statistics on the detector camera, and the longitudinal extent of the photon source,
were all considered. Simulations were carried out to highlight the approach and necessary parameters to
realizing sub-micron spatial resolution.

The sub-micron imaging (in the simulation example presented here, made up of two 200-nm-radius virus
particles inside a water droplet) demands a photon spectrum in the 5-10 keV range, and a source position R1 only a
few mm from the photon source. For these parameters, the photon flux should be at least of order 109 photons per 
image. Note that multi-shot integration and averaging can relax the betatron flux parameters, providing that
fluctuations in transverse source location are kept at acceptable level. For multi-micron resolutions these
requirements are significantly relaxed. It was also found that due to the short source-to-sample distance, the
longitudinal extent of the photon source can lead to considerable image smearing effects, dependent on the
off-axis location of the sample features.

The above considerations are aimed to help guide the choice of phase-contrast imaging geometry. Especially
with the aim of achieving sub-micron resolution, the conceptual approach presented here can help define the
specifications for novel LPA injection mechanisms as betatron source, such as two-pulse two-color ionization.13

Note that the same conceptual framework presented here is also valid for other point-like LPA radiation sources
such as Thomson- and Compton-scattered radiation.
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ABSTRACT  

The short pulse laser ablation have been extensively studied for confirmation and discussion of damage formation including 
estimations of damage thresholds and probabilities of surface machining. Irradiation examines by the femtosecond soft x-
ray laser reveals formations of smooth craters on silica glass surfaces, and the appropriate selection of the laser wavelength 
can make the nanometer size modification on silicon surface in the vicinity of the damage threshold. On the other hand, 
we also revealed that damage thresholds and modification structures obtained by the picosecond soft x-ray laser irradiation 
provide the same results as the femtosecond soft x-ray laser. This means that not only femtosecond but also picosecond 
soft x-ray laser irradiation experiments can be contribute to deep understandings of the ablation phenomena.  
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1. INTRODUCTION

The developments of short pulse lasers having picosecond or femtosecond duration have advanced dramatically. Not only 
ordinary optical lasers but also high harmonic generation lasers, plasma based x-ray lasers, and free electron lasers have 
been developed, and the oscillation wavelengths emitted from these lasers vary from the optical to x-ray region. The direct 
interaction of a laser pulse with matter is ablation. As a result of the interaction, laser pulses produce high temperature and 
pressure in matter, light emission, and damage structures on surface. One of the attractive and important subjects in the 
laser–matter interaction is soft x-ray laser ablation, because the ablation threshold induced by the short pulse laser is lower 
than that of optical- or long-pulse lasers [1, 2] and the modification structures depend on target materials [3]. Low ablation 
threshold and formation of characteristic modification structure may lead an ability to draw characteristic nanometer scale 
patterns on the material surface directly. To apply soft x-ray laser ablation to new fields, ablation process and mechanism 
have to be investigated experimentally and theoretically. Experimental results can give important information for the 
construction of ablation models. The calculation results can then be compared with the experimental results to explain 
ablation dynamics.  

Model calculations of ablation dynamics have been also studied. The theoretical model for lithium fluoride (LiF) crystal 
predicted spallation phenomenon for the picosecond soft x-ray laser ablation [4]. Model calculation showed that the soft 
x-ray laser of 10 mJ/cm2 fluence removed 40 nm thick surface layer. This value was coincident with experimental results.
The driving force of damage formation was an increasing inertial pressure appearing inside of the irradiated heating layer.
In aluminum (Al) case, the model calculation also predicted the appearance of inertial stress [5]. However, the damage
threshold of the Al surface was approximately 15 mJ/cm2 [3]. This value was smaller than the calculated ablation threshold
of Al (75 mJ/cm2), but was near the melting threshold of 6.5 mJ/cm2 [6]. For the gold (Au) case, the ablation threshold
predicted by the model calculation was about 90 mJ/cm2, which was larger than the experimental result of about 20 mJ/cm2

[3, 6]. This value was also near the melting threshold of Au (39 mJ/cm2), and the modification depths agreed with melting
depths [7]. The theoretical approach for an interaction model plays a crucial role in the explanation of the surface
modification. However, it seems that there is still large gap between the experimental results and the theoretical predictions.
To understand the ablation process more deeply and accurately, systematic studies of soft x-ray laser ablation are necessary.
In this article, we report on experimental results of short pulse soft x-ray laser ablation of semiconductor silicon, insulator
silica glass, and metal aluminum around damage thresholds.
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2. EXPERIMENTS

2.1 Femtosecond soft x-ray laser irradiation experiment  

The femtosecond soft x-ray laser irradiation experiment was configured on the soft x-ray beamline of BL1 at the SPring-
8 Angstrom Compact Free Electron Laser (SACLA) facility [8]. The soft x-ray free electron laser pulse converted from 
the electron beam had a wavelength of 13.5 nm (photon energy of 92 eV) or 10.3 nm (120 eV). A pulse width of soft x-
ray free electron laser was 70 fs. A Kirkpatrick–Baez (K–B) mirror was used to focus the soft x-ray free electron laser 
beam onto the sample surface. The focal spot size defined by the full width at half maximum was evaluated by the knife-
edge scanning method to be 10.5 μm x 8.6 μm. Zirconium (Zr) and silicon (Si) thin film filters with various thicknesses 
were adapted to attenuate the pulse energy. The transmittance of each thin-film filter was measured at the Photon Factory 
of the High Energy Accelerator Research Organization (KEK-PF). The details of femtosecond soft x-ray laser irradiation 
experiment was described in Ref. 9. 

2.2 Picosecond soft x-ray laser experiment 

The picosecond soft x-ray laser pulse irradiation experiment was carried out by use of a plasma-based soft x-ray laser 
system at the x-ray laser facility of the National Institutes for Quantum and Radiological Science and Technology. The 
soft x-ray laser pulse was generated from silver (Ag) plasma media using an oscillator–amplifier configuration with double 
Ag tape targets. The soft x-ray laser had a wavelength (photon energy) and pulse width of 13.9 nm (89 eV) and 7 ps, 
respectively. The intensity of each pulse was reduced by Zr thin film filters. The soft x-ray laser pulse was focused onto 
the sample surface by the multilayer coated spherical mirror. The details of the picosecond soft x-ray laser irradiation 
experiment was described in Ref. 3.  

3. RESULTS AND DISCUSSION

Figures 1(a) and 1(b) show atomic force microscope (AFM) images of damage structures on the Si surface formed by 
femtosecond soft x-ray laser pulse irradiations [9]. In the case of the 13.5 nm wavelength irradiation, the first changes of 
silicon surface appeared around the irradiation fluence of 150–250 mJ/cm2. In this fluence region, only an increase of the 
roughness of the surface could be observed (not shown). When the laser fluence became large and reached around 300 
mJ/cm2, dome structures as shown in Fig. 1(a) was formed. The hole structures appeared at the irradiation fluence above 
400 mJ/cm2. On the other hand, the first change at the 10.3 nm irradiation was the formation of small crater as shown in 
Fig. 1(b). The crater structure appeared at a fluence of 107 mJ/cm2, and the crater structure grew with an increase of laser 
fluence. The damage thresholds, which formed hole (crater) structure, at 13.5 nm and 10.3 nm irradiations were estimated 
to be 418 mJ/cm2 and 106 mJ/cm2, respectively. The results of femtosecond x-ray laser ablation experiments showed that 
damage structures and damage fluences were different, when irradiation wavelength were different. Next, experimental 
damage fluences were compared with the theoretical values [10]. The theoretical calculation predicted that the ablation 
threshold at 13.5 nm and 10.3 nm irradiations were about 1200 mJ/cm2 and 90 mJ/cm2, respectively. The experimental 
damage threshold at 10.3 nm irradiation was coincident with the experimental value. However, the damage threshold at 
13.5 nm was quite smaller than the calculated value, but was near the calculated melting threshold. This means that there 

Figure 1. AFM images of damage structures on silicon surface by the irradiations of wavelengths of (a) 13.5 nm with a fluence 
of 294 mJ/cm2, and (b) 10.3 nm with a fluence of 107 mJ/cm2, respectively [9].  
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Figure 2. SEM images of damage structures on aluminum surfaces by the irradiation of (a) femtosecond soft x-ray laser pulse 
with the wavelength of 13.5 nm, pulse width of 70 fs, and a fluence of ~25 mJ/cm2, and (b) picosecond soft x-ray laser pulse 
with the wavelength of 13.9 nm, pulse width of 7 ps, and a fluence of ~20 mJ/cm2, respectively.  

is the condition, when the laser fluence exceeds the melting threshold, significant damage structure appear. Figure 2(a) 
and 2(b) show damage structures on Al surfaces induced by the femtosecond and the picosecond soft x-ray laser pulse 
irradiations, respectively. Experimental damage thresholds of femtosecond and picosecond pulse irradiations were the 
same to be 14–15 mJ/cm2, also when the irradiation fluence was equivalent, the formed damage structures were the 
same. Both of irradiation experiments obtained the same result. The experimental result mentioned above clearly show 
the fact that damage structures on Al surface, also Au surface, appeared when the irradiation fluence exceeded melting 
thresholds as same as the Si case. In the relatively low fluence irradiation, it is considered that the first change of the 
surface structures on Al and Au surfaces are probably due to splash of the molten layer.  

We also evaluated damage thresholds of silica glasses (SiO2), which had different concentrations of impurities, by use of 
femtosecond and picosecond soft x-ray laser pulses [11]. Three types of silica glasses, ED-A, ES, and HR, were used as 
irradiation samples, since each sample contained different concentrations of impurities [12]. The ED-A grade was a 
synthetic silica glass and had the lowest concentration of impurities. The ES grade was synthetic silica and had the highest 
concentration of the hydroxyl group (O–H). The HR grade was fused silica and provides the highest concentration of 
impurities. Figures 3(a) shows AFM image of the ablation crater formed on ED-A sample by the femtosecond soft x-ray 
laser pulse irradiation. The graph presented under the image represents cross-sectional depth profile of the damage, as 
presented by the line A–B in AFM image. Figure 3(b) presents ablation volumes for each SiO2 sample derived from AFM 
measurements as a function of the irradiation fluence. Damage threshold values (shown as LIDT in Figure) were evaluated 

Figure 3. (a) AFM image of ablation craters on ED-A samples formed by femtosecond soft x-ray laser pulse with a fkuence 
of 190 mJ/cm2 and (b) fluence dependence on the ablation volume for silica glass samples.  
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to be 105 mJ/cm2 for ED-A, 65 mJ/cm2 for ES, and 96 mJ/cm2 for HR grades. The damage threshold of the ES grade was 
slightly lower than others. This means that the metallic impurities do not become a damage initiator in the soft x-ray region. 
The ES grade includes significant amounts of oxygen (O) atoms as a hydroxyl group (O–H), and oxygen absorbs soft x-
rays around 13 nm. This means that the volume of the O–H in sample would influence the damage threshold obtained by 
the femtosecond soft x-ray laser. Damage thresholds of ED-A and HR grades obtained by the picosecond soft x-ray laser 
pulse were also evaluated. Damage thresholds were evaluated to be 82 mJ/cm2 for ED-A and 71 mJ/cm2 for HR samples. 
The damage threshold values estimated by the femtosecond and the picosecond soft x-ray laser pulses were similar. In 
addition, damage structures induced by the picosecond soft x-ray laser pulse did not have unexpected structures, such as 
rims or cracks as same as by the femtosecond laser pulse. The absence of unexpected structures suggested that damage 
structures formed without thermal affection.  

Experimental results obtained above clearly show that the ablation phenomena, i.e. damage thresholds and modification 
structures, obtained by the picosecond soft x-ray laser provided the same results as the femtosecond soft x-ray laser. This 
means that picosecond soft x-ray laser irradiation experiments can provide a good benchmark for femtosecond soft x-ray 
laser irradiation experiments and also take data for the discussion of theoretical ablation mechanisms.  

4. SUMMARY

We show material surface reactions induced by short pulse soft x-ray laser irradiation experiments (see also Sects. 1-4 
[13]). Experimental result for Si at 13.5 nm wavelength irradiation shows that there is a condition where the melting 
threshold becomes the damage threshold. Ablation experiments for Al and SiO2 samples revealed that damage thresholds 
induced by the femtosecond and the picosecond soft x-ray lasers are equivalent, so that the picosecond laser ablation 
will be a good benchmark for the femtosecond laser ablation. We hope that our experimental results can contribute 
to the understanding of the damage formation process generated by ultra-short soft x-ray pulses.  
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ABSTRACT 

Recent developments on high-power compact extreme ultraviolet (EUV or XUV) sources have enabled us to study the 
materials ablation induced by the irradiation of intense EUV light. The interactions of EUV light with matters along the 
ablation have potential advantage for the use in advanced materials processing. We have studied the charge states and 
their energy distributions in the EUV ablation plasma using an E´B mass-charge analyzer. The measurement was also 
conducted for conventional laser ablation plasma induced by a 1064 nm Nd:YAG laser. The results showed noticeable 
difference between EUV and laser ablations, where EUV ablation only showed singly charged Si ions, and laser ablation 
showed multiply charged ions up to Si3+. The energy spectra of multiply charged ions were distributed in higher energy 
range. It has been predicted that EUV ablation plasma have higher electron density close to the solid density and lower 
electron temperature at 1 to few eV, while laser ablation plasma generally has lower electron density around the critical 
density and higher electron temperature exceeding 10 eV mainly by inverse bremsstrahlung absorption at an irradiation 
intensity around 109 W/cm2 range. Thus, ionization did not proceed much and only singly charged ions were detected for 
EUV ablation and the electron impact ionization proceeded to have multiply charged ions for laser ablation. This study 
showed that the experimental results reflected the general characteristics of the ablation plasma, and showed possibilities 
of modeling of entire EUV ablation dynamics from expanding ions.

Keywords: Extreme ultraviolet, Ablation plasma expansion 

1. INTRODUCTION
Recent developments of extreme ultraviolet (EUV or XUV) sources for lithography technology enabled us to seek for 
further advanced materials processing using intense EUV radiations. The interaction of the lights in EUV wavelength 
region and matter is expected to be completely different from that of lights or lasers with longer wavelength, ranging 
from ultraviolet to infrared. Unlike well-known inverse-bremsstrahlung photo absorption, the photon energy of EUV 
light is directly absorbed by the orbital electrons. The critical density for the EUV wavelength range exceeds even solid 
density >1023 cm-3, so that the light is not absorbed in the ablation plasma even with a nanosecond pulse. As a 
consequent of the photon absorption and heating mechanism, the EUV induced ablation plasma is expected to be low 
temperature and high density compared to the ordinal laser ablation at the same irradiation condition. Further, one of the 
possible applications of such intense EUV light in materials processing is utilization of the expanding particles from the 
ablation plasma. For example, pulsed laser deposition (PLD) is a well know laser thin film deposition method that 
utilizes expanding particles from ablation plasma. EUV ablation would expand possibilities new parameters and 
materials to process. Thus, understandings of the mechanism of materials ablation by intense EUV radiation is important 
issue. However, to date, not so many studies on EUV-matter interaction have been conducted [1-3]. One of the 
approaches to study the EUV ablation is to investigate the particles expanding from the ablation plasma, because they 
preserve information of the ablation plasma itself and comparably easy to measure. The aim of this study is to understand 
the characteristics of expanding ions from EUV ablation plasma, and EUV plasma itself by analyzing the charge 
distribution and each energy spectrum. The results were compared with ordinal laser ablation to clarify noticeable 
difference between EUV and laser ablations.  
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2. EXPERIMENTS
2.1 Laser produced xenon plasma EUV source 

A laser produced plasma (LPP) EUV source was used in the experiment. Figure 1 shows schematic of the EUV source. 
Xenon frost formed on a cryogenic target was irradiated by a Nd:YAG laser with the wavelength of 1064 nm, the pulse 
width of 10 ns, the intensity of 1011-1012 W/cm2 and the repetition rate of 10 Hz. The cryogenic target consists of a 
cupper drum with a hollow inside and motor to rotate the drum. Liquid nitrogen introduced inside cupper drum keeps the 
drum surface below the melting temperature of xenon at -111.8 ◦C. The rotation speed and Xe flow rate was optimized at 
191 Hz and 100 sccm to provide fresh Xe frost surface. The EUV radiation emitted from the Xe plasma was focused 
onto a solid Si wafer (P-type (111)) target by an ellipsoidal EUV focusing mirror. The ellipsoidal EUV mirror surface 
was coated with Au to maximize the total reflection and the imaging magnification was 1:1. The target irradiation angle 
was 45◦. The EUV emission was incoherent and non-monochromatic to maximize the EUV photons delivered at the 
target position. The EUV energy at the target was 13 mJ and intensity was 109 W/cm-3. Other parameters were 
synchronized with the drive laser, the pulse width of 10 ns and repetition rate of 10 Hz. The wavelength ranges 9-25 nm 
with a peak around 11.5 nm, which covers the strong L shell photo-absorption edge of silicon at 12.49 nm. Thomson 
parabola mass-charge analyzer. 

2.2 Thomson parabola mass-charge analyzer 

The Si ion spectra was measured by a Thomson parabola mass-charge analyzer. Measurements for Nd:YAG laser (1064 
nm) ablation was also conducted for comparison. The irradiation parameters were set as same as the EUV irradiation, the 
pulse width of 10 ns, repetition rate of 10 Hz, and intensity of 109 W/cm-3. Figure 2 shows schematic of the Thomson 
parabola analyzer. It consists of an entrance aperture, a pair of magnets, a pair of electrodes, and a micro-channel plate 
(MCP). The detection distance and angle from the Si sample were 75 cm and 0◦ from the sample normal.  The ions 
expanding from the Si sample were collimated at the entrance aperture. Then the ion beam entered the magnetic field and 
electric filed to be separated with the parabolic energy spectrum for each mass and charge ratio. The detection unit 
consists of an MCP, a phosphor screen, and a CCD camera. The phosphor screen projects the parabolic spectrum image 
of the electrons magnified by each MCP channel, then finally detected by the CCD camera as an image. Each point of 
the spectrum tracing is the result of displacement of ions due to the fields. Therefore, these tracings enable us to fit and 
calculate the corresponding kinetic energy and charge state of ions. The multiplication factor of MCP were calibrated 
using a reference [4]. The vacuum pressure in the EUV source during the EUV ablation shots was in the order of 10-1 Pa, 
whereas for laser ablation shots was 10-2 Pa, and that of Thomson parabola analyzer was 10-4 Pa. 

Figure 1. The laser produced plasma EUV source. EUV emitted from the laser driven xenon plasma was collected by the 
ellipsoidal total reflection EUV mirror and focused onto the Si wafer sample at an angle of 45◦. The Si ions expanding from 
the EUV ablation plasma were detected by the Thomson parabola mass-charge analyzer installed along the Si target normal. 
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Figure 2. The Thomson parabola mass-charge analyzer. The Lorentz force applied in the magnetic field spectrally dispersed 
the incident ions by mass and charge ratio, then the electric field between the electrodes stretches each beam to project an 
energy spectrum. The energy spectra of each m/q were detected by the MCP. 

3. RESULTS AND DISCUSSIONS
It is necessary to consider the influence of collision between xenon atoms and silicon ions. There are mainly two kinds of 
collisions, one is elastic collision and the other is inelastic collision. The inelastic collision happens when the collision 
energy is approximately 25 keV/u, which is equal to Bohr velocity [5]. Since this energy is far higher than the ion energy 
detected in our experiments, inelastic collision is negligible. Thus, we have estimated the effects of elastic collisions 
between Si and Xe atoms. We have estimated the elastic collision cross section of Si ion and Xe atom from that of 
hydrogen and Xe atoms [6-9]. The scattering cross section and velocity satisfies s µ u-2/5 (u³6 km/s). For example, a 
hydrogen atom with a velocity at 3.7 ´ 104 m/s, which is equivalent to 200 eV Si, gives a cross section of 6.97 ´ 10-15 
cm2. We have estimated element dependence on the cross section by using the effective radius of the atoms s µ r2. The 
cross section of Si and Xe atoms were estimated as 8.6 ´ 10-15 cm2 for Si atom at an energy of 200 eV. It means that 6% 
of Si ions arrive at the entrance aperture of the Thomson parabola analyzer that is 40 cm away from the Si sample 
surface in a background Xe pressure at 10-1 Pa. however, the reduction in numbers of particles due to the collision does 
not affect the ion charge state distribution at the analyzer. 

Figure 3 shows ion spectra of (a) EUV ablation and (b) laser ablation. Vertical and lateral axis are attributed to magnetic 
and electric force respectively. The solid red lines are the fitting curves and dotted black lines are energy contour lines. 
Since the element detected are known as Si, the charge state can be identified from obtained parabolic tracings. The root 
of the black dotted lines and red solid lines is the position of zero order signal containing the neutral particles and lights, 
which are blocked by a physical shielding in front of the MCP. The spectra images of EUV ablation and laser ablation 
were completely different, where EUV ablation only showed Si+ spectrum and laser ablation showed Si+, Si2+, and Si3+ 
spectra. Not only the charge state, but also the energy range of the spectra of laser ablation tend to be much higher. It 
should be noted that repulsive force among positively charged particles in ion beam, so called space charge, caused 
spread of each ion spectrum. The disagreement between ion spectra and fitting trace is attributed to a leakage or 
inhomogeneous magnetic field. Figure 4 shows the energy spectra of Si ions converted from images in fig. 3. The 
multiply charged ion species showed the spectrum peak at higher energy due to the charge state up to 1.2 keV of Si3+. 
The noticeable difference between EUV and laser ablations can be qualitatively explained by the difference in ablation 
plasma parameters. In our previous study on expanding geometry of ions, we have simulated the plasma parameters for 
EUV and laser ablations of CH target at the same irradiation parameters as this study [10]. The EUV ablation showed the 
electron density exceeding 1023 cm-3 and electron temperature ~1 eV near the solid surface. In such plasma, the 
collisional ionization by thermal electrons does not proceed much and the charge state in the plasma is suppressed. The 
results for laser ablation showed a strong absorption of photon energy around the critical electron density, ne » 1021 cm-3 
region. The electron temperature at the critical density region exceeded 10 eV. In general, multiply charged ions are 
produced via electron collisions, it is qualitatively consistent with the experimental results that only laser ablation had 
highly charged ions in the expanding plume. Since EUV photon absorption strongly depends on the elements due to the 
photon-atom atomic process, simulation of the plasma parameters for Si samples, as well as time and spatial evolutions 
would depict the whole dynamics of EUV ablation. 
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Figure 3. Ion spectra of mass-charge analysis for Si ions from (a) EUV ablation and (b) laser ablation plasmas. The solid red 
lines are the fitting curves and dotted black lines are energy contour lines.  

 
Figure 4. Energy spectra of Si ions from (a) EUV ablation and (b) laser ablation plasmas plotted from the fitting lines in fig. 
3. 

4. CONCLUSION 
We have studied characteristics of the ions in the expanding ablation plasma, and compared EUV and laser 
ablations. The kinetic energy spectra of expanding ions at each charge state was obtained by a mass-charge analyzer. 
The results showed noticeable difference between EUV and laser ablations, where EUV ablation only showed singly 
charged Si ions and laser ablation showed multiply charged ions up to Si3+. The energy spectra of multiply charged 
ions were distributed in higher energy range. The results were discussed qualitatively considering our previous 
simulation results on ablation plasma parameters for EUV and laser ablations. One hand, EUV ablation plasma has 
electron density exceeding 1023 cm-3 and electron temperature ~1 eV. Thus, ionization does not proceed much and 
only singly charged ions were detected. On the other hand, since laser ablation plasma tends to have lower electron 
density at ne » 1021 cm-3 and higher electron temperature Te >10 eV, the electron impact ionization proceeds to have 
multiply charged ions in the signal. This study suggests that the ablation plasma characteristics and ablation 
mechanism can be traced back from the information of expanding ions. Further investigation with simulation studies 
would clarify those physics and critical difference of EUV ablation with conventional laser ablation.  
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The role of photo-ionization in extreme ultraviolet ablation
interactions

J A Lolley, G J Tallents
York Plasma Institute, Department of Physics, University of York, York, YO10 5DD, UK

ABSTRACT

In the extreme ultraviolet (EUV) regime, the photon energies are above the threshold for photo-ionization in
all solid materials. We examine the absorption coefficients for inverse bremsstrahlung and photo-ionization and
the contributions of these processes to EUV absorption under different ionization models. The Saha-Boltzmann
ionization model is considered with and without continuum lowering, as well as a novel rate equation model
including the photo-ionization transitions in population calculations. We show that photo-ionization plays a
significant role early in EUV ablation of solid aluminium, but inverse bremsstrahlung absorption dominates once
temperatures in the ablated plasma exceed more than a few electron volts.

Keywords: ablation, short-wavelength, EUV, laser, theory

1. INTRODUCTION

Laser-solid interactions in the 1× 1010 W cm−2 irradiance limit are well understood for optical wavelengths.
This regime lies at the lower end of possible ablation interactions but just above the threshold – intensities easily
achievable in laboratory conditions with commercially available light sources. Tabletop light sources capable of
these intensities at extreme ultraviolet wavelengths are now available1;2, and ablation at these short wavelengths
has been demonstrated multiple times3;4;5. The increase in photon energy between optical light and EUV light
requires the consideration of photo-ionization as an integral part of these interactions.

The extreme ultraviolet regime extends from roughly 10 nm to 100 nm (≈ 12 eV to 120 eV). At these wave-
lengths, two key limits are reached. The first is that for at least the first ionization in most elements the photon
energy exceeds the ionization energy, h̄ω > Eion, and photo-ionization can occur. The second is an increase in
the critical density ncrit to above solid density nsol, ncrit > nsolid, for most materials, allowing us to consider the
plasma as under-dense and therefore that absorption contributions from collective processes such as resonance
absorption are negligible. These two changes are significant alterations to the standard ablation absorption model
for optical wavelengths, which is dominated by inverse bremsstrahlung and resonance absorption. In this paper
we consider the significance of photo-ionization absorption in EUV laser ablation of solid aluminium targets. The
ionization of the plasma formed is modelled using a rate-equation approach and Saha-Boltzmann equilibrium.
Continuum lowering of the ionization potentials is shown to have a small effect on the depths of ablated features.

2. ABSORPTION PROCESSES

The primary absorption process in ablation interactions is inverse bremsstrahlung absorption. This process
occurs when an electron in the Coulomb field of an ion absorbs an incident photon. The absorption coefficient
Kib is given by6;7

Kib = 8
√
π

(
e2

4πε0

)3 4
3c3

Z2
i

m2
e

neni

√
me

2kBT

(
π2c2

h̄ω3

)[
1− exp

(
− h̄ω

kBT

)]
(1)

where ne is the electron density, ni and Zi the are the density and ionization of the ion species respectively, ω
is the laser angular frequency, and T is the plasma temperature. All other symbols have their usual meanings.
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Note that the exponential term [1− exp(−h̄ω/kBT )] is included to account for photon production by stimulated
emission. Crucially, the absorption coefficient is proportional to neniZ

2
i , indicating a significant impact from the

population distribution.
The reduction in wavelength increases the photon energy above the threshold for photo-ionization to occur.

The expression for the photo-ionization absorption coefficient Kpi is given simply by

Kpi = σbfni (2)

where σbf is the photo-ionization cross-section, and can be taken from the literature8. Alternatively, the photo-
ionization cross-section can be calculated using a similar treatment to equation 17;

σpi = 16
3π

gi+1

gi
α3π

2c2

h̄ω3

[
2RdZ

4
i

n3

]
(3)

where Rd is the Rydberg energy in Joules, n is the principal quantum number of the ionizing state, and α is the
fine structure constant given by

α = e2

4πε0h̄c
. (4)

Whilst the photo-ionization cross-section is dependent only on material properties, the species density for the
eligible ions will vary across the simulation. The ionization model chosen to relate the temperature, electron
density, and ion population distribution of the ablated plasma will therefore be a significant choice.

3. IONIZATION MODELS

3.1. The Saha-Boltzmann model

The Saha-Boltzmann model9 is the standard model used to calculate ionization balance within a plasma. The
principal expression for this model gives the ratio between a charge state Zi with density ni and the level above
(Zi + 1) with density ni+1 as

ni+1

ni
= gi+1

gi

2
neΛ3 exp

(
−Eion

kBT

)
(5)

where Λ is the thermal de Broglie wavelength, given by

Λ = h√
2πmekBT

. (6)

The Saha-Boltzmann ratio is a tried and tested piece of physics, its only drawback is the premise on which it is
based; that the plasma be in equilibrium. In the case of a laser-produced plasma this is an approximation.

3.2. Accounting for perturbation by photo-ionization

The Saha-Boltzmann ratio considers the two levels it relates to be in equilibrium with each other. In the case
when the lower level is effected by photo-ionization, the balance of processes that achieves this equilibrium must
be adjusted. Assuming the pulse time of the laser is on order of nanoseconds, we can conclude equilibrium is
reached and add photo-ionization to the list of processes we consider.

In an unperturbed plasma, the collisional processes that pertain to changes in ionization are the collisional
ionization rate and the three-body recombination rate. The collisional ionization rate is the rate at which
electron-ion collisions result in ionization of the ion. The rate of ionization Kci of a given level i in units of
cm3s−1 is given by the Lotz approximation10

Kci = 3× 10−6 gi

(kBT )3/2
Ie(y)
y

[
cm3s−1] (7)

where kBT is in electron volts, Ie(y) is the exponential integral

Ie(y) =
∫ ∞

y

1
x
e−xdx (8)
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and y is the reduced ionization energy, given by y = Eion/kBT .
The rate coefficient K3br for the reverse process, three-body recombination, can be found by use of detailed

balance and the Saha-Boltzmann ratio7. In equilibrium Kci and K3br will be balanced like so;

nineKci = n(i+1)neK3br. (9)

After some rearrangement, we can replace the ratio ni/n(i+1) with equation 5 to find

K3br = gi

g(i+1)

neΛ3

2 exp
(
Ei

kBT

)
Kci. (10)

Figure 1a shows a three level atomic system where these processes are in balance.

(a) (b)

Figure 1: Example 3-level systems showing the populating and de-populating processes for an ionization level i both
(a) without photo-ionization and (b) with photo-ionization.

In a plasma driven by a laser with photon energy above the photo-ionization threshold, we can add photo-
ionization into equation 9 to give a new level dependent balance between the populating and de-populating
processes – see figure 1b. For example, in the case where photo-ionization is possible only for the neutral and
the 1+ ion we have:

for i = 0: n0(neK0,1 + σ0,1Φ) = n1neK1,0

for i = 1: n1(neK1,0 + neK1,2 + σ1,2Φ) = n0(neK0,1 + σ0,1Φ) + n2neK2,1

for i = 2: n2(neK2,1 + neK2,3) = n1(neK1,2 + σ1,2Φ) + n3neK3,2

for i > 2: ni(neKi,(i−1) + neKi,(i+1)) = n(i−1)neK(i−1),i + n(i+1)neK(i+1),i

and for imax: nineKi,(i−1) = n(i−1)neK(i−1),i.

(11)

where Φ is the incident radiation flux.

3.3. Continuum lowering

In the high density limit, the Saha-Boltzmann model loses accuracy due to the introduction of perturbative
effects. One such effect is continuum lowering, where the ionization potential of the ions is reduced by the close
proximity of other ion potentials. This effect has been quantified by Stewart and Pyatt11, who give a correction
factor to the ionization such that

∆Eion

Eion
= a0

Z + 1

(
2
aC

)
. (12)

The distance aC is given by either the Debye length λD, or the ion sphere radius r0 given by

4π
3 r3

0 = 1
ni
.

The choice that gives the smallest correction should be chosen as the model reconciles two previous suggested
models; the ion-sphere model and the Debye-Hückel model12 (the former being applicable in the low temperature,
high density limit and the latter applicable in the high temperature, low density limit). There are other models
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that predict the effects of continuum lowering, the most notable being that of Ecker and Kröll13, however the
Stewart-Pyatt model was selected as it is widely utilized and is applicable in our high density, low temperature
limit. This continuum lowering correction can also be applied to the rate-equation model. We need not modify
the model any further, but should include any transitions that have become possible with the reduction in
ionization energy.

4. TIME-RESOLVED CALCULATIONS

4.1. Reference values

The first step towards producing time-resolved measurements was producing a set of reference curves to relate
temperatures to energy content values. These energy content values were calculated by simply adding the energy
in the free electrons and ions together:

Ui = 3
2nekBTe +

i∑
i=1

niEi. (13)

This dependence on the ion populations ni, which are calculated by an iterative process, makes calculating Ui

from Te relatively simple, but this is not the case for the converse. This is why reference curves have been
implemented, to allow simple transitions between the temperature and energy content.

4.1.1 Saha-Boltzmann vs. rate equation

Initially, reference curves for the Saha-Boltzmann and rate equation models were produced for comparison. As
the population ratios are dependent on both the plasma temperature and electron density, an iterative algorithm
must be implemented. The population distribution for each temperature was calculated first using a trial electron
density. The projected ion densities were normalized such that the total species density was equal to the solid
density and a projected electron density was extracted from these values. The difference between the projected
electron density and the initial density was then halved and added to the lower of the two, and the process
was repeated until the correction required was below a chosen tolerance (the bisection method). In the case of
the rate equation model, this is complicated slightly by the contribution of the n(i+2) level to the calculation of
the n(i+1) level. To rectify this, a second iteration is included. For each trial electron density, the population

Figure 2: Average ionization and energy density of aluminium as a function of temperature for the Saha-Boltzmann
and rate equation models with an irradiance of 1 × 1010 W cm−2.

distribution is calculated using trial populations for n(i+2) first, and then by the populations just predicted.

Proc. of SPIE Vol. 11886  118860T-4
Downloaded From: https://www.spiedigitallibrary.org/conference-proceedings-of-spie on 25 Aug 2021
Terms of Use: https://www.spiedigitallibrary.org/terms-of-use



Figure 3: Average ionization and energy density of aluminium as a function of plasma temperature for the rate
equation model at irradiances from 1 × 1013 W cm−2 to 1 × 1016 W cm−2.

This is repeated until the change in the populations is below a given tolerance, and the outer iteration over the
electron density can progress.

Initial focus was on irradiances in the region of those seen experimentally3;4;5 and the difference between
the two models will increase with irradiance, so a comparison at the peak irradiance of ≈1× 1010 W cm−2 was
conducted first, shown in figure 2. At these low irradiances, the two models overlap perfectly, with negligible
contribution from photo-ionization. This implies that for the irradiances seen in experiment the rate equation
model is applicable but offers no improvement over the Saha-Boltzmann model.

At higher irradiances, we see the differences in the models increase – see figure 3 – however significant changes
are not seen below 1× 1015 W cm−2. Significant deviation from the Saha-Boltzmann model at these temperatures
indicates the plasma is no longer in equilibrium. Irregularities in the continuity of the higher irradiance curves
are likely caused by instability in the iteration method.

4.1.2 The effects of continuum lowering

Figure 4: Average ionization and energy density of aluminium as a function of plasma temperature for the Saha-
Boltzmann model with and without the Stewart-Pyatt ionization energy correction.
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As with the rate equation model, reference curves for the Saha-Boltzmann model and a corrected form using
the Stewart-Pyatt model were produced. These are shown in figure 4. The difference in the two models is
relatively small, peaking at around 0.2 for Zi, but the impact this will have on time-resolved measurements is
unclear. Figure 5 shows the effect on the absorption coefficients. This is more significant as Kib is proportional to

Figure 5: Absorption coefficients for inverse bremsstrahlung Kib, photo-ionization Kpi, and the combination of the
two Ktot against plasma temperature for both the corrected (w/CL) and uncorrected (SB) Saha-Boltzmann
model in aluminium.

neniZ
2
i and Kpi will now have contributions from higher ionization levels. This will result in more rapid heating

of the target. The point at which photo-ionization drops below 10% of the total absorption shifts significantly
from 18.5 eV to 26.7 eV but Kib dominates from 10 eV regardless.

4.1.3 Continuum lowering in the rate equation model

The effects of continuum lowering on the rate equation model have also been investigated. The same algo-
rithm was implemented, with the ionization energies corrected using the Stewart-Pyatt model. The results for
1× 1010 W cm−2 are shown in figure 6. The correction has affected the Saha-Boltzmann and rate equation models

Figure 6: Average ionization and energy density of aluminium as a function of plasma temperature for the Stewart-
Pyatt corrected Saha-Boltzmann and rate equation models with an irradiance of 1 × 1010 W cm−2.
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equally, as would be expected, generating the same consistency between the models as before the correction.
Results for multiple higher irradiances are shown in figure 7. The effect of continuum lowering is present for

all irradiances, with reduced impact at higher irradiances.

Figure 7: Average ionization and energy density of aluminium as a function of plasma temperature for the Stewart-
Pyatt corrected rate equation model at irradiances from 1 × 1013 W cm−2 to 1 × 1016 W cm−2.

4.2. Single cell variant

Using the models detailed in section 3, a simple time-resolved scenario was constructed. A 10 nm slice of material,
of unit area, was irradiated with time-dependent pulses of 46.9 nm radiation. The cell was assigned a temperature
and energy content, and absorption coefficients were calculated accordingly. These were then used to calculate
the reduction in intensity across the cell, and therefore the deposited energy. Finally, the energy content was
updated and compared to the reference values to find the new cell temperature. This was repeated for each time

Figure 8: Temporal evolution of the plasma temperature and average ionization of a 10 nm aluminium cell for the
uncorrected and Stewart-Pyatt corrected Saha-Boltzmann model.

step with the next irradiance value in the time-dependent pulse. As there were no calculations performed in each
time step, it was trivial to run both the Saha-Boltzmann model and the Stewart-Pyatt correction simultaneously.
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A sine-squared pulse of 1.2 ns duration with a peak irradiance of 3× 1010 W cm−2 was modelled initially,
again to best match experimental parameters. The predicted temperatures and ionizations for both models are
shown in figure 8. The small changes introduced by continuum lowering in temperature and ionization, married
with the larger change in the absorption coefficient, have led to a significant increase in the final temperature,
from 37.7 eV to 54.0 eV, and ionization, from 3.36 to 4.48, of the test cell. This is likely to have strong implications
in the spatially-resolved simulations.

4.3. Density variations

Thus far the effects of temperature on the various models have been well considered, but the density has remained
constant at nsolid. The spatially-resolved simulations in section 4.4 are hydrostatic and do not consider plasma
expansion, so the effects of density are key to determining the validity of these results. As a simple test, a cell
at 10% of nsolid was examined under the same conditions as before, the results of which are shown in figure 9.

Figure 9: Temporal evolution of the plasma temperature and average ionization of a 10 nm aluminium cell at solid
density and at 10% solid density for the uncorrected and Stewart-Pyatt corrected Saha-Boltzmann model.

Figure 10: Temporal evolution of the total absorption coefficient of a 10 nm aluminium cell at solid density and at
10% solid density for the uncorrected and Stewart-Pyatt corrected Saha-Boltzmann model.

The decrease in density has reduced both the final temperature and the final ionization for both models as
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expected. The most significant change however, is in the absorption coefficient – shown in figure 10. The total
absorption coefficient for the plasma has reduced by an order of magnitude at early times and by nearly two at
late times. This indicates that in the case of an expanding plasma, the lower density plume will absorb little of
the incoming radiation and energy deposition will be dominated by the material at close to solid density. From
this, we can conclude that the hydrostatic model has a good chance of being valid, with the plume contributing
little to the absorption. These low density results are also of interest in the ionization of gas jet targets by
extreme ultraviolet laser pulses.

4.4. Multi cell variant

Expanding the simulations to include spatial resolution was simple. The algorithm for each cell remained largely
unchanged, but an additional calculation of the irradiance reaching each cell was added between them. This
was calculated from the energy deposited in the previous cell. An example temperature distribution is shown
in figure 11a. By varying the peak irradiance and integrating over the pulse we can produce a graph of fluence
plotted against ablated depth – see figure 11b. Determining how to measure the ablation depth requires some

(a) (b)

Figure 11: (a) Spatial distribution of plasma temperature for a peak irradiance of 3 × 1010 W cm−2 and
(b) predicted ablated depths as a function of incident fluence for an aluminium target.

thought. The simplest choice is a minimum plasma temperature or minimum ionization; melting temperature,
boiling temperature, and 10% ionization are sensible choices. A minimum ionization was selected as the most
likely condition for a complete solid-plasma transition.

Two main conclusions present themselves from figure 11b; there appears to be a maximum achievable ablation
depth, and the ablated depth approaches this value rapidly (below 10 J cm−2).

5. CONCLUSIONS

The high photon energies of extreme-ultraviolet photons activate photo-ionization as a contributing absorption
process in laser ablation. The absorption coefficients for inverse bremsstrahlung and photo-ionization in an alu-
minium plasma at a variety of temperatures and at multiple densities have been calculated. The rate equation
model showed no deviation in ionization or energy content from the Saha-Boltzmann model (corrected or uncor-
rected) at irradiances below 1× 1013 W cm−2, and no significant deviation below 1× 1015 W cm−2. Accounting
for continuum lowering created a small deviation from the Saha-Boltzmann model in average ionization and
energy density but this manifested as a larger change in the absorption coefficient. In the case of both ionization
models, inverse bremsstrahlung dominates the absorption process above temperatures of ≈ 10 eV.
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These calculated values have then been used to formulate a simple temporally-resolved algorithm simulating
a 10 nm slice of target irradiated by 1.2 ns pulse of 46.9 nm radiation. These simulations showed more significant
effects on the final temperature and ionization of the cell due to continuum lowering. Investigating the absorption
coefficients at 10% solid density showed a one to two order of magnitude reduction in absorption coefficient,
implying that the majority of laser absorption occurs at close to solid density. Expanding this to a spatially-
resolved model generated a fluence to ablation depth relationship with saturation-like behavior.
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Coherent pore-scale imaging: phase contrast and ptychography 
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ABSTRACT   

The paper deals with an analytical study of the problem of pore detection and certification in bulk materials by means of 
X-ray radiography. The optimum thickness of a sample under X-ray absorption investigation of the pores is found, that
can be used for an improvement of the signal-to-noise ratio by the proper X-ray photon energy. In the case of low
absorption an X-ray coherent beam can be used for production of phase contrast in the radiographic experiments. We
present a simple model to calculate the complex value of the wave field formed by the sample. The model includes two
dimensionless parameters: the Fresnel number F= a2⁄(λz), where a is the pore radius, λ is the wavelength, z is the sample-
to-detector distance and the phase number Φ = akδ, where k = 2π⁄λ and δ is the decrement of the real part of material's
relative permittivity. The detailed analysis of the field structure is given with an estimation of the optimal position of the
detector. The numerical simulation results are presented as well, which were obtained for the Gaussian type of the pore
shape function. The stationary phase method of higher orders has been proven to simplify the Fresnel integral. The
developed qualitative visualization of the pores with the help of phase contrast X-ray imaging complements other
modern methods of monitoring porous-sensitive materials.

Keywords: X-ray imaging, pores, laser ceramics, phase contrast imaging, ptychography 

1. INTRODUCTION

A presence of pores can change properties of the materials. The porosity effects can be natural or artificial, useful or 
harmful. Some studies and applications require an intensive saturation of the materials with the pores1. On the contrary, a 
production of laser ceramics needs a careful removal of the micropores2. A study of the pores is known to be both 
fundamental and practical .X-ray porosimetry as a part of general porosimetry3-5 is a fast developing technique based on 
X-ray small angle scattering6 and X-ray imaging7. At present it profits from current advances in X-ray source
development (new generation of synchrotron radiation and laboratory high brightness X-ray sources) as well as of the
state-of-the-art X-ray imaging methods, such as phase contrast tomography8 and ptychography9, 10. At the same time, the
image formation of the pores needs a more accurate and effective analytical description of the related phase contrast
effects.

The goal of this paper is to present two analytical approaches to X-ray imaging of the pores developed for the cases of 
absorption and phase contrast experiments. A simplified model of porous objects makes it possible to formulate and 
optimize more general conditions of the experimental layout including the X-ray source parameters, sample dimensions 
and measurement geometry. 

2. THE ABSORPTION CONTRAST

The main parameters and typical experimental layout are shown in Fig. 1. As an X-ray parallel beam running through the 
object under investigation, the measurement compares the number of photons going through the pore with then number 
of photons propagating through the bulk material without the pores. Considering the number of incident photons as a 
discrete random process one can write the signal-to-noise ratio SNR as: 

𝑆𝑁𝑅 =
| |

{ }
(1) 

where Nb is the number of output photons passed through the bulk material with no pores, Na is the number of output 
photons that met a pore of the radius a and D is the variance. For Poisson photon statistics the variance of two quantities 
is known to equal the sum of the variances, with each of them being equal to its average. Then Eq. (1) takes the form 
(see Fig.1): 
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𝑆𝑁𝑅 =
| |

{ }
=

| |
=  √𝑁𝑒

√
(2) 

where N is the total number of photons incident on the pore cross section and μ is the linear attenuation coefficient of the 
material. Eq. (2) yields the following formula for the number of incident photons N: 

𝑁 = (𝑆𝑁𝑅) 𝑒
( )

(3) 

This expression can be used for choosing optimum values of the photon energy and the sample thickness.  By 
introducing x = ea and y =l/a we have: 

( )
= 𝑥

( )
(4) 

The minimum of this value is reached at 

𝑥 =
( )

(5) 

For sample thickness much larger than the pore size l >> a: 

𝑥 = 1 + , 𝑦 ≫ 1 and, hence,  𝜇𝑙 = 𝑦 ∙ ln𝑥 ≈ 2 (6) 

i.e. for the pore imaging the optimum optical thickness of a sample is l  2. Substituting this value into (4) one can
obtain a simple formula for the total number of incident photons N required for the pore image production with given
SNR value:

𝑁 = (𝑆𝑁𝑅)
 

≈ 100 (7) 

Here we use the practical value (𝑆𝑁𝑅) ≈ 30 (see Ref.7). 

Figure 1. Geometry and main parameters of X-ray pore imaging: l – sample thickness, a – pore radius, δ - decrement of the 
real part of material relative permittivity, s – source size, L – source to sample distance, z – sample to detector distance. 

As expected, the source flux needed for a clear pore imaging is proportional to the inverse square of the pore size. The 
flux can be decreased by an appropriate choice of the probing photon energy to reduce the sample thickness down to l  
2/ (see (6)). On the other hand, the smallest value of the thickness 𝑙 in (7) is limited by the mentioned condition 𝑙 >> 𝑎 
and restrictions of a sample manufacturing. In fact, formula (7) is an estimate of the number of photons per pixel in the 
assumption of pixel size being close to the pore radius a. The expression (7) multiplied by the total number of pixels 
gives us the total number of photons on the detector. 
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3. THE PORE X-RAY IMAGING AS A PHASE CONTRAST PROBLEM

For the sake of completeness and brevity we present only the main formulas of phase contrast imaging in application to a 
detection and measurement of the pores in almost transparent materials. The general theory and other applications of 
phase contrast X-ray imaging can be found in many papers and textbooks7, 11, 12. 

Let us consider the phase contrast imaging while neglecting the absorption. Then a ray passing through a pore in 
comparison with a neighboring ray outside the pore acquires the following phase difference (see Fig.1): 

𝑆(𝑥) =
0,    |𝑥| ≥ 𝑎,

−𝛿𝑘√𝑎 − 𝑥 ,   |𝑥| ≤ 𝑎 ,
(8) 

where k is the wave vector, x is the impact parameter of the ray relative to the pore center,  is the decrement of the real 
part of material relative permittivity: 

𝜀 = 1 − 𝛿 + 𝑖𝛽, where 𝛿, 𝛽 ≪ 1 ;      𝜇 = 𝑘𝛽. (9) 

With using the phase difference S(x) one can write the wave field 𝑢 (𝑥) right after the sample as: 

𝑢 (𝑥) = 𝑒 ( ). (10) 

In general, we will consider more common expression for the phase difference S(x) instead of (8): 

𝑆(𝑥) = −𝛿𝑘𝑎𝜑(𝜉), −∞ < 𝜉 < ∞, 𝜉 =  (11) 

where 𝜑(𝜉) is called the pore shape function and it is a smooth function of 𝜉 = 𝑥
𝑎⁄  at the interval  −∞ < 𝜉 < ∞ with

the maximum value  𝜑 (𝜉) = 1 at  𝜉 = 0.  

Then, according to well-known Fresnel propagation theory the field 𝑢(𝑥, 𝑧) in the half space 𝑧 > 0 can be written as: 

𝑢(𝑥, 𝑧) = ∫ 𝑢 (𝑠) 𝑒
( )

d𝑠 = ∫ exp 𝑖
( )

− 𝑖𝛿𝑘𝑎𝜑  d𝑠 (12) 

or: 

𝑢(𝑥, 𝑧) = 𝐽(𝐹, 𝛷, 𝜉),   𝐽(𝐹, 𝛷, 𝜉) = ∫ exp{𝑖𝐹 ∙ 𝜋(𝑡 − 𝜉) − 𝑖𝛷 ∙ 𝜑(𝑡)} d𝑡 , 𝜉 =  (13) 

where F is the Fresnel number and 𝛷 is the  phase number, which takes into account  the pore radius 𝑎 and the 
decrement of the real part of  relative permittivity 𝛿: 

𝐹 = =  , 𝛷 = 𝛿𝑘𝑎 . (14) 

We suggest to express the space field coordinates 𝑥 and 𝑧 in (13) in the terms of dimensionless variables  = x/a and F = 
a2/(z) , where a is the pore radius and a2/ is the distance that is of the order of the Rayleigh length, and the phase 
number  which represents the parameters of the object. 

The question is: how the measurement of the field distribution (13) can be used for a detection of pore spaces inside 
nearly transparent samples? To address this question we study the properties of the Fresnel integral 𝐽(𝐹, 𝛷, ξ) and 
functions 𝐹 and Φ  in Appendix II. The corresponding asymptotic expansion of related fast oscillating integrals is 
considered in Appendix I. 

The Fresnel integral 𝐽(𝐹, Φ, 𝜉) carries the information about the pore spaces. It has two critical points: 𝑡 = 𝜉 and 
𝑡 = 0. This fact allows us to use the stationary phase method in the case of large values of 𝐹 and 𝛷 (see Appendix II for 
our analysis in the case of small values of Fresnel and phase numbers). It is based on application of the perturbation 
theory at large distance 𝑧 and/or small values of 𝛿. 

Usually microscopy and similar imaging techniques deal with 2D or 3D intensity distribution that is proportional to the 
square of field module |𝑢(𝑥, 𝑧)| . In this paper we expand the field amplitude 𝑢(𝑥, 𝑧) into the Taylor series or 
asymptotic series: (𝑥, 𝑧) = 𝑢( )(𝑥, 𝑧) + 𝑢( )(𝑥, 𝑧) + ⋯ . Obviously, in the case of phase contrast imaging of the pores 
the module of the first term in the series is nearly equal to 1, that corresponds to the initial and/or non-perturbed field, 
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𝑢( )(𝑥, 𝑧) = and  presents no useful information about the object strcuture. Therefore, to study of the pore space images
or diffraction patterns one should take into account next two or more terms of the expansion series, with the third and 
fourth derivatives of the phase 𝑆(𝑥) being used (see Appendixes I and II). The mentioned mathematical expressions are 
utilized in Section 4 for analysis of the output field u(x, z) formed by the sample. 

4. DEPENDENCE OF SCATTERED FIELD STRUCTURE 𝒖(𝒙, 𝒛) ON THE FRESNEL
AND PHASE NUMBERS F AND 𝜱

For a transparent material our concept of pore study can be summarized as follows (see also (8) - (13) and Section 3). 
The primary source of the information is the intensity measurement of the field in a plane after the sample (see Fig 1). 
So, the plane Pa can be located right after the sample, where the field is not affected strongly by further diffraction in free 
space. In this case the object structure visualization can be performed only by the absorption contrast, since a change of 
the diffraction pattern inside the boundaries of the sample volume may be neglected. It should be mentioned that the field 
intensity distribution on the Pa plane can be magnified using an optical system. 

As the detector moves away from Pa plane to far Pp plane, the inline phase contrast enhances and forms a clear 
diffraction pattern. In this case a processing of such experimental can be carried out with the help of either analytical or 
numerical simulation of the wave propagation from the source through the sample and then in free space from the plane 
Pa to the detector plane Pp 13, 14. 

In this paper we show that it is possible to calculate the amplitude and phase distributions of the field in both planes Pa 
and Pp from the intensity measured on the plane Pp with using iterative computer procedures. Obviously, our method of 
coherent imaging is based on the phase retrieval algorithms and principles of in-line holography, coherent diffraction 
imaging and ptychography7, 9, 15. Our previous publication16 presents general discussion on the choice of practical 
geometry and computer domains. In this paper we will apply the developed theoretical approaches to X-ray imaging of 
the internal structure of a porous material. 

Returning to a qualitative analytical study of the field u (x, z) given by equations (12), (13) we have to mark its 
properties: (a) |𝑢(𝑥, 𝑧 → 0)| = 1 for a short distance that is much smaller than the Rayleigh length a2/ and (b) 
𝑢(𝑥, 𝑧 → ∞) = 1 for a long distance that is much larger than that length. Following Subsections 4.1 – 4.4 present the 
corresponding approximate expressions for the fields 𝑢(𝑥, 𝑧) obtained in the cases of large and small values of Fresnel 
and phase numbers 𝐹 and 𝛷. 

4.1 Large Fresnel number F 

In this case the critical point 𝑡 = 𝜉 = 𝑥
𝑎⁄  coincides with lateral coordinate that allows us to determine the function

𝜑(𝜉) of the shape of the pore space interface. The wave field can be derived by substituting ℐ(𝐹, Φ, ξ) from (A13) into 
(13): 

𝑢(𝑥, 𝑧) = 𝑒 ( ) 1 + 𝜑′ (𝜉) − 𝑖Φ𝜑 (𝜉)  (15) 

|𝑢(𝑥, 𝑧)| = 1 + 𝛿 𝜑 (𝜉) + {[𝜑 (𝜉)] + Φ [𝜑 (𝜉)] } , 𝜉 = 𝑥
𝑎⁄  . (16) 

One can see that the x dependence of the intensity is given by the first and second derivatives of the pore shape function 
𝜑(𝜉). They both would contribute to an edge enhanced image of the pores8 described by formula (16). If we discard the 
third term, we see the intensity distribution at a certain distance from the sample reproduces the second derivative of the 
field phase on the back plane of the sample. The first two terms in (16) correspond to the results of  Ref.17 devoted to 
phase contrast imaging of thin objects but in our work we applied the stationary phase method to not the wave field but 
the measured intensity directly. Unlike the results of Ref.17 formulas (15), (16) contain 𝛷 and 𝜑  and offer better 
characterization of the object. In addition, these formulas can be used to find the derivatives of the pores shape function 
and phase number 𝛷 (and, hence, the pore radius 𝑎 (see (14)) from the measurement of the field behind the sample. 

4.2 Small Fresnel number F 

This is the case of long distance z ≫ a2/λ. Large z and low refraction δ are physically alike, since both variables result in 
the same weak perturbation of the initial plane wave field u(x,z) = 1. So, one may write down: 

𝐽(𝐹 → 0, Φ, 𝜉)  𝐽(𝐹, Φ → 0, 𝜉). (17) 
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This case is considered in more details in Appendix II. Using the expression (A16) for 𝐽(𝐹, Φ, 𝜉) in (13) gives: 

𝑢(𝑥, 𝑧) = 1 − 𝐽 (𝛷) − 𝑒 𝐹  {𝐽 (𝛷) − 2𝜉𝐽 (𝛷) + 𝜉 𝐽 (𝛷)} + ⋯ , 𝜉 = , 𝐹 ≪ 1 (18) 

|𝑢(𝑥, 𝑧)| = 1 −  ∫ d𝑡 ∙ (sin[𝛿𝑘𝑎𝜑(𝑡)] + 1 −  cos[𝛿𝑘𝑎𝜑(𝑡)]) + ⋯ ,. (19) 

where 𝐽 (𝛷), 𝐽 (𝛷) and 𝐽 (𝛷) are defined in (A17). 

4.3 Large phase number 𝜱 

Here the phase difference acquired due to a pore space is large. Of course, that is the case of large radius 𝑎 and relatively 
soft X-rays because of the value of 𝛿 scales as 𝜆 . Then, as mentioned in Section 3, the second critical point 𝑡 = 0 of the 
integral (13) plays its role (see Appendix II). By substituting (A21), (A22) into (13) we obtain: 

𝑢(𝑥, 𝑧) = exp{𝑖𝐹𝜋𝜉 − 𝑖𝛷} ∙
 ( )

1 +
( )

, 𝜉 = , 𝛷 ≫ 1 (20) 

|𝑢(𝑥, 𝑧)| =  
 ( )

1 −
 ( )

 (21) 

where 𝐶(𝑥) is defined by (A22) and (−𝜑′′) is taken at 𝜉 = 0, that characterizes the pore interface inside the pore space. 
From (19) and (20) one can see that large phase difference 𝑆(𝑥) acquired due to either large pore radius 𝑎 or large 
material permittivity decrement 𝛿 leads to a strong distortion of the initial field 𝑢(𝑥, 𝑧). However, this effect disappears 
at a large distance from the sample. It should be mentioned that this conclusion is in agreement with electrodynamics and 
mathematical properties of fast oscillating integrals. 

4.4. Small phase number 𝜱 

By using formula (A23) of Appendix II and referring to the initial expressions (12), (13) we can obtain: 

𝑢(𝑥, 𝑧) = 1 − 𝛷√𝑖𝐹 ∫ d𝑡 𝜑(𝑡)exp 𝑖𝐹 ∙ 𝜋 𝑡 − = 

= 1 − 𝑖𝛷 ∫ d𝑡 𝜑(𝑡)exp 𝑖𝐹 ∙ 𝜋 𝑡 − ,  𝛷 ≪ 1. (22) 

The term in brackets is the Fresnel integral applied directly to the pore shape function 𝜑(𝑡) similar to the field amplitude 
in the case of absorption contrast. This means that in the case of weak refraction the phase contrast can be regarded as an 
absorption contrast. Finally, to complete this section we give an expression for the field module: 

|𝑢(𝑥, 𝑧)| = 1 − 4𝜋𝛿 ∫ d𝑡 𝜑(𝑡)𝑐𝑜𝑠 𝜋 𝑡 − + . (23) 

It is easy to verify that this expression at large distance z coincides with (19) for small δ and yields: 

|𝑢(𝑥, 𝑧)| = 1 − 2𝜋√2 𝛿 ∫ d𝑡 𝜑(𝑡). (24) 

5. DISCUSSION

Many modern methods of studying the internal structure of an object imply two approaches. At the first the probing 
beam is propagated through a sample containing features like grains, voids, cracks etc. The result is a modified field 
distribution on the back side of the sample. It can be recorded and processed “as it is”, if a detector with high spatial 
resolution is available. In the simplest form – standard X-ray radiography - this approach has been used in Section 2 to 
estimate the optimum thickness and the photon number per pixel required for successful pore detection. If the spatial 
resolution defined by the detector used is not sufficient, X-ray microscope optics* or coherent lensless X-ray imaging is 

* Obviously, in order to restore the pore shape in this case an advanced computer microscopy19 is required to process the optical field
patterns.
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used7. Coherent X-ray/EUV imaging is known to consist in recording the diffraction patterns at a definite distance and 
using the reconstruction algorithms data to restore the field module and phase on the back side of the sample7, 9.  

For X-ray studies of low absorption materials the results of Section 2 cannot be directly used, and phase contrast imaging 
has no alternative. Therefore, in Section 3 we reduced the pore imaging problem to investigation of a kind of the Fresnel 
integral (13) for the field in any plane located in the half space behind the sample. The Fresnel integral 𝐽(𝐹, 𝛷, 𝜉) has 
been shown to depend on three dimensionless parameters: 𝐹, 𝛷 and the pores shape function 𝜑(𝜉). 

We developed a set of computer codes** to calculate 𝐽(𝐹, 𝛷, 𝜉) and the amplitude and phase field distributions for a wide 
range of the input parameters and various types of function 𝜑(𝜉). In addition, in Section 3 in order to provide a physical 
understanding of the discussed problems in X-ray investigation of low absorption materials we have presented an 
analysis of the wave field produced by a coherently illuminated sample containing pore spaces. The obtained formulas 
(15) – (24) can be of use in choosing detector position and region domains for the computer simulation.

Consider, for example, the optimal position of the detector 𝑧  for a phase contrast based pore observation with using of 
formulas (16) and (24), while the field intensity is recorded at small and large distances. It is obvious that due to low 
absorption contrast the initial intensity near the sample (small z) is slightly disturbed. On the other hand, at far distances 
(large z) the intensity of the initial reference wave, i.e. plane wave, would be dominant, as a field perturbation induced by 
the object is attenuated. Therefore, there is a location of the detector to observe the maximum phase contrast pattern. To 
find this location on the optical axis one should equate the formulas (16) and (24) at 𝑥 ≈ 0. Then we have: 

𝐹 ≡ =
( )

∫ ( )
. (25) 

Figure 2. The contrast value 1 − |u(x, z)|  observed on the optical axis 𝑥 = 0 by a single pore embedded in a low absorption 

material as a function of the Fresnel and phase numbers  𝐹 (𝐹 = ) and  = 2π𝛿 . (see Fig.1).The Fresnel integral 

𝐽(𝐹, 𝛷, 𝜉) was calculated following (13) with the Gaussian pore shape function 𝜑(𝜉). 

Fig.2 shows that the optimum detector position 𝑧  corresponds to the Fresnel number 𝐹 ~1 with a weak dependence 
on the decrement 𝛿. The term in brackets demonstrates also a weak dependence on the pore shape function 𝜑(𝑡). Then, 
according to (16) the maximum contrast value with respect to the reference wave intensity can be written as: 

** These codes are available also at on-line web form18. 
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1 − 𝑢 𝑥, 𝑧 =  𝛿 [−𝜑′′(0)]. (26) 

that is proportional to the decrement 𝛿. 

Fig. 2 demonstrates the 𝑧 dependence of the contrast ratio 
| ( , )|

| ( , )|
= 1 − |𝑢(𝑥, 𝑧)|  on the optical axis 𝑥 = 0 

calculated for various values of the phase number 𝛷. The results were obtained with the help of direct computation of the 
integral 𝐽(𝐹, Φ, ξ) (13) with the Gaussian shape function 𝜑(𝜉) = 𝑒 . 

6. NUMERICAL SIMULATION OF PORE PTYCHOGRAPHY EXPERIMENTS

As an example, we present an application of ptychographic technique for numerical simulation of the complex wave 
field after its propagation though ceramic material containing the pores. The ceramics is modelled by Y3Al5O12 glass 
sample containing hundreds of the pores with their random radius in the range from 0.5 to 0.75 µ and random location 
inside volume of interest (- 4; 4)  (- 4; 4) µm2. We use the probing X-ray wavelength 𝜆 = 0.124 nm, with the refractive 
index of the modelled glass being n = 1 - 8.83·10-6 + i·1.67·10-7. The pore spaces are assumed to be filled by the air with 
no  1. A square 385385 detector with the pixel size of 50 µm is located at the distance of 2 meter from the object. 
Then, according to Ref.16 the object domain size is 5x5 µm2 with the spatial resolution 13 nm. The X-ray source is set to 
be a point source collimated by a circular aperture of diameter 5 μm near the object. During the ptychography scan the 
object moves along the spiral trajectory. Thus, the total field of view turns out to be a circle of diameter about 19 μm 
(Fig.3). The results of the simulation are presented in Fig.4 that shows the real (left) and imaginary (right) parts of the 
restored field directly after the object. All pores are clearly distinguishable, and the best image quality is observed on the 
regions of pores overlapping. 

Figure 3. Total field of view composed of 128 circles 5 μm in diameter on  a spiral trajectory. 

A similar numerical experiment with a single pore determines the minimum detectable pore diameter as a0 = 4.8 μm. To 
find the related minimum detectable concentration of the pores with a typical radius of 0.5 μm we carried out additional 
simulations with the same geometric parameters and 10 random sampling of the pores. The result obtained is 55 pores 
inside 8x8 µm2 area or 0.86 µm-2. Given the ceramic sample is of 1-cm thickness, the minimum detectable concentration 
of the pores is found to be (0.86*108)/1 = 0.86*108 cm-3.  

7. SUMMARY

1. We demonstrated that there is the optimal sample thickness maximizing the signal-to-noise ratio in pore observation
experiments based on X-ray absorption contrast.

2. We introduced a model for characterization of pores in transparent materials in coherent X-ray radiography data. The
model allows us to determine the pore size 𝑎 and its shape function 𝜑(𝜉).
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Figure 4. Simulated real (left) and imaginary (right) parts of restored wave field created by Y3Al5O12 sample containing 100 
pores. 

3. The structure of the field after propagation through a sample containing the pores is expressed by the Fresnel integral
similar to that of in-line holography. The suggested model depends on two dimensionless parameters: the Fresnel
number 𝐹 =  𝑎 𝜆𝑧 and the phase number 𝛷 =  𝑎𝑘𝛿. A measurement of the field intensity with a proper position of the
detector makes it possible to determine the pore size 𝑎 and its shape function 𝜑 (𝜉).

4. We have determined four spatial and frequency domains for significant simplification of the Fresnel integral. They
correspond to four values of the mentioned parameters:  𝐹 ≫ 1, 𝐹 ≪ 1, 𝛷 ≫ 1 and 𝛷 ≪ 1.

5. The analysis of these four cases points out to the optimal position of the detector to achieve the best contrast in X-ray
study of the pores (formulas (25) and (26)).

6. In the case of a Gaussian function 𝜑 (𝜉) we have carried out a series of numerical simulation of the X-ray imaging
experiments. The software developed for calculating of the coherent fields in X-ray studies of objects with an arbitrary
pore function is available in the public domain.

The authors are grateful to Dr.E.A. Cheshev and Dt.I.M.Tupitsyn for useful and stimulating discussions. This work was 
supported in part by the Russian Foundation of Basic Research projects 19-02-00394, 18-08-01066 and 18-29-17039.  
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APPENDIX I. ASYMPTOTIC EXPANSION OF ONE TYPE OF FAST OSCILLATING 
INTEGRAL 

Let us consider the integral 

𝐽(𝐹) = ∫ exp{𝑖𝐹 ∙ 𝑓(𝑡) − 𝑖𝜓(𝑡)} d𝑡 (A1) 

in the case of large F, with 𝑡  being critical point, i.e.  
( )

= 0 at  𝑡 = 𝑡  and 

𝑓(𝑡) = 𝑓 + (𝑡 − 𝑡 ) + (𝑡 − 𝑡 ) + (𝑡 − 𝑡 ) + ⋯ , 𝑓 = 0, 𝑓′′ > 0 (A2) 

𝜓(𝑡) = 𝜓 + 𝜓′(𝑡 − 𝑡 ) + (𝑡 − 𝑡 ) + ⋯ (A3) 

where  𝑓, 𝑓′ …    and   𝜓, 𝜓′ …  are the values of functions 𝑓(𝑡)  and 𝜓(𝑡) and their derivatives at 𝑡 = 𝑡 . The solution of 
the problem described by (A1) – (A3) is used in Section 3 and Appendix II to evaluate the pore imaging integral 
𝐽(𝐹, Φ, 𝜉) (13) in the case of large Fresnel and phase numbers. 

The integral (A1) belongs to a class of fast oscillating integrals well-known in mathematical literature. If functions 𝑓(𝑡) 
and 𝜓(𝑡) have no singularities, (A1) can be simplified by using the first term of its asymptotic expansion into power 
series of inverse √𝐹. This is the stationary phase method which is described in textbooks20-22.  However, if functions 

𝑓(𝑡) and 𝜓(𝑡) have any singularities one needs considering higher powers of 𝐹 , as, for example, in the case of the 
presented paper. The related solution can be found in special mathematical literature23, 24. Since we often use the 
asymptotic expansion of the integral (A1), we would like to present a brief discussion of the expressions obtained for the 
first few terms of this expansion. 

By substituting  𝑦 = √𝐹(𝑡 − 𝑡 ) into (A1) and expanding the exponent into series of 𝐹  we can write:

𝐹 ∙ 𝑓(𝑡) − 𝜓(𝑡) = 𝐹𝑓 − 𝜓 + 𝑦 +
( )

√
+

( )
+ ⋯ ,   𝑡 → 𝑡 (A4) 
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𝐴(𝑦) = 𝑦 − 𝜓′𝑦,    𝐵(𝑦) = 𝑦 − 𝑦 , 𝑦 = √𝐹(𝑡 − 𝑡 ). (A5) 

Using (A4), (A5) in (A1) enables us to expand the integrand also into a series of 𝐹  and to reduce the initial integral 
to the following form: 

𝐽(𝐹) =
( ∙ )

√
∫ 1 +

√
𝐴(𝑦) + 𝐵(𝑦) + 𝐴 (𝑦) + ⋯ exp 𝑖 ∙ 𝑦 d𝑦 (A6) 

where the first term corresponds to the stationary phase approximation20. In contrast to Ref.20 formula (A6) includes also 

the terms of the order 𝐹  and 𝐹  that are responsible for the phase contrast needed for the X-ray pore investigation. 
To find the corresponding coefficients we can reduce the integrals in (A6) to Gaussian quadratures and their 
derivatives25: 

𝐼(𝛼 + 𝑖𝜂, 𝛽) = ∫ exp[𝑖(𝛼𝑦 + 2𝛽𝑦) − 𝜂𝑦 ]  d𝑦 = exp −𝑖 , 𝛼 > 0, 𝜂 → +0 (A7) 

with: 

∫ exp[𝑖𝛼𝑦 ] 𝑦 d𝑦 = , ∫ 𝑒𝑥𝑝[𝑖𝛼𝑦 ] 𝑦 d𝑦 = − , 

∫ exp[𝑖𝛼𝑦 ] 𝑦 d𝑦 = − . (A8) 

Now one can see that formula (A6) with 𝐴(𝑦) and 𝐵(𝑦) defined in (A4) and (A5) after the integration over y provides 
the desired approximation of (A1) in the case of large Fresnel numbers* 

𝐽(𝐹) = ∫ exp{𝑖𝐹 ∙ 𝑓(𝑡) − 𝑖𝜓(𝑡)} d𝑡 =
( ∙ )

√
1 + , 𝐹 ≫ 1 (A9) 

where 

𝐶(𝑡 ) =
( )

−
( )

+ +
( )

(A10) 

Note that in (A4) and (A5) 𝑓, 𝑓′ …  and  𝜓, 𝜓′ … are the functions 𝑓(𝑡)  and 𝜓(𝑡) and their derivatives at 𝑡 = 𝑡 . 

APPENDIX II. THE PROPERTIES OF THE FRESNEL INTEGRAL 𝑱(𝑭, 𝜱, 𝝃) 

The results of Appendix I allow us to investigate the Fresnel integral 𝐽(𝐹, Φ, ξ) in the cases of  large and small values of 
the Fresnel and phase numbers in application of our problem of X-ray pore studies. 

(a) Large Fresnel number

We use formulas (A9), (A10) to simplify the integral 𝐽(𝐹, 𝛷, 𝜉) of the pore imaging (see Sec. 2, formula (13)) as: 

𝑓(𝑡) = 𝜋(𝑡 − 𝜉) , 𝑡 = 𝜉,   𝑓 = 2𝜋, 𝑓 = 0, 𝑓 = 0 (A11) 

𝜓(𝑡) = 𝛷𝜑(𝑡), 𝜓 = 𝛷𝜑,  𝜓 = 𝛷𝜑 , 𝜓 = 𝛷𝜑′  (A12) 

and to get the following expression: 

𝐽(𝐹, 𝛷, 𝜉)  =
√ ( )

√
1 + 𝜑′ − 𝑖𝛷𝜑 ,   𝐹 ≫ 1 (A13) 

where 𝐹 and 𝛷 are the Fresnel and phase numbers,  𝜑, 𝜑  and 𝜑′  are the pore shape function and its derivatives taken at 
𝑡 = 𝜉 = ,  𝑥 is the lateral coordinate and 𝑎 is the pore radius. 

* Note that there are only terms containing even powers of y in the integrand.
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(b) Small Fresnel number

This is the case of large distance 𝑧 that corresponds to the first order perturbation theory, i.e. a pore induces the field 
fluctuation against the background of primary plane wave. The value of the phase number 𝛷 is not relevant. Therefore, 
in this case one can expect 𝑢(𝑥, 𝑧) = 1 in (13) and, hence:  

𝐽(𝐹 → 0, 𝛷, 𝜉) ≈  (A14) 

To investigate the field 𝑢(𝑥, 𝑧) at small numbers 𝐹 with a higher accuracy it is convenient to rewrite the Fresnel integral 
𝐽(𝐹, 𝛷, 𝜉) (13) in the form: 

𝐽(𝐹, 𝛷, 𝜉) = − ∫ d𝑡 [exp{𝑖𝐹 ∙ 𝜋(𝑡 − 𝜉) }] 1 − 𝑒  ( ) (A15) 

If the function 𝜑(𝑡) decreases fast enough for |𝑡| > 𝑎 , the first multiplier of the integrand in (A15) can be expanded in 
the power series of F. Then: 

𝐽(𝐹, 𝛷, 𝜉) = − 𝐽 (𝛷) − 𝑖𝐹𝜋{𝐽 (𝛷) − 2𝜉𝐽 (𝛷) + 𝜉 𝐽 (𝛷)} (A16) 

where: 

𝐽 (𝛷) = ∫ d𝑡  1 − 𝑒 ( ) , 𝐽 (𝛷) = ∫ 𝑡d𝑡 1 − 𝑒 ( ) , 

𝐽 (𝛷) = ∫ 𝑡 d𝑡 1 − 𝑒 ( ) . (A17) 

Formulas (A16), (A17) together with (13) can be used to evaluate the field 𝑢(𝑥, 𝑧) for small Fresnel numbers F within 
the accuracy of the second order perturbation theory. 

(c) Large phase number

To estimate the Fresnel integral (13) we refer again to Appendix I, with taking into account the second critical point 
𝑡 = 0 of 𝐽(𝐹, 𝛷, 𝜉) (13) and large number 𝛷. This results in the following substitution for 𝐽(𝐹) in formula (A1): 

𝐹 = 𝛷, 𝑓(𝑡) = −𝜑(𝑡), 𝑡 = 0, 𝜓(𝑡) = −𝐹𝜋(𝑡 − 𝜉)  (A18) 

Then we can write: 

𝐹 = 𝛷, 𝑓 = −1, 𝑓′′ = −𝜑′′(0) > 0, 𝑓 = 0, 𝑓 = −𝜑 (0), (A19) 

𝜓 = −𝐹𝜋𝜉 , 𝜓 =  2𝐹𝜋𝜉, 𝜓 = −2𝐹𝜋, (A20) 

into (A9), (A10) and after simple manipulations we obtain the desired formula for the Fresnel integral: 

𝐽(𝐹, 𝛷, 𝜉) = exp{𝑖𝐹𝜋𝜉 − 𝑖𝛷} ∙ 1 +
( )

, 𝜉 = , 𝛷 ≫ 1 (A21) 

𝐶(𝑥) =
 

( )
− 𝐹𝜋(1 + 𝑖2𝐹𝜋𝜉 ) (A22) 

Note that according (A18) - (A20) the function 𝜑(𝑡) and its derivatives are taken at the critical point 𝑡 = 0 of the 
integral (A1). 

(d) Small phase number

In this case the form (A15) of the Fresnel integral is more appropriate than (13). Expanding it into a series by 𝛷 and 
using the first two terms we can write: 

𝐽(𝐹, 𝛷, 𝜉) = − 𝑖𝛷 ∫ 𝜑(𝑡)𝑑𝑡 exp{𝑖𝐹 ∙ 𝜋(𝑡 − 𝜉) }, 𝜉 =  . (A23) 

Formula (A23) demonstrates the evident fact: the Fresnel transform of a phase signal exp{𝑖𝜑(𝑡)} can be reduced to the 
Fresnel transform of its phase 𝜑(𝑡). 
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ABSTRACT 

Boron carbide coatings were prepared by reactive sputtering with nitrogen and investigated for their optical properties. 

Different ratios of N2/Ar (4%, 8%, and 15% nitrogen ratio) mixture gas was chosen as the sputtering gas. The atomic 

concentration distribution and elemental chemical states of coatings were characterized by X-ray photoelectron 

spectroscopy measurements. The B/C ratio was 3.7:1 and the nitrogen content was 18 at.% in the coating, which was 

sputtered with 4% N2 mixture gas. And the nitrogen content was increased as the ratio of N2 increases in mixture gas. In 

the nitridated B4C coatings, the boron mainly existed as the formation of BN and B4C compounds. The theoretical 

reflectivity was performed, and the increase of nitrogen content would reduce the reflectivity in the soft X-ray, especially 

in the vicinity of 410 eV. 

Keywords: Boron carbide, reactive sputtering, nitrogen 

1. INTRODUCTION

X-ray mirrors are important optical elements in synchrotron radiation, free-electron lasers, and other advanced light

sources [1]. Based on total external reflection, X-ray mirror can achieve high reflectivity under critical angle of grazing

incidence. Boron carbide (B4C) is an excellent material with high hardness, high damage threshold, and low absorption

coefficient in EUV and X-ray range [2-4]. In LCLS, B4C coating mirrors have been applied in 0.827-2 keV soft X-ray

band [5]. In SwissFEL, B4C/SiC bilayer mirrors are equipped to maintain high reflectivity up to 12.4 keV [6-7].

B4C coatings deposited at low pressure presented a large compressive stress about -3 GPa [8]. Control of stress can be 

achieved by means of different deposition conditions such as sputtering pressure, reactive sputtering, annealing and bias 

voltage [9-11]. Soufli R. et al. investigated the structure and optiof 50-nm thick B4C coating under 10 mTorr argon 

pressure. B4C coating under high pressure have the low stress with -1.1 GPa and accepted roughness with 0.47 nm [12]. 

In study of W/B4C multilayers, Windt D. deposited B4C coatings by reactive sputtering with nitrogen. The coatings 

presented the low stress below -1 GPa and low roughness [13]. However, it did not specifically analyze the elemental 

valence and optical properties of coatings.  

The detailed atomic structure of B-C-N has been previously studied in several literatures. Laidani N. et al. studied the 

composition analysis of B-C-N coatings deposited by laser reactive ablation of the B4C target in low-pressure (5 Pa) N2 

atmosphere and found that no B-C bonds were formed [14]. Bengu E. et al. synthesized the B-C-N coatings deposited by 

RF sputtering. XPS results show that for B-C-N coatings with grounded and −600 V bias setting. In the B 1s spectrum, 

the main fitting peak was aimed to B-N bonds, only weak B-O bonds and B-C bonds were observed [15]. 
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In application of mirrors in FELs, B4C coating mirror deposited by reactive sputtering with nitrogen haven’t taken into 

account. Based on the advantages of reactive sputtering technology, it is worth further studying the B4C coatings 

prepared by reactive sputtering with nitrogen. In our previous work [16], B4C coatings deposited by reactive sputtering 

were prepared and showed low surface roughness and low stress. It was consistent with the results of David Windt [13]. 

As the N2 ratio of 4%, the coating stress sharply decreased from -3 GPa to -1 GPa. The roughness was 0.16 nm under 

AFM scan of 1μm×1μm. In this paper, we further present the atomic concentration and bond state of B4C coating 

measured by X-ray Photoelectron Spectroscopy (XPS) to serve as a guide for experimental work of boron carbide 

coating.   

2. EXPERIMENT

50-nm thick boron carbide coatings were prepared by reactive sputtering with various nitrogen-argon mixture ratios. The

nitrogen ratio was 4%, 8%, and 15%, respectively. During the deposition, the sputtering pressure was maintained at 1

mTorr. Further detailed information on the preparation was given in the literature [16].

The chemical states of boron, carbon, nitrogen, and oxygen in coatings were investigated by XPS. The measurements 

were used by Thermo Scientific ESCALAB 250Xi spectrometer with Al Ka (1486.6 eV) X-ray radiation. The etching 

was achieved by 10 mA 2 keV Ar+ bombardment at 58-degree grazing incidence. The etching area was 2 mm×2 mm. 

The sensitivity factors of B 1s, C 1s, N 1s, and O 1s were 0.159, 0.296, 0.477, and 0.711 [17]. The narrow spectra were 

calibrated to the Ar 2p3/2 peak (241.9 eV) to remove the charging shift. The peak fittings were based on Shirley 

background and used in Gaussian-Lorentz type peaks. 

3. RESULTS AND DISCUSSION

The atomic concentration distribution with depth profile of the coating prepared under N2 ratio of 4% was showed in Fig. 

1. Close to the surface, the atomic concentrations of carbon and oxygen were 23 at.% and 18 at.% , and decreased to 17

at.% and 5 at.% inside the coating. Carbon on the surface came not only from B4C coatings but also from hydrocarbon

[18]. And the oxygen on the surface was most likely from water molecules [19]. The concentration of nitrogen was 18

at.% inside the coating. Meanwhile, the B/C ratio was 3.7:1.

Figure 1 Atomic concentration distribution of B4C coating prepared under N2 ratio of 4% 

To further determine the chemical states, high-resolution spectra were showed in Fig. 2. The wide B 1s spectrum (Fig. 2a) 

meant multiple chemical states formed. The main peaks were at 188.6 eV and 190.2 eV, corresponding to B-C and B-N 

bonds, with another peak at 189.4 eV and 191.8 eV, corresponding to B-B and B-O bonds [17, 20-24]. It was implied 

that in the boron carbide coating prepared by reactive sputtering, the boron mainly existed in the formation of B4C and 

BN compounds, and some were boron element and boron oxide. The standard enthalpies of formation are -62.7 kJ/mol, 

-254.4 kJ/mol, and -1273.5 kJ/mol, for B4C, BN, B2O3. Boron is easier to combine with nitrogen and oxygen to form
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chemical bonds [25]. 

In the C 1s spectrum (Fig. 2b), there was a small peak aimed at C-N bonds (285.4 eV) and the main peaks were aimed at 

B4C icosahedron (282.6 eV) and C-B-C triatomic chains (283.8 eV) [26-27]. The proportion of the two states was at 

about 2.6:1. Inside the coating, there was no corresponding valence state indicating the presence of hydrocarbons and 

carbon oxides. The N 1s spectrum (Fig. 2c) was well fitted with two peaks characteristic of N-B bonds (397.8 eV) and 

N-C bonds (399.0 eV), the content of that was 83% and 16%, respectively [17, 27]. It was demonstrated that the nitrogen

was mainly reacted with boron rather than carbon. Although the deposition environment was in ultra-high vacuum, a few

oxygens existed in the coating. The main peak in the O 1s spectrum (Fig. 2d) was at 532.0 eV with a content of 53%,

corresponding to boron oxide [17, 28]. The other peak was aimed at carbon oxide [28].

Figure 2 The B 1s (a), C 1s (b), N 1s (c) and O1s (d) spectra in the coating with N2 ratio of 4% 

Fig. 3 presented the B/C atomic ratio and N/C atomic ratio in the B4C coatings with different nitrogen-argon mixture gas, 

including with pure argon gas. The B/C atomic ratio, calculated from the quantification of XPS spectra, decreased from 

4.6:1 to 3.3:1 with the increase of N2 ratio in the sputtering gas. The N/C atomic ratio showed the contrast trend.  

The B 1s spectra in the B4C coatings with different nitrogen-argon mixture gas were showed in Fig. 4. It was presented 

that the B 1s spectrum was shifted to the higher binding energy with the increase of N2 ratio in the sputtering gas. 

Compared with pure B4C coatings, B-N bonds were found in nitridated B4C coatings and their content increased with the 

increase of N2 ratio in mixture gas. When the nitrogen ratio was 4%, 8%, 15%, the content of B-N bonds in the B 1s 

spectrum was 29%, 59%, 80%, respectively. For B4C coatings prepared by reactive sputtering with nitrogen, the 

chemical environment and the bonding structure of boron atoms have changed. 
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Figure 3 The B/C atomic ratio and N/C atomic ratio in the B4C coatings with different nitrogen-argon mixture gas 

Figure 4 The B 1s spectra in the B4C coatings with different nitrogen-argon mixture gas 

Elemental absorption edges existed in the soft X-ray range would cause the decrease of reflectivity. Assuming the surface 

roughness of 0.5 nm and using the atomic stoichiometric ratio calculated from XPS spectra, the theoretical reflectivity of 

50-nm thick B4C coatings with different nitrogen-argon mixture gas were calculated by IMD software (Fig. 5). In the

energy range from 0.1 to 3 keV and at grazing angle of 0.57 degree, the theoretical reflectivity of nitridated B4C coatings

decreased near the boron, carbon, nitrogen and oxygen K-edge of absorption. The effect of the nitrogen absorption edge

on the reflectivity was more serious than that of boron absorption edge, resulting in sharp decrease of reflectivity near

410 eV.
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Figure 5 The theoretical reflectivity of B4C coating in the soft X-ray 

4. CONCLUSION
XPS was used (see also Sects. 3-4 [29]) to investigate the chemical states of a series of reactively-sputtered B4C 
coatings. As the N2 ratio of 4% in the sputtering gas, the B/C ratio was 3.7:1 and the nitrogen content was 18 at.% in 

the coating. Compared with B4C coatings, the boron in nitridated B4C coatings mainly forms chemical bonds with 

nitrogen and carbon, corresponding to BN and B4C compounds. The nitrogen incorporated in the coatings is 

preferentially bonded to boron atoms instead of carbon atoms. With the increase N2 ratio in sputtering gas, nitrogen 

content in the coating was increase while the B/C ratio was reduced to 3.3:1. In the theoretical reflectivity, the increase 

of nitrogen content decreased the reflectivity of soft X-ray, especially around 410 eV. Taking account into the coating 

stress and theoretical reflectivity, the B4C coating under the N2 ratio of 4% is suitable for application and its damage 

threshold would be further studied.
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ABSTRACT

The standard approach to surface analysis is X-ray photoelectron spectroscopy (XPS), which is used to follow
electronic structure changes of the catalyst material TiO2 upon hydrogenation, however, without conclusion
whether the effect can be traced back to the hydrogen treatment. Resonant photoemission experiments using a
tunable synchrotron X-ray source yields further insights. The integration of the electron yield over all kinetic
energies results in X-ray absorption spectra (XAS). Furthermore, in resonant conditions, electrons are excited
from a core level to the conduction band and can subsequently be trapped by specific defect states. From this,
the observed shallow trap states can be identified as Ti3+ states. We quantify the Ti3+/Ti4+ ratio both from 
XPS and XAS and the oxygen to titanium elemental ratio. The correlation of the results from resonant and
non-resonant photoemission reveals that hydrogen defects serve as trap centers, while defects associated with
oxygen vacancies serve as recombination centers suppressing trap state emission. The main effect of hydrogen in
TiO2 is the increased disorder in the material.

Keywords: hydrogen, TiO2, resonant photoemission, XAS, trap states, operando spectroscopy

1. INTRODUCTION

Hydrogen is ubiquitous in the technical as well natural environments and is thus involved in many reactions crucial
for life and technology. Despite its relevance as well as abundance, its detection and chemical characterisation
remains challenging particular, when studying surfaces, of, e.g., catalysts. The standard characterisation is X-ray
photoelectron spectroscopy, capable of reliably detecting and quantifying all elements on a surface apart from

hydrogen (and helium).1 In this paper, we show that although photoemission spectroscopy reveals important 
information of hydrogen in the technically important catalyst support TiO2. This output relies on the use of a
special operando technique (Fig. 1), and the use of tunable soft X-rays from a synchrotron enabling resonant
photoemission measurements.2, 3 The study showcases a methodology for hydrogen induced changes in matter 
with high potential, considering the progress in the development of table top tunable X-ray sources.4

A typical catalyst consists of  metal nano-particles on oxide supports. Unlike the name may suggest, the oxide 
support is involved in the reaction. Since long, the so-called strong-metal support interaction is used to describe the
affinity of a metal-support system for hydrogen5 with Pt-TiO2 as an archetypal example.6 A recent publication 
highlights that the ability to chemisorb hydrogen and the hydrogen mobility on the oxide surface is a crucial
property of the support,7 which is defined by the reducibility of the corresponding oxide.8, 9 A similar behavior is 
found in corrosion, where the inertness of an oxide layer on a metal against hydrogen is the
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key parameter for achieving high corrosion resistance.10 Finally, the efficiency of the production of renewable
hydrogen depends on the electro-catalytic properties of the electrodes used, and in case of photocatalytic water
splitting on the light absorbance of the photoanodes/cathodes. The photocathode is unavoidably in contact with
highly reactive hydrogen. This hydrogen interaction may change materials properties markedly, which has been
found to be detrimental in WO3, but beneficial in NiO11 and TiO2.12–14

The modification of photocatalytically active materials such as TiO2 by hydrogen is particularly interesting,15

because both the optical properties as well as chemical properties change. The corresponding scientific questions
are: with hydrogen exposure, are the changes confined to the surface, or is hydrogen migrating into the bulk
of material? Does hydrogen react with the oxide forming water, and leave vacancies behind, or does it form
hydroxyl groups? Although the questions are long known, and a multitude of studies were published tackling
them, see, e.g., the excellent review of Rahimi et al.,16 a concise picture is missing. This is partly due to the
different preparation techniques. In this paper, we account for the latter uncertainty by following the changes
induced by hydrogen operando with state-of-the-art resonant photoemission.17 For this, we employ a membrane
approach to high pressure surface science, which consists of a hydrogen permeable membrane (Pd), onto which
a thin TiO2 film is deposited (Fig. 1). Applying a hydrogen pressure up to one bar at the feed side results in
the nearly equal chemical hydrogen potential at the TiO2 thin film while keeping UHV conditions necessary
for photoelectron spectroscopy experiments.18 The initial defects such as vacancies and hydroxyl groups are
unavoidable, but intercalating hydrogen in-situ reduces the number of undetermined parameters potentially
introduced by subsequent ex-situ hydrogenation. Furthermore, TiO2 does not dissociate hydrogen very well,
which would pose a high barrier for hydrogen interaction, if the surface was simply exposed to molecular hydrogen
at UHV-compatible pressures. In our experiment, hydrogen is from atomic hydrogen diffusion through the Pd
membrane into the thin TiO2 layer (Fig. 1).

2. EXPERIMENTALS

The high pressure X-ray photoelectron spectroscopy (XPS) study is based on the Pd membrane approach sketched
in Fig. 1.18–20 To maintain the pressure in the analysis chamber in the UHV-compatible range, the surface under

Figure 1. Sketch of the Pd-membrane approach for high pressure hydrogen photoemission spectroscopy.18–20

investigation is not exposed directly to high pressure hydrogen, but hydrogen diffuses into the corresponding thin
film from the backside. For this, the thin film is deposited onto a hydrogen selective Pd-membrane. If hydrogen
permeation is rate-limiting, which is likely due to the low dissociation probability of hydrogen on TiO2, the
hydrogen chemical potential at the surface (in UHV) complies that of the feed side.20

The Pd membranes were coated with a TiO2 layer by atomic layer deposition (ALD) at a substrate tempera-
ture of 100°C with argon as carrier gas at a base pressure of 13 Pa in a Fiji G2 system (Veeco Instruments Inc.).
The precursors were tetrakis(dimethylamino)titanium(IV) (TDMAT) (Sigma Aldrich) and H2O. TDMAT was
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kept at 75°C while H2O was unheated. The growth rate was determined by ellipsometry on Si(100) reference
substrates and compared to SEM micrographs which showed a similar thickness with a larger uncertainty. For
TiO2 linear growth was observed with a growth rate of 0.053 nm/cycle.

Figure 2. Synchrotron XPS spectra (~ω = 650 eV) O 1s, Ti 2p and valence band from TiO2 on Pd membrane as grown
(blue, T = 120◦C, pH2 < 10−7 mbar), exposed to hydrogen (green, T = 120◦C, pH2 = 1000 mbar), and hydrogen removed
at slightly higher temperature (red, T = 210◦C, pH2 < 10−7 mbar). The color code is retained in the following figures.
From the fitted intensities, we derive the Ti3+/Ti4+ ratio, the ratio of OH to lattice oxygen, and the oxygen to titanium
elemental ratio shown in Fig. 6.

The photoelectron spectroscopy measurements were carried out at the GasPhase beamline of the Elettra
Synchrotron light source in Trieste (Italy). The beamline is equipped with a dedicated differential pumping
system.21 The combination of a high resolution monochromator with the high transmission of the electron
analyzer allowed to collect spectra with a minimal energy resolution of 50 meV.22

The synchrotron measurements were recorded using 650 eV photon energy for the survey spectra and 160 eV
for the valence band. During hydrogenation experiments, the photoemission spectra were recorded continuously
in single sweep mode, with each spectrum taking approximately 120 s. The applied hydrogen pressure was
measured by an external pressure gauge. As soon as the partial hydrogen pressure in the chamber was constant,
the external hydrogen pressure was increased. This lead to approximately ten spectra being recorded for each
external hydrogen pressure. These spectra were averaged for the subsequent data evaluation to improve signal
to noise ratios. Data analysis was performed using the CasaXPS software. Due to the significant workfunction
WF shift during hydrogenation, the binding energy (and intial energy) were recalibrated using the Ti 2p and
3p peaks as given by Goepel et al.23 Photoionization cross sections to estimate the oxygen titanium elemental
concentrations assuming similar spectrometer transmission functions for the Ti2p and O1s transitions were taken
from Yeh and Lindau.24

3. RESULTS

Figure 2 shows synchrotron XPS spectra (~ω = 650 eV) of TiO2 on a Pd membrane at various conditions.
The spectra are typical for ALD grown TiO2 with a small amount of Ti3+,17 as derived from fitting of the
shoulder of the Ti 2p3/2 peak. The shoulder of the O 1s peak at 533.5 eV is attributed to OH species.25

Minimum temperature was 120◦C to remove most contaminants from air, in particular water. However, carbon
contaminants could not fully be removed. The valence band spectra have a relatively high noise, but all main
features such as the gap states are visible.

Both photoionization cross section and the photon flux of the beam line are higher at lower excitation energies,
which give higher resolutions of the valence band as shown in Fig. 3. The valence bands of the ALD grown TiO2

film correspond to TiO2 with many defects. The character of these defects may be derived by comparison with
literature. The reference spectra in Fig. 3 were measured on heavily Ar-sputtered crystalline TiO2, i.e., TiO2

with oxygen vacancies. However, in ALD-grown TiO2, OH defects are more likely.17,26 Strong indication of
this assumption is the occurrence of band gap states. The corresponding shallow trap states (STS) near EF
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Figure 3. Synchrotron valence band spectra (~ω = 98 eV). Sample conditions (color code) are the same as in Fig. 2.
The small inset shows literature valence spectra.23 The sketch visualizes the electronic structure of TiO2 with hydrogen
induced (OH) shallow trap states and oxygen vacancy induced deep trap states. The intensities are compared to Ti3+/Ti4+

ratio and the oxygen to titanium elemental ratio in Fig. 6.

increase with applying hydrogen, but decrease with annealing at 200°C in vacuum. Annealing in vacuum and
beam damage leads to deep trap states (DTS, see Fig. 3).26

The character of the band gap states are further analyzed using resonant photoemission (Fig. 4). A resonant
photoemission experiment is the measurement of the kinetic energy of photoelectrons at a set of various excitation
energies.2,3 These are then plotted in a 2D map as shown in Fig. 4 for excitation energies around the Ti-L
edge. Pioneering work with this techniques was performed by Das et al.17 The authors demonstrated that the
integration over all kinetic energies as a function of the excitation energy gives an X-ray absorption spectrum
(electron yield XAS). Employing this on the 2D maps in Fig. 4 gives spectra (Fig. 5), which are very similar to
XAS-spectra of anatase derived from total electron yield X-ray absorption spectroscopy.27 The differences - in
particular the broadening is due to the amorphous crystalline state in good agreement with literature.17 In a
simple view, the XAS-spectra represent the conduction band of TiO2, which consists of (even more simplified)
only unoccupied Ti 3d states. The formation of Ti3+ states will move some of these states to the valence band.
This is visible particularly clearly at 458 eV, and may used to quantify the ratio of Ti3+ to Ti4+ ratio.28 The
changes of the ratio observed by XAS are in good agreement with ones determined by XPS, i.e., both techniques
evidence a Ti3+ / Ti4+ ratio, which depends on the applied pressure and temperature.

However, the resonance spectra contain additional information. An extensive review on of the various effects
is given by Das et al.,17 but goes beyond the scope of this paper. We would like to focus on the band gap states,
which can be assigned to the shallow trap states already found by XPS- and VB spectroscopy. These state vary
strongly with excitation energy (Fig. 4), are either in or out-off resonance with Ti2p (L-edge) excitation.3 This is
very convincing evidence that the shallow trap states are Ti3+ states. Furthermore, the intensity of these states
depend on the sample state also under resonance conditions, i.e., follow the same trend as found by XPS and
VB spectroscopy: increasing with hydrogen exposure, but vanishing in vacuum at higher temperature (Fig. 5).

4. DISCUSSION

Before in-depth discussion of the photoemission results, it is worth reviewing some general facts about the
hydrogen - oxygen - titanium system. The enthalpy of formation of solid TiO2 and TiH2 are -938.72 kJ/mol and
-160 kJ/mol, respectively.29,30 TiO2 may thus considered to be a non-reducible oxide, as also titanium hydroxides
do not exist in solid form. The surface may be covered with hydroxyl groups,29,31 though. However, hydrogen
causes defects in the bulk associated with marked materials changes.8 In this respect it is more reducible than,
e.g., Al2O3.7,9 Some potential defects in TiO2 are sketched in Fig. 6, such as oxygen vacancies, intercalated
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Figure 4. The color map (left panel) displays the number of photoelectrons excited from a TiO2 sample as function of
their kinetic energy (recalculated as initial state energy) and excitation energy. Although the initial state energy is defined
as given in the figure, in practice the energy was aligned as described in the experimental section. The 2D map can be
simplified by integrating over the full kinetic energy range yielding X-ray absorption spectrum (top right panel). More
details are found plotting the initial state energies at constant excitation energy (right bottom and middle panels). The
excitation energies used are indicated in the 2D map by colors. The sketch visualizes the electronic structure of TiO2 and
possible electronic transitions near the Ti L-edge. The shallow trap states are strongly enhanced in resonance conditions,
i.e., Ti2p electrons are emitted to the conduction band and occupy subsequently trap states, in good agreement with the
experiment.

hydrogen on an oxygen site, and OH in the bulk and at the surface of TiO2. The number and character of these
defects is debated, partly due to the very low concentration. From IR-absorption experiments,32 a maximum
hydrogen defect concentration of the order of 1015 to 1016 cm−3 was detected in plasma hydrogenated TiO2,
which corresponds to ppm concentrations (H per TiO2).32 Herklotz et al. found mainly OH defects, although
this might be due to the limitation of the IR technique. However, calculations support this finding.33

Particular interest sparked so-called black TiO2, usually nano-sized titania, prepared by exposing to hydrogen
at pressures of several bar and elevated temperature (> 200◦C).34 Defects in TiO2 are known to color titania
crystals,29 but black TiO2 absorbs light particularly strong in the visible and infrared wavelength region.34

Superior photocatalytic properties have been demonstrated on the material.15 Mo et al. determined the hydrogen
content of black titania as a function of the applied pressure, and found a particularly high hydrogen content of 100
ppm at 0.95 bar of hydrogen and an annealing temperature of 600◦C using NMR, but simultaneously an oxygen
loss of 300 ppm.35 Similar to low hydrogen content TiO2, the character of hydrogen induced defects/vacancies
is debated. However, Chen et al. claim that Ti3+ defects or impurities are not responsible for the absorption
in black TiO2, in particular they found a contrary behavior of Ti3+ states as derived from Ti2p peaks and gap
states being responsible for the absorption.34 This is a verifiable observation. Figure 6 shows the dependence
of the gap state intensity on the OH to lattice oxygen ratio, to the oxygen to titanium elemental ratio, and to
Ti3+/Ti4+ ratio. Clearly, the behavior is in sharp contrast to that described by Chen et al.34 Furthermore, the
on/off switching with and without Ti-resonance is evidence for the involvement of Ti-electrons.

Chen et al. put another idea into play: hydrogen induces a disordered phase on the surface (region) of
titania.34 This idea has charm, because the gap state intensity should not be regarded as the number of defects,
but as the number of electrons present in the trap states, which depend more on their excitation and lifetime than
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Figure 5. Left panel: XAS-spectra from integrating the resonant photoemission over the whole kinetic energy range. The
anastase reference is from Ref.27 Right panel: Ti-resonance valence band spectra of TiO2 at different conditions. The
sample conditions (color code) are the same as in Fig. 2. The intensity of the shallow trap states follow the same trend
as found by XPS and VB spectroscopy.

Figure 6. The left graph shows the dependence of the gap state intensity on the OH to lattice oxygen ratio, to the oxygen
to titanium elemental ratio, and to Ti3+/Ti4+ ratio, as derived from Figs. 2 and 3. The right sketch illustrate possible
vacancies and defects in TiO2 and Pd induced by hydrogen. See text for details.

on the intrinsic number of defects.14 The ALD grown films in this publication (and others) have initially high
disorder,26 which is increased by hydrogenation, but cured upon annealing in vacuum. The lifetime of electrons
in STS depends thus directly on the hydrogenation state. Furthermore, the formation of other trap states (DTS)
will open additional decay channels further shortening the lifetime (recombination centers). The additional
parameters are then only spectators indirectly indicating a change of the crystallinity / disorder of the TiO2.
The unexpected behavior of Ti3+ amount and O/Ti ratio can be understood that the removal of hydrogen defects
by lowering pressure and/or annealing is a complex process, in which curing the crystal (reducing disorder) by
hydrogen desorption without oxygen loss competes with the generation of oxygen vacancies by removing hydrogen
and oxygen (water formation). The latter is enhanced by charge damage under UV/X-ray illumination.26

The results are representative for this topic in materials science: difficult to detect hydrogen at often low
concentrations causes drastic materials changes, and the response of the systems depend on the specific materials
preparation. Such research must rely on various at best simultaneously applied characterisation methods, and
the repetitive and defined materials preparation. This is not limited to research associated with hydrogen,36 but
equally important in battery research,37 and many other topics in materials science. The success of XPS, also
coined ESCA (electron spectroscopy for chemical analysis)1 is based on this demand. However, the paper at
hand is one example that the standard XPS alone is not sufficient to detect hydrogen. The extension to resonant
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photoemission has potential to become a standard characterisation techniques, if reliable, small and cheap table 
top tunable X-ray sources are available. Various principles of such table top sources have been demonstrated,4 

and the advent of commercial system combined with photoemission is in sight. Furthermore, the utilisation of 
X-ray lasers may enable new techniques giving deeper insights into the materials science of hydrogen.

5. CONCLUSIONS

The use of the operando membrane approach allowed us to follow the complex behavior of hydrogen interaction 
with TiO2 by resonant photoemission. Striking effect upon hydrogenation is the formation of defects in materials, 
which alter optical as well catalytic properties. We showed that the shallow trap states in ALD grown titania 
on Pd-membranes are Ti3+ electrons. The intensity of these states is related to the hydrogen treatment as well 
as Ti3+/Ti4+ ratio evidence that STS are caused by hydrogen intercalation into TiO2. However, the main effect of 
hydrogen seems not to alter the number of defects, but the disorder it creates in the material. This study offeres 
a perspective for future use of tabletop X-ray lasers (see also Sects. 1-4 [38])
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ABSTRACT  

Laser-induced breakdown spectroscopy (LIBS) is an elemental analysis method thanks to minor sample preparation, rapid 
analysis, and a spatially resolved sensitivity down to trace level in any kind of sample matrix. State-of-the-art LIBS is 
operated in the optical spectral range (UV-Vis). Unfortunately, the application of LIBS in material detection is limited by 
the low precision and repeatability. This is particularly critical for inhomogeneous materials and alternative methods are 
desirable. Light elements such as Li, as well as F, are difficult to be characterized. The dual LIBS performance was initially 
studied in a simpler matrix such as LiF, radially collecting simultaneously the XUV and OES spectra from the same laser 
shot. For the case of LiF, XUV signals proved significantly more stable than in the case of LIBS-OES. The signal of F can 
be also seen clearly in the spectrum. Observation of the plasma emission at even shorter wavelengths in the extreme 
ultraviolet (wavelength range 5-20 nm) is supposed to improve the state-of-art limitations of LIBS. 

Keywords: Laser induced plasma, Laser induced breakdown spectroscopy, XUV emission spectroscopy 

1. INTRODUCTION
Laser Induced Breakdown Spectroscopy (LIBS) is a widely studied technique for elemental analysis that requires little 

to no sample preparation 1–4. The intense laser pulse was focused on the target surface to induce a micro-plasma, which 
consists of excited atoms, ions, molecules or particles. The optical emission from the laser-induced plasma can be collected 
with a spectrometer for the further elemental or chemical analysis. Thus, LIBS also offers the compelling advantages of 
fast detection speed, high spatial resolved sensitivity up to trace levels in any type of sample matrix2,3,5–7, as well as broad 
element coverage from light to heavy element detection. So far, much work has focused on the LIBS for elemental and 
quantitative analysis in the wavelength range from VUV 8 to UV-VIS 5,7,9,10. Nevertheless, LIBS has also a few unavoidable 
limitations, such as high uncertainty of the signal, poor precision and repeatability of the signal because of the shot-to-shot 
fluctuations and noise 1,11,12. The noise can be classified into four sources of noise: (i) source noise due to the inhomogeneity 
in the sample or else the laser-plasma interaction and plasma evolution; (ii) shot noise generated by the number of photons 
arriving on the detector; (iii) the detector noise; (iv) the instrumental (thermal) drift 11. It was shown previously, that one 
may mitigate the signal fluctuation by increasing the number of laser pulses accumulated in the spectra11. It was also 
reported that double-pulse irradiation has improved the signal-to-noise ratio in LIBS 13. Moreover, an interesting 
hyphenated approach to enhance the signal and LIBS's sensitivity and stability, was also introduced, where the LIBS was 
coupled with Raman spectroscopy 14. 

Recently, the light element lithium has attracted much attention thanks to its application in energy material 15. However, 
the detection and chemical analysis of Li are still limited. For instance, there is still a challenge for detecting oft X-rays at 
55 eV as the K Li-edge in energy dispersive X-ray spectroscopy (EDX) 16. In fact, it has been reported that the hydrogen-
like Li2+ (Li III) has a strong emission line at λ =13.5 nm showing a potential application in laser-produced plasma XUV 
source 17,18. Hence, the emission line from Li III at 13.5 nm might provide a new pathway for Li detection and chemical 
analysis of Li containing materials in LIBS. LIBS of Li containing materials in the XUV wavelength range (5-20 nm) has 
not been presented based on our knowledge. In the present study, Li fluoride (LiF) is taken as a test material that contains 
only two elements. LiF is an important optical material19,20, as well as a salt in electrolyte or as protective layer on the 
electrolyte/electrode interface 21.  

The aim of this work was to investigate an alternative detection range, to improve the precision of LIBS, i.e. collecting 
radiation at a much shorter wavelength than what conventionally carried out. The LIBS-XUV setup was performed with 
the LiF sample. The paper is organized as follows: section 2 introduces the experimental setup. Section 3 discusses the 
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experimental results comparing the precision of LIBS-XUV and LIBS-OES, as well as the slit width effect on the XUV 
signal. Section 4 contains the conclusion with an outlook on possible further studies. 

*Di.Qu@empa.ch;

2. EXPERIMENTAL

Figure 1 The LIBS-XUV and LIBS-OES setup. The laser beam (λ =532 nm) is focused with a lens (L1) placed in the air. 
The target material and XUV spectrometer are placed in the vacuum chamber. The LIBS-OES signal and LIBS-XUV signal  
are collected radially with a fiber optic and flat-field XUV spectrometer, respectively.  

2.1 Instrument 

The laser beam is generated from a second harmonics Q-switched Nd:YAG laser source(λ=532nm, Q-smart, Lumibird) 
with a pulse duration of 5 ns, repetition rate 10 Hz and a pulse energy of 100 mJ for plasma ignition. As shown in Fig. 1. 
The laser beam was focused with lens L1 (LA1253, Thorlabs, f=200 mm) about 1 mm below the sample surface and the 
laser spot size is approximately 200 µm. The sample surface is perpendicular to the laser beam to generate a homogeneous 
ablation. The pulse-to-pulse fluctuation in laser energy is <5%.  
The emission from the plasma plume can be radially collected by using a collimator (Avantes, COL-UV/VIS) and an 
optical fiber (Ocean Optics), then guided into an echelle UV-VIS spectrometer (Aryelle 200 LTB Berlin, Germany). The 
ICCD camera (ANDOR iStar) is attached to the OES spectrometer to collect the LIBS spectra. The wavelength range of 
the measured spectrum is 190.01– 603.89 nm. The LIBS-OES signals were acquired with a delay time of 0.2 µs to the 
laser pulse, and a gate width (camera integration time) of 10 µs.  

On the other hand, the LIBS-XUV is acquired from an XUV spectrometer in the radial direction of the laser-induced 
plasma. The XUV spectrometer consists of a collimation slit, a gold-coated concave variable-line-spacing (VLS) grating 

Proc. of SPIE Vol. 11886  118860X-2
Downloaded From: https://www.spiedigitallibrary.org/conference-proceedings-of-spie on 25 Aug 2021
Terms of Use: https://www.spiedigitallibrary.org/terms-of-use



(Hitachi model 001-0437) and a back-illuminated X-ray CCD detector (Greateyes GE2048 512 BI UV1). The schematic 
of the spectrometer is shown on the left side in Fig 1. In order to get a sharp spectrum on the CCD camera, the slit was 
adjusted to 50 µm. The incident angle needs to be carefully adjusted to a specific standard setting value (87°) as explained 
in a previous publication 22. The back-illuminated CCD is placed vertically at the focal plane of the spectrometer after the 
grating to collect the XUV spectrum. The CCD sensor has a 2048 x 512 array with a pixel size of 13.5 x 13.5 µm2. The 
wavelength calibration of the XUV spectrum can also be found in the ref. 22.The laser ablation and XUV spectrometer 
must be operated within the low pressure system because of the absorption of XUV in air, at an operating pressure of 10 
mPa.  

2.2 Sample material 

Regarding to the Li detection in battery material with for later LIBS study, LiF was first chosen as a reference material 
due to the detection challenge put forward by the elements Li and fluorine (F). It is known that there are only three electrons 
in the Li atomic shells. As a result, the number of transitions of neutral and ionic Li is much lower than that of heavier 
elements. In particular, it is known that Li III has a strong emission line at λ =13.5 nm 18. The 2-inch LiF plate had a 
thickness of 4 mm, which was supplied by Golem IMS GmbH. 

3. RESULT AND DISCUSSION
3.1 LIB-XUV and LIBS-OES spectra 

The emission spectra of LiF in the XUV and OES ranges from laser-induced plasma were recorded simultaneously. In 
order to provide reliable result, the average of 20 emission spectra in both spectral domains are presented for a LiF plasma, 
as shown in Fig. 2.a and Fig. 2.b. There is an interesting finding that the strongest emission lines in both spectral ranges 
were generated from the Li species, such as Li III line at λ =13.5 nm at in XUV and Li I line at λ =460.3 nm in OES. These 
two strongest lines showed a promising opportunity for LIBS analysis of Li in Li-containing materials. The Li III line at 
13.5 nm corresponds to the 1s-2p transition and the Li I line at 460.3 nm corresponds to the 1s22p-1s24d transition. 
Moreover, the Li III line at λ =11.4 nm and the Li II line at λ =16.7 nm were also observed in the LIBS-XUV. Beside to 
the Li lines, there are also several obvious emission lines from the F VI and F VII distributed in the wavelength range of 
9-15 nm. In the LIBS-OES spectrum, the strong transitions are generated from the neutral and singly ionized Li and F
atom. It is evident that the transitions from higher ionization stages are observed by LIBS-XUV that cannot be obtained in
the LIBS-OES. Moreover, LiF have great potential as a fuel material in application of EUV lithography. Because the laser-
induced LiF plasma shows a pure emission line from Li III at 13.5 nm that was the working wavelength for state-of-art
EUV lithography17,18.

During the measurement, it was observed that the line intensity from LIBS-OES are not stable as that from LIBS-XUV. 
In order to demonstrate this phenomenon, the line of Li III at λ=13.5 nm was selected for investigations of the stability of 
LIBS-XUV, as well as the line of Li I at λ= 460.3 nm for LIBS-OES. The selection of the reference line with highest 
intensity is necessary to avoid the effect of shot-noise from the detector. 20 laser pulses were subsequently delivered to the 
LiF sample with the same laser energy (100 mJ) to obtain more insight on the precision of the LIBS-OES and LIBS-XUV 
measurements. The evolution of the Li III line intensities by 20 single laser shot is plotted in Fig. 2.c. Simultaneously, the 
evolution of the Li I line intensities by the same 20 single laser shot is shown in Fig. 2.d. The line intensities of both lines 
are not stable and fluctuated randomly. Generally, the precision of the measurements can be statistically evaluated by the 
relative standard deviation (RSD) of the line intensity. Hence, the repeatability of the LIBS is given by the formula:  

𝑅𝑅𝑅𝑅𝑅𝑅 = 𝜎𝜎𝐼𝐼
𝐼𝐼̅

=
�1
𝑛𝑛
∑ (𝐼𝐼𝑖𝑖−𝐼𝐼)̅2𝑛𝑛
𝑖𝑖=1

𝐼𝐼̅
  (1) 

Where I is the line intensity from the spectra and n is the number of repetitions of the experiments. As shown in Fig. 
2.c and Fig 2.d, the relative standard deviation (RSD) of Li III in XUV and Li I in OES are 7.1% and 23.1%, respectively.
The resulting 23.1% RSD of line intensity coincide with the result from 12. Fu et al. has reported that the significant LIBS
spectral signal fluctuation is attributed to the plasma morphology or plasma evolution, total number of density, as well as
the delay time. The plasma morphology shows a poor repeatability at later stage of the plasma, which required an
appropriate delay time of the acquiring of LIBS signal. Meanwhile, the signal of LIBS-OES mainly comes from the aged
stage of laser-induced plasma, which results in the poor stability and precision of LIBS-OES. On the contrary, the XUV is
generated during the very early stage of the laser-induced plasma, which shows a much higher stability and precision.
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In fact, the low precision and uncertainty of LIBS-OES have been reported and studied in previous works [17][18]. The 
larger fluctuation in LIBS-OES might be mainly caused by the shot noise and the source noise. The shot noise is defined 
as the random number of photons arriving on the detector during the acquiring time. An ICCD detector was applied in 
LIBS-OES and a CCD detector was applied in LIBS-XUV, where the light collection efficiencies are very different during 
the measurement, according to the different slit width as well as the gain of a MCP (Micro-Channel Plate) in an ICCD. In 
order to reduce the contribution of the shot noise to the total RSD of the measurements, the highest possible signal intensity 
must be reached by optimizing the experimental conditions 11. On the other hand, the source noise can affect all the spectral 
features to some extent, such as the occurrence of transitions and continuum emission 11. The source noise, namely flicker 
noise, is generated from the laser sample or laser plasma interaction11. Plasma inhomogeneity and zoning may also 
contribute to erratic signals in the LIBS data. The phenomenon of signal disappearance occurred in LIBS-OES referring 
to a poor repeatability and uncertainty. However, LIBS-XUV showed very good repeatability that signal was always 
occurred in all experiments. On the basis of these result, one can conclude that LIBS-XUV showed a better precision than 
LIBS-OES, with a RSD as low as 7.1%, as well as a better repeatability.  

Figure 2 Average spectrum of 20 LIBS spectra (a) in XUV range and (b) OES from laser-induced LiF plasma. (c) Plot of the 
line intensities of Li III at 13.5 nm in the LIBS-XUV spectra, which were obtained from the 20 laser shots in single-shot 
mode. (d) Plot of the line intensities of Li I at 460.3 nm in the LIBS-OES spectra, which were generated from the 20 laser 
shots in single-shot mode. Relative standard deviations (RSD) of the line intensities are given in the plot. 
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3.2 Effect of slit width on the XUV spectrum 

Figure 3 Slit width effect on the line (a) Peak height (intensity) and peak area. (b) Signal-to-noise ratio of peak height 
and peak area. (c) Wavelength accuracy stands for the deviation of central wavelength to the theoretical wavelength. (d) 
Resolving power (λ/∆λ) of the line Li III at 13.5 nm. The error bars give the standard deviation of each slit width 

The spectral lines are collected as dispersive images of the laser-plasma with the XUV spectrometer. The collimation 
slit width of the XUV spectrometer plays an important role for the resolution and intensity of a collected spectrum. The 
observed effect of slit width on the XUV spectrum is summarized in Fig. 3. The measurements were carried out on the LiF 
sample with slit widths of 25 µm, 50 µm, 75 µm and 100 µm. The laser energy was 100 mJ and every spectrum was 
obtained by averaging n=3 experimental results for each slit width. The emission line Li III at λ =13.5 nm was selected to 
deliver the slit width effect on the spectral line. Fig. 3.a shows the correlation between the peak height (line intensity) and 
the slit width, as well as the peak area and the slit width. Obviously, as the slit width increases, the intensity and peak area 
also increase.  

The peak height-to-noise and the peak area-to-noise ratio are shown in Fig. 3.b. The standard deviation of three 
measurement for each slit width is regarded as the noise. The slit width of 50 µm gives highest signal to noise ratio (SNR). 
Furthermore, the peak area SNR showed an increase of nearly 40% compared to the peak height SNR, showing that the 
peak area yields a more robust result.  

In addition, the wavelength accuracy and spectral resolution have been also plotted in Fig. 3.c and Fig. 3.d. The 
wavelength accuracy represents the absolute deviation of the measured center wavelength of the peak from the theoretical 
wavelength of λ = 13.5 nm, where the central wavelength from 25 µm slit width deviates from the theoretical value. The 
resolving powers (λ/∆λ) of the Li III peak with slit width of 25 µm, 50 µm, 75 µm and 100 µm are 355.3, 346.2, 337.5 and 
270.0, respectively. These are corresponding to the FWHM (∆λ, Full Width Half Maximum) of 0.038, 0.039, 0.040 and 
0.050, respectively.  
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Even though a narrow slit width of 25 µm shows the highest relative spectral resolution, the intensity of the spectral 
lines is also greatly reduced to only 500 counts. This will cause an elimination below the SNR of several weak spectral 
lines and incompleteness of the spectral information. Moreover, the central wavelength of Li III with a slit width of 25 µm 
is deviated from the theoretical value 13.5 nm, possibly due to mechanical alignment issues. It must be mentioned by 
construction, only one knife-edge of the slit edges in XUV spectrometer can be translated, which can result in the shift of 
center line-of-sight. This is the central wavelength of observation. In addition, it is obvious that the measurement standard 
deviation increases as the slit width increases. Therefore, regarding to the abovementioned factors, the slit width of 50 µm 
was selected as the optimum slit width for the further experiments.  

4. CONCLUSIONS
A dual spectrometer for simultaneous LIBS-XUV and LIBS-OES was presented with LiF in this present work. LIBS-

XUV is an innovative method for element analysis in solid samples, which collected the XUV spectral emission of a laser-
produced plasma. Li III has a stable and intensive emission line at 13.5 nm which can be used as the reference line for 
LIBS-XUV analysis. Simultaneously, the Li I shows a emission line at 460.3 nm showing also the ability for the lithium 
detection. However, the line intensity of Li III in the LIBS-XUV is much more stable and precise than that of Li I in the 
conventional LIBS-OES. In addition, the effect of slit width in the XUV spectrometer was also investigated, where a 50 
µm slit width gave the best compromise between precision and sensitivity. Observation of the plasma emission at even 
shorter wavelengths in the extreme ultraviolet (wavelength range 5-20 nm) is supposed to improve the state-of-art precision 
of LIBS.  As a future work, we are considering the use of tabletop X-ray lasers (see also Sects. 1-4 [23]) as a LIBS 
pump.
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ABSTRACT

Short-wavelength (λ < 260 nm) Raman spectroscopy offers an advantage of a generally higher sensitivity than
Raman spectroscopy in the visible range. An application with high potential is its use for environmental water
analysis targeting archetypal compounds that are present in industrial and urban sewage water. However, this
application is feasible only if specific performance benchmarks are met. We validate the applicability of a
simple and cost-effective deep-UV Raman spectrometer (λexc = 236.5 nm). The analysis brings to the fore that
the experimentally derived detection limits the studied archetypal compounds are to high by several orders of
magnitude. We outline potential further development and associated limitations. These are the deterioration
of the analysed species by photolysis as a consequence of the high photon energy and intensity, and the self
absorption of the UV radiation. These effects are explained and partially corrected along a simple mathematical
model from which a general limit of detection is estimated.

Keywords: Deep-UV Raman spectroscopy, organic pollutants, self-absorption, water quality sensor

1. INTRODUCTION

Clean water is an essential and one of the most important aspects of the United Nations sustainable development
goals.1 However, water pollution is diminishing the accessibility to clean water worldwide. Apart from long

known fertilizer-derived compounds, such as nitrate NO3
− and nitrite NO2

− ions,2, 3 new threats are posed 
by the appearance of so-called Contaminants of Emerging Concern (CECs), which are difficult to remove from
effluent streams. Among them, antidepressant agents Citalopram (CIT), Venlafaxine (VEN) and Carbamazepine
(CBZ) and a widely used corrosion inhibitor, Benzotriazole, are in the spotlight.4 Several studies report their 
concentration levels in waste water in the range of tens of µg/l, leading to serious threats for the aquatic fauna
and plants.5–8 In the case of nitrate ions, the maximum reported contamination levels is higher, approx. ≤ 50 
mg/l, according to the World Health Organization (WHO).9–11 Even more harmful are nitrite ions, which can 
be formed via photolysis process under UV illumination.11–14 These compounds in waste water are normally 
measured via liquid chromatography - mass spectrometry (LC-MS).5–7 The technique provides high sensitivity 
(beyond µg/l) and chemical selectivity.15 However, the process has to be performed in a chemical laboratory and 
requires intermediate steps (e.g. sample preparation and separation of the elemental components). In addition,
the instrumentation cost and dimension renders this technique unsuitable for on-line detection.

Optical spectroscopy may be a valid on-line alternative. Optical vibrational spectroscopy has high potential,
because the spectra resemble a molecular fingerprint. Infrared gas analysis is known to detect trace impurities
down to ppb level.16 Infrared spectroscopy is not applicable to water analysis because of the large absorption in 
this wavelength range. An optical water analysis method must use the water window from around 1 µm to 200
nm,17 a criterion, which is met by Raman spectroscopy. However, despite its high versatility, it suffers from an 
intrinsically low sensitivity. In fact, the intensity of the Raman scattered light I is several orders of magnitude
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Figure 1. Deep-UV Raman spectroscopy for monitoring water quality and its potential applications.

lower than the excitation light I0, being approximately one Raman photon scattered for every 10−6 incident
photons. Another substantial limiting factor is fluorescence, which is often dominant in organic samples and
overlaps with the Raman bands.18 Several approaches have been proposed to enhance the signal while limiting
fluorescence, e.g. taking advantage of new technologies in the field of laser sources, time-resolved detection,
optical components, devices, sensors and plasmonic substrates.18–21 Summarizing, Raman spectroscopy in the
deep-UV energy range fulfils the above given criteria. Its main advantage is the confinement of Raman Stokes lines
in the region up to 4000 cm−1 (⇒ λ ' 260 nm), well separated from the typical fluorescence emission (λ > 260
nm).22,23 The Raman signal, I, is inversely proportional to the forth power of the wavelength (I ∝ λ−4

exc), hence it
is markedly enhanced by shortening the latter. Further signal enhancement can be reached, if the photon energy
is resonant with a specific electronic transition, the so-called resonant Raman spectroscopy (RRS), which is very
likely to occur in the UV range (UV-RRS). Based on this selective enhancement mechanism, UV-RRS has been
exploited to study several molecular species showing electronic absorption bands in the UV spectral range, e.g.
nucleic acids, proteins and drugs.24,25 Recently, this method proved its applicability also in the field of water
analysis on example of antibiotics in solutions and urine.26 This pioneering study by C. Domes et al. reports the
detection by deep-UV RRS of Moxiflacin, Meropenem and Peperacilin in aqueous media with a limit of detection
(LOD) in the order of 5 mg/l. Nitrate and nitrite ions in waste water have been more extensively studied, A.
Ianoul et al.27 reached a LOD of about 1 mg/l (14 µM) for NO−3 and NO−2 . Later on, several works reported
Raman detection of nitrite28,29 while focusing on the UV light induced photo-degradation, e.g. photolysis of
nitrate to form nitrite ions, another ”side-effect” correlated to the use of highly energetic photons.12–14,30,31

Despite such remarkable results, the application of deep-UV Raman as a standard analytical method to
perform routine water analysis is still limited. Several technical factors restrict its use. First, the mere generation
of deep-UV light requires customized high power laser sources such as Ti:Sapphire oscillators, Nd:YAG (4th and
5th harmonics at 266 and 213 nm), CW intracavity frequency-doubled argon or kripton ion lasers (lines at 257,
248, 244, 229 nm), Raman-shifted third harmonics in gas from Nd:YAG (204 nm) or diode-pumped solid state
(DPSS) Nd:YVO4 (213 nm).26,32–34 Their cost and complexity is also often accompanied with a lack of mobility.
Alternatively, hollow cathode lasers (e.g. NeCu pulsed laser emitting at 248.5 nm) are more affordable and have
recently found applications in aerospace, being used for performing in-situ minerals investigation.35 However,
their lifetime is relatively short and their peculiar annular beam profile may impede a proper beam focusing.
Tunable light sources covering the deep-UV range exist in the form of tunable lasers31,36 and UV synchrotron
radiation,37 enabling measurement of analytes in the resonance condition. However in both cases they cannot
be implemented in view of developing a portable device. Furthermore, the collection of the Raman signal
from a multi-wavelength light source, i.e. the separation of the Rayleigh from the Raman light, is even more
challenging.31 Additional deep-UV range effects potentially include optical self-absorption, photo-decomposition
of the sample and resonances, practically affecting the measured spectrum. Those ”intrinsic-processes”, which
are seldom present in standard Raman spectroscopy, while boosting the sensitivity (resonance enhancement)
increase the complexity of the measurement and thus impede an extensive application.

In this work we evaluate a compact and cost-effective deep-UV Raman spectrometer for in-situ environmental
analysis, i.e. detection of archetypal contaminants in aqueous environment at mg/l concentrations (sketched
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in Fig.1). We investigate advantages and limitations of the quasi-resonance approach on different pollutant
categories: antidepressant agents, corrosion inhibitor and fertilizer-derived compounds. Specifically, the following
analytes are measured: Citalopram, Venlafaxin, Carbamazepine, Benzotriazole in solutions, nitrate and nitrite
ions in deionized (pure) and environmental (river) water. We provide a reliable LOD and asses effects such as
self-absorption, fluorescence and photolysis, which selectively affect the acquired spectra. The deep-UV Raman
spectrometer built in our lab is based on recent technological advances in deep-UV micro-chip laser and optical
components. A direct comparison between visible (commercial Raman, λexc = 532 nm) and deep-UV (λexc =
236.5 nm) was made for all samples under investigation. The impact of the self-absorption, i.e. an induced
non-linear dependence between the Raman intensity and the analyte concentration, is investigated. From this,
the effective laser beam absorption length through the sample is estimated. Although the strong attenuation
of laser and scattered light common for strong UV absorbers, such as benzotriazole, hampers the analysis, we
show how the effect can be used to estimate the overall molar concentration of even strongly UV-absorbing
compounds. This important analysis parameter (attenuation) is already used to perform on-line analysis in
sewage water plants. As Raman sensitivity of compounds is often not known in advance and is low, determined
by the scattering cross sections, the simultaneous acquisition of Raman and attenuation parameters paves the
way for the automatic (computerized) evaluation of multi-component systems.

2. METHODOLOGY

2.1 Deep-UV Raman setup

This study is based on the prototype deep-UV Raman spectrometer described in Ref.31 The system is further
reduced in dimensions and cost and is adapted for measurements of liquid samples in 180◦ backscattering geom-
etry (Fig. 2). A commercial, passively q-switched microchip laser (Pulselas-P-236 by Alphalas) emitting 5 mW
@λexc = 236 nm, with 10 KHz repetition rate is used as a light source. A single element (BS/filter in Fig. 2)
reflects the incident light wavelength, while transmitting the Stokes line. Thereby, the laser line is removed. A
single aluminum 90◦ off-axis parabolic mirror is used to focus the beam and collect the scattered light.31 The
complete instrument with the compact light source fits on a 45 x 30 cm breadboard. The advantages of the
chosen excitation wavelength include a spectral separation of the fluorescence and Raman signals and availability
of the optical components.23 In particular, commercial Rayleigh Raman filters (e.g., from Semrock) are available
for the chosen wavelength and not for shorter excitation wavelength, e.g. Nd:YAG based 213 nm. The signal
loss due to the absorption by optical components is negligible. The effective laser beam power at the sample
position is reduced to less than 40% (from 5 to 3 mW). Due to its simplicity, the presented optical scheme is
adaptable to further modifications without requiring the complete re-design of the set-up.

Figure 2. Simplified optical scheme of the deep-UV Raman spectrometer. The optical components include UV-mirrors
(M), a diverging lens (L), off axis parabolic mirrors (P) and a beam splitter/edge filter (BS/filter). The laser beam is
shown in blue while the scattered light is shown in purple.

2.2 Raman spectroscopy in the visible energy range

Visible Raman spectra were measured by meas of a continuous wave laser (Ocean Optics, 100 mW nominal
power, 40 mW effective power at the focal point, λexc = 532 nm) and a Raman probe (Bruker) connected by
an optical fiber. All Raman spectra were acquired with the integration time of 20 seconds and 100 averages.
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The dark spectrum (camera noise) was subtracted with no additional smoothing procedure. As a threshold to
perform peak identification during the spectra evaluation, we assumed a signal to noise ratio equal to 3.

2.3 Ion Chromatography and UV absorption spectroscopy

As a validation method, Ion Chromatography (IC) was adopted to determine the nitrate content in the sample
withdrawn from the river. The measurements were performed on a Metrohm IC 882 instrument with a ASUPP
5-250 separation column. Certified standard reference materials were used. UV absorption measurements were
performed on a UV spectrometer (Varian UV scan 50 BIO).

2.4 Samples

Pharmaceuticals and benzotriazole were purchased from Sigma-Aldrich, specifically: Citalopram hydrobromide
(C20H21FN2O ·HBr, molecular weight = 405.3 g/mol); Venlafaxine hydrochloride (C17H27NO2 ·HCl, molecular
weight = 313.8 g/mol); Carbamazepine (C15H12N2O, molecular weight = 236.27 g/mol), benzotriazole (C6H5N3,
molecular weight = 119.1 g/mol). The structure of each molecule is reported in Fig. S1 Supplemental Material.
Solutions were prepared using deionized water and diluted to required concentration. Nitrate solutions were
prepared in deionized water and an environmental sample was taken from a local river (Chriesbach, Dübendorf
Switzerland). Samples were stored at 5 degrees Celsius and were measured in quartz cuvettes.

3. THEORY

3.1 Excitation and relaxation processes in the deep-UV spectral range

The interaction of a Raman-active molecule with the incident photon depends on the laser wavelength. The phys-
ical origin of such wavelength-dependent behaviour is briefly schematically represented in an extended Jablonsky
diagram (Fig. 3). Upon non-resonant irradiation the excitation frequency ν0 is far from inducing any electronic
transition, hence the molecule is excited from the ground state (GS) to a virtual state (Fig. 3A).24 Radiation
is emitted back at the same frequency ν0 (Rayleigh elastic scattering) and via inelastic scattering at a shifted
frequency ν±ν0 (Stokes and Anti-Stokes inelastic scattering), which corresponds to the vibrational or rotational
energies. In Fig. 3, for simplicity, only the the Stokes inelastic scattering (ν − ν0) is represented. This phe-
nomenon is known as Standard Raman (or non-Resonant Raman) and virtually occurs at any incident photon
wavelength.38

When the photon energy of the excitation source is equal to the energy of an electronic transition, the
molecule is excited from the GS to a real electronic state (Fig. 3B). In such resonance condition, the scattered
signal can be enhanced of several order of magnitude (up to 108 times higher) when compared to standard
Raman scattering.22 The enhancement is due to the resonance-increased probability of excitation compared to
an excitation to a virtual state.25 The signal is also enhanced in quasi-resonance condition, and increases as the
photon energy approaches the electronic transition. The emission of Stokes and anti-Stokes light is the fastest
relaxation channel with competing emission originating from fluorescence (Fig. 3C). Fluorescence takes place on
longer time scale than Raman scattering (nanosecond timescale) and often obstructs the weaker Raman signal.22

Additionally, if the molecule undergoes a process of photolysis, molecular bonds are broken (Fig. 3D). This leads
to the formation of new compounds, which then act as Raman-active light scattering molecules.

The majority of molecular species exhibit absorption bands in the UV and deep-UV spectral range,25 hence
the scenario depicted in cases (B,C,D) is expected when deep-UV light is used to excite the specimen. We notice
that the molecules under investigation do not exhibit absorption bands precisely at the excitation wavelength
(236.5 nm; Figs.S5 and S6). Therefore, our method of choice is quasi-resonant deep-UV Raman Spectroscopy.

3.2 Raman intensity and self-absorption

The sensitivity of Raman analysis is mainly determined by the Raman scattering cross section, σ. The scattering
is much stronger in resonant Raman, as σ increases proportionally to the square of the molar absorptivity, ε, of
the absorber at the resonant frequency ν0:39

σ ∝ ν4ε2(ν0) (1)
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Figure 3. Extended Jablonsky diagram showing main possible quantum electronic transitions occurring at different ex-
citation wavelengths. (A) Standard Raman in the visible range, (B) Resonant Raman (C) Photon absorption and time
delayed (clock) fluorescence emission (D) Photolysis generating new compound exciting new Raman emissions. The bro-
ken line separates the system before and after the photolysis. Second order processes and the probability of each electronic
transition are omitted for simplicity.

The values of σ can be as large as 10−22cm−2 ·mol−1 ·sr−1, which is roughly 108 times higher than in non-resonant
Raman (≈ 10−30cm−2 ·mol−1 · sr−124). Practically, effective sensitivity depends also on various parameters: the
collection optics, scattering geometry, excitation wavelength, laser power, etc. In short-wavelength Raman the
factor determining Raman sensitivity is the phenomenon of differential self-absorption. Briefly, the excitation
light is attenuated by passing through the sample (self-absorption), affecting the collected Raman signal. The
scattered light travelling back through the sample is also self-absorbed, but the single Raman lines are differ-
ently attenuated due to the dependency of ε (molar absorptivity) on the frequency of the scattered radiation
(differential self-absorption).39–41 Several theoretical and optical models have been proposed to describe the
intensity of Raman bands accounting for experimental conditions and considering the differential self-absorption
phenomenon (mostly analyte-related).35,39–41 It is not the scope of this work to introduce a new model or discuss
in detail the existing ones, but rather to evaluate, in a simplified way, the impact of differential self-absorption
on the measured Raman spectra (we refer to it from here as self-absorption) by adapting the model introduced
by Shiver et al.40,41

The intensity of a specific Raman band i, quantified in counts during the measurement process, can be
generally expressed by:

Ii = kσiNi (2)

where k is a coefficient accounting for the experimental conditions, i.e. laser Intensity (here defined as W/cm2,
illuminated volume V, collection aperture and detector efficiency, σi is the scattering cross section and Ni is the
number of analyte molecules per unit of volume. In order to quantify Ii, the intensity of the Raman scattered
light at a specific wavelenght, Ii,R, is estimated as follows. During the measurement process the Raman light is
converted by the spectrometer, through a conversion factor ks:

Ii = ksIi,R (3)

We define V as the interacting volume of the focused laser beam with the liquid sample. V can be roughly
approximated by a portion L of a Gaussian beam propagating along the z direction (Fig. 4).

The following approximations are considered: 1) the scattered light, which may originate outside of the
interacting volume is neglected and 2) the detector collects homogeneously the radiation scattered from different
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Figure 4. Illuminated Gaussian-like volume in back-scattering geometry and self-absorption. Laser and scattered light
propagates from the origin O to the point (x’, y’, z’). L is the depth of focus.

point inside the interacting volume. The infinitesimal scattering element dV at the position (x’,y’,z’), stems
for a generic sampling point which is excited by the laser and which scatters light backwards. The laser light
distribution function, Iλ, is attenuated along the z direction according to the Beer Lambert’s law and expressed
by:

Iλ = I0(x′, y′, z′)e−αz (4)

where the nominal intensity of the laser is I0 and α (mm−1) is the absorption coefficient at the excitation
wavelength λ. The Raman scattered light is also attenuated according to the Beer Lambert’s law, and the loss
term is exp(−β z

cosθ ), where β is the absorption coefficient at the Raman band wavelength. The solid scattering
angle Ω is relatively small in our setup and each scattering point dV scatters over a negligible angle dθ, hence
cosθ ≈ 1. By defining IΩ as its distribution function, the fraction of total scattered light is expressed by
kΩ =

∫
IΩdΩ over the solid angle Ω. The overall expression for Ii,R, accounting for all the introduced terms is:

Ii,R = kΩ

∫∫∫
V

σiNiI0(x, y, z)e−αze−βzdxdydz (5)

The terms σi, Ni do not depend on the spatial coordinates and P (Watt) is the laser power without any
absorption loss at a surface centered at (x,y) along z direction, estimated as the integral of the laser nominal
intensity P =

∫∫
I0(x, y)dxdy. By incorporating the constant ks of eq.(3), we obtain the expression for the

detected intensity:

Ii = kskΩPσiNi

∫ l

0

e−αze−βzdz (6)

The integral is calculated over the length l, namely effective absorbance length. The solution and final expression
for Ii is then:

Ii = (kskΩσiP )

(
Ni

α+ β

)(
1− e−l(α+β)

)
(7)

This equation was originally formulated to evaluate self-absorption in mixtures containing resonantly active
components.41 Here, we make use of it by considering the solution as a mixture of resonant (analyte) and non-
resonant (water) components. In non-resonant condition (α+β) is small (< 1). The term (1−e−(α+β)l)÷(α+β) ≈
1, so in eq.(7) the intensity Ii,R ∝ Ni, hence proportional to the analyte concentration. The length l, in absence of
absorption, coincides with L as the collected light is scattered from the entire illuminated volume V . Conversely,
in resonance (or pre-resonance) (α + β) > 1 and the exponential e−(α+β)l) << 1, meaning that the beam is
extensively absorbed along the probed volume. In this case, (1 − e−(α+β)l) is ≈ 1 and the second bracket of
eq.(7) is constant, as both Ni and the denominator are proportional to the concentration c (α = εα ·c and εα is the
molar absorption coefficient). A strong attenuation of the non-resonant component, i.e. a water Raman mode,
is expected. In this respect we define the inhibition coefficient Ki as the ratio of the inhibited and non-inhibited
water mode Iwater ÷ I0,water. This term, as derived from eq.(7), results in the following relation:

Ki :=
Iwater
I0,water

=
1− e−l(α+β)

l(α+ β)
(8)
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Water peak intensities are taken from Raman spectra while α and β are obtained from the UV absorption
measurements through α = Abs÷10 mm·ln(10), where Abs is the measured Absorbance. The term l is estimated
by graphically solving eq.(8). It is worth noticing that neglecting the effective laser intensity distribution and
the spectrometer clipping effect represent a strong approximation.35

4. EXPERIMENTAL RESULTS

4.1 Antidepressant agents

Solutions of CIT, VEN and CBZ were prepared at different concentrations and measured both by deep-UV and
visible light (Fig. 5). Deep-UV spectrum of CIT presents two peaks: (1) 1236 cm−1 and (2) 2232 cm−1, assigned
to the aromatic C-F stretching vibrations and the triple-bonded C-N stretching mode, respectively.42 The water-
related mode appears at about 1620 cm−1. The visible spectrum presents a huge fluorescence background, which
prevents any reliable peak identification. The estimated LOD for the deep-UV Raman is 5 mg/l (12 µM).
VEN deep-UV spectra have a slightly smaller signal to noise ratio than the CIT ones. A Raman mode is clearly
identified at 1280 cm−1 and assigned to a O-CH3 stretching mode.43 The visible range Raman spectrum presents
a weaker fluorescence background than in case of CIT, however any clear peak identification is still perturbed
by the overlap of the signals. The estimated LOD, according to a concentration series, is 6 mg/l (20 µM).

CBZ specrum is more complex, as several vibrational modes are detected. Main modes are assigned as follows:
(1) (C-H) in plane bending mode at 1118 cm−1, (2) (C-H) bending mode at 1160 cm−1, (3) (C-C) stretching
modes at 1219 cm−1, (4) (C-H) bending and (C-C) stretching modes 1491 cm−1, (5) (C-C) stretching mode 1566
cm−1 and (6) (C-C) double bond stretching mode 1622 cm−1.44,45 The background intensity of the deep-UV
spectra decrease more evidently relative to the other two pharmaceuticals, as the fluorescence observed in visible
Raman is weaker. The estimated LOD of CBZ is 12.5 mg/l (50 µM).

As expected, all measured compounds present no fluorescence-related background in deep-UV Raman.18,22

However, another factor, the analyte concentration, affects the background intensity, as shown prominently in
the CBZ case. The dependence between the band intensity and concentration is not strictly linear for CIT
and VEN, and is almost constant for CBZ (Fig. 6). At the same time, a strong attenuation of the O-H water
modes at 3440 cm−1 is observed (Figs. S2, S3 and S4, Supplemental Material). Addressing such effects to
self-absorption, we apply eq.(8) to estimate the absorption length l. UV absorption at the laser wavelength and
at λ = 257 nm (O-H water mode wavelength) was measured (Fig. S5, Supplemental Material) for the following
solutions: CIT (100 mg/l), VEN (50 mg/l), CBZ (33 mg/l). The estimated l (mm) values and all the coefficients
are listed in Table S1 (Supplemental Material). The strongest inhibition of the water mode is observed in CBZ,
where the highest absorption is also measured. The estimated l = 9.8 mm is as long as the cuvette (10 mm).
This physically means that the beam is extensively absorbed over the entire illuminated volume V41 explaining
the observed non-linearity that originates from absorption (Fig. 6). CIT presents the lowest absorptivity, the
highest ki ratio and l = 6.7 mm.

4.2 Nitrate and nitrite

Compared to visible Raman spectra, the deep-UV Raman of a 100 mg/l NaNO3 solution (Fig. 7 top), exhibits
a clearly visible NO−3 peak at 1050 cm−1, which corresponds to the ν symmetric stretching mode. The related
LOD, as demonstrated in our previous study,31 is approximately 2 mg/l and it is achievable by simply increasing
the integration time from 20 to 60 seconds. Notably, a broader Raman mode at around 1330 cm−1 is assigned
to a NO−2 vibration.30,31 As discussed in our previous work, for λexc = 236.5 nm a quantum yield φ = 0.05
was estimated, hence a contribution of nitrite within the LOD is not surprising. The visible spectrum has lower
signal to noise ratio. Above the fluorescence background only water-related bands at 1620 cm−1 and about 2100
cm−1 are detectable, with only a minor, barely visible nitrate band at 1050 cm−1. Nitrate was clearly detectable
also in the samples taken from an aquatic ecosystem (Fig.7 bottom), including a NO−2 peak indicative of NO−3
photolysis. Using the intensity of the ν nitrate peak in the lab-made solution as a reference, an estimated 35
mg/l NO−3 is present in the river. These results agree with the Ion Chromatography (IC) analysis adopted as
a validation method. The latter estimated a 25 ± 0.04 mg/l NO−3 concentration, with no presence of nitrite
(at a concentration higher than 0.1 mg/l). The fluorescence background of visible Raman is especially strong
in the river water spectrum, more than a factor of ten compared to the pure nitrate solution. We ascribe it
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Figure 5. Deep-UV and visible Raman spectra of CIT, VEN, CBZ at different concentrations. Main Raman modes
are marked and assigned in the text. The left and right axes refer to the deep-UV and visible Raman measurements,
respectively. The constant background is arbitrary and here used to increase readability of the spectra.

to the presence of dissolved organic matter.46 Therefore, the visible Raman, unlike its deep-UV alternative, is
unsuitable for the detection of environmentally-relevant nitrate concentrations, especially in the samples taken
directly from aquatic ecosystems. It can be noted, that the O-H water peak is slightly suppressed compared to the
Raman spectra of the pharmaceuticals. By applying the same procedure as outlined above, the absorption length
for the river sample (Table S1, Supplemental Material) was evaluated. Notably, the beam is absorbed within a
limited length (l = 2.4 mm), hence the intensity of the nitrate mode has to scale linearly with the concentration,
as predicted in the section 3.2. UV Absorption spectra are plot in Fig. S6 (Supplemental Material). The
relatively high molar absorptivity α is assigned to the presence of organic matter.
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4.3 Benzotriazole

Owing to its low sensitivity, visible Raman is not commonly used for detecting benzotriazole in solution at
low concentrations (mg/l). On the other hand, the use of deep-UV light is hugely hindered by the ultraviolet
absorption exhibited by this compound.8 In fact, the molecule presents two main absorption peaks at 259 and 278
nm.47 Aware of such limitations, we first evaluated visible Raman LOD by performing a high concentration series
(from 500 mg/l to 10 g/l (Fig. S7, Supplemental Material). Despite the presence of fluorescence background
between 500 and 2500 cm−1, main benzene ring modes are detectable at 783, 1010 and 1387 cm−1. As expected,
the minimal concentration for reliably identifying those vibrational modes is high, approximately 1 g/l. The
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deep-UV Raman concentration series were performed on a different range, from 0.5 to 1000 mg/l. As before, no
fluorescence overlap was present, however, unexpectedly, no benzotriazole related Raman modes were identified
at any concentrations (see Fig. S8 Supplemental Material). Furthermore, above 1 g/l all Raman modes disappear
and almost no signal is acquired. This effect of attenuation is most evident on the main water O-H modes at
3420 cm−1 (Fig. 8 top), with a strong attenuation in the deep-UV range and virtually none in the visible. This
absorption effect is quantitatively and exponentially correlated to the analyte concentration (Fig. 8 bottom),
with an appreciable drop above approximately 0.5 mg/l concentrations. Fitting the experimental data to the
self absorption model discussed above yields the following function, which is based on eq.(8):

I(x) = A

(
1− e−Cx

Cx

)
+B (9)

where the constant A = I0, x is the independent variable, C and B are free fit parameters. The intensity of
the water peak is well fitted by the model (R2 = 0.99), (Fig. 8 bottom), providing a value of Cfit = 0.088.
This term represents the main calibration parameter for estimating the analyte concentration, while B accounts
for intensity of the signal background. We notice that few data points (from 50 to 250 mg/l) lie below the
fitting curve and this can be ascribed to a variation of the laser intensity during the measurement process. The
penetration depth, calculated for a 50 mg/l solution, is equal to 7.8 mm (Table S1, Supplemental Material),
indicating an extensive beam absorption.

5. FUTURE PERSPECTIVES

In this paper, various potent pollutant have been successfully measured, although the achieved LOD is much
above their average concentration in urban waste water (tens of µg/l). Briefly, we summarize in this sections the
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main outcomes and our strategies to improve current limitations.

5.1 Photolysis

Nitrate was successfully detected in pure water (2 mg/l) and in aquatic ecosystem, and the LOD may be improved
as discussed above. In particular the deep-UV Raman analysis of nitrate in aquatic ecosystems is promising,
as dissolved organic matter often generates an overlapping fluorescence background, which hinders the visible
or near-UV Raman analysis. Nevertheless, the photolysis of nitrate ions upon UV light illumination affects the
reliability of the analysis. The photolysis effect is diminished by the reduction of the exposure time of the sample
to UV light, e.g. by means of a circulating liquid cell that allows for a ”constant flow” mode measurement.

5.2 Absorbance

Benzotriazole vibrational modes were not detected using deep-UV light at any concentration between 0.5 mg/l
to 1 g/l, due to the self-absorption phenomenon. This effect highlights the constraint for a potential use of
deep-UV Raman spectroscopy as an environmental analysis method. If a strong UV absorber is present in the
specimen, the light may be completely attenuated by the UV absorbing compounds. However, using the Raman
intensity of water as internal standard it is possible to estimate the concentration of the UV-absorbers in the
solution even in the absence of Raman signal from the analyte. Pure water can be used for reference. This
can be achieved in one set-up, e.g by using a liquid cell connected to both the solution and the pure water.
The measured Raman intensities of detected pollutants can then be corrected using the model introduced in the
theory section. The intensity change on the water signal is a qualitative indicator of the overall water purity
comparable to already established UV-absorption sensors with the advantage of providing fundamental chemical
information not accessible otherwise. In particular for automatic sensing applications, this quality factor is of
high relevance. This is most easily be explained using an example. The Raman setup will have difficulties in
detecting nitrate, if the solution also contains benzotriazol. As benzotriazol (at these concentrations) does not
show Raman lines, an automatic system will report ’clean water’. The quality factor using the water Raman
signal does not provide a chemical analysis, but ensures that the Raman signal is reliable in case of no changes.
Small changes can be used to correct the Raman analysis, while strong changes indicate that the Raman analysis
is not reliable anymore.

5.3 Estimation of minimal limit of detection

The above given concrete examples may generalized to estimate the theoretically minimal limit of detection. We
have to consider:

• wavelength selection: the water window ends around 200 nm, the chosen wavelength of 236 nm is nearly
ideal.17 At this wavelength, the absolute Raman crosssections for water and archetypal organic substances
such as ethanol are similar.48 Although resonance enhancement may be possible, the wavelength depen-
dence is negligible in the targeted range (deepUV).49

• signal-to-noise ratio: peaks outside the water Raman transitions are detectable, if their signal is above the
noise of background signal from water, which is estimated to be 100 to 1000 times lower than the Raman
transitions (see, e.g., Figs. 8, 5), i.e., the signal intensity Is must be greater than

Is > SNR
Iwater
1000

(10)

The ratio Is/Iwater is given the Raman crosssections times concentration, which are assumed to be equal
(see above):

Is
Iwater

= c (11)

The minimal detectable concentration is thus simply

cm =
SNR

1000
(12)

For environmental water analysis, a limit of detection in the order of µg/l ' cm = 10−12 is envisioned. To
reach this value, an SNR of 90 dB must be achieved.
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• Increasing SNR: various advances are required to achieve an SNR of 90 dB. This includes adopting collection
optics of shorter focal length and higher numerical aperture (N.A.).50 Actually, in our setup the N.A. is
relatively small (≈ 0.3) with respect to an average commercial Raman spectrometer. UV compatible lenses
with high N.A. are commercially available. Taking as example (Edmund Optics) a fused-silica aspherical
lens with N.A.=0.50 a significant increase in the intensity is expected. By assuming that the radiant flux
collected by the optical component is φ ∝ (F/#)2 and being the N.A.= 1

(2N.A.) , the collected light can be

increased by at least 4 times. By reducing the focal length the beam waist decreases accordingly, minimizing
l. Further signal to noise improvements are also achievable by using a highly sensitive spectrometer, such
as an intensified CCD sensor (ICCD-based detector), increasing intensity by another factor of 10 to 1000.
However, marked increase of the laser beam intensity is not advisable because of the associated photolysis
effects. Although the SNR is only proportional to the square root of intensity increase, the envisioned
limit of detection is achievable.Furthermore, the use of a reference cell would allow easy subtraction of the
reference spectrum from the investigated one by alternating measurement of the two samples, thus further
increasing the sensitivity of the analysis. Time-resolved approaches, e.g. time-gated Raman (TG Raman),
would be a valid technique to be considered to reduce the fluorescence while increasing the SNR ration.
During last years the diffusion of this technique has been boosted through different application fields due
to remarkable improvements in the electronics, laser sources and sensing.51

6. CONCLUSIONS

Opportunities and drawbacks of deep-UV Raman spectroscopy for monitoring water quality have been outlined 
by benchmarking a cost-effective and portable deep-UV Raman spectrometer. The outlined system is based on 
a commercial deep-UV laser source and inexpensive optical components. Potentially harmful compounds were 
measured at environmentally relevant concentrations in pure water and in aquatic environment, providing a 
reliable LOD for the technique. In particular, the impact of fluorescence, photolysis and self-absorption during 
the analysis process is thoroughly discussed. Such effects, can be considered as collateral since they invalidate 
the measurement by affecting the Raman spectra. Adopting a simple mathematical model, the self-absorption 
was described and the beam absorption depth quantified. In principle, by implementing the various measures 
including improvement of hardware as well as evaluation procedures, it is foreseeable that an LOD in the µg 
range is reachable, being an important benchmark in environmental water analysis. The perspective to carry out 
Raman spectrometry using narrow line X-ray pulses (see also Sects. 1-4 [52]) on electronic transition is attractive.
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ABSTRACT  

Extreme ultraviolet (EUV) lasers possess unique properties for ablation and ionization at the nanoscale (≤100 nm) due to 

their short wavelength, high absorptivity in most materials (i.e., 10’s of nanometers), and efficient photoionization in the 

laser-created plasmas. When coupled with a mass spectrometer, an EUV laser can be used to analyze and map chemical 

information in three dimensions with nanoscale spatial resolution. We have previously built an EUV time-of-flight mass 

spectrometer (EUV TOF) that achieved ~80 nm lateral and ~20 nm depth resolution when mapping the chemical content 

in organic and inorganic solids. Here, we present results from a recent study that extends EUV TOF’s high resolution 

capabilities to the analysis of an isotopically heterogenous uranium fuel pellet that was made by blending two 

isotopically distinct starting materials. We show that EUV TOF can map 235U/238U heterogeneity at the 100 nm scale, 

revealing micron to submicron heterogeneity. For comparison, nanoscale secondary ionization mass spectrometry 

(NanoSIMS) maps a similar distribution of U heterogeneity on a similar subsample at the same spatial scale. We also 

show that EUV TOF can measure the isotope ratio in a silver sample using single shot spectra. These results position 

EUV TOF as a promising technique for performing isotopic analyses at the nanoscale, finding applications in nuclear 

forensics, geology, and biology as well as in the semiconductor industry. 

Keywords: Extreme Ultraviolet Lasers, Laser Ablation, Time-of-Flight Mass Spectrometry, Nanoscale, Isotopic 

Imaging and Mapping 

1. INTRODUCTION

Mass spectral imaging with high spatial resolution is important in fields such as biology,1-3 geology,4, 5 and nuclear 

forensics6-9 because it enables visualization of the spatial distribution of  chemical/isotopic features of interest. Standard 

laser-based mass spectrometry methods, such as matrix assisted laser desorption and ionization (MALDI) and laser 

ablation inductively coupled plasma (LA ICP) mass spectrometry, are widely used for mapping molecular (MALDI 

MS), elemental, and isotopic (LA ICP-MS) information but are usually limited to analyses at the micron scale.1, 7, 10, 11 

Nanoscale secondary ionization mass spectrometry (NanoSIMS), an ion sputtering and ionization method, has become 

the leader in elemental and isotopic analyses at the nanoscale, achieving a lateral spatial resolution of <100 nm.3, 5 

Recently, we have shown that an extreme ultraviolet (EUV) laser coupled to a mass spectrometer can also offer 

unsurpassed three-dimensional (3D) nanoscale spatial resolution for chemical mapping.12-15 

Our group at Colorado State University (CSU) has built and developed an EUV laser ablation and ionization time-of-

flight mass spectrometer (EUV TOF) that was the first of its kind to achieve mass spectral imaging with 3D nanoscale 

spatial resolution.12, 13 The instrument uses a table-top EUV Ar8+ capillary discharge laser, also developed at CSU, that 

operates  at a wavelength of 46.9 nm (26.4 eV photon energy).16, 17 The 26.4 eV photons are highly absorbed in mostly 

all materials, and the EUV laser beam can be focused to 80 nm diameters spots.18 This allows the EUV laser to ablate 

craters with volumes on the order of a few attoliters (10-18 L) down to tens of zeptoliters (10-21 L).12 Additionally, 

efficient EUV laser ionization takes place in the laser-created plasma plume.19, 20 These unique properties of the EUV 

laser light allow for the analysis of nanoscale sized areas in a variety of solid materials, as we have shown that EUV 

TOF can accurately map molecular, elemental, and isotopic information with a lateral spatial resolution of ~80 nm in 

organic and inorganic solids and with a depth resolution of 20 nm in organic materials.12, 13 

In a recent publication, we demonstrated EUV TOF’s high spatial resolution capabilities to map isotopic heterogeneity in 

a uranium fuel pellet.14 More specifically, we showed that EUV TOF can map the 235U/238U isotope ratio in 100 nm sized 
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pixels. The results revealed microscale (>100 nm) heterogeneity with domains characteristic of the two starting materials 

(i.e., feedstock). EUV TOF mapped similar distributions of heterogeneity to NanoSIMS on a separate sub-sample 

prepared from the same material and also at the ~100 nm spatial scale. While the isotopic results return a single 

distribution, indicating a decently mixed product, close analysis of both EUV TOF and NanoSIMS data revealed 

statistically significant (i.e., real) heterogeneity associated with spatial domains of less mixed feedstock. These results 

further highlighted EUV TOF’s ability to accurately map isotopic content at the nanoscale by exposing the two distinct 

feedstocks. Other studies showed that the isotopic heterogeneity in this sample could not be fully revealed by  microscale 

or bulk mass spectrometry techniques.7  

Here, we compliment this recent study with additional analysis demonstrating the inability of microscale techniques to 

reveal the true sample heterogeneity. We show that EUV TOF mappings of the 235U/238U isotope ratio using 1 µm pixels 

on the same heterogenous uranium fuel pellet mentioned above does not completely reveal the uranium fuel sample’s 

heterogeneity. This result further confirms that the sample’s microscale heterogeneity requires high spatial mapping for 

accurate identification. We also show results from a separate study that further showcases EUV TOF’s capability for 

isotopic analyses by analyzing a pure, homogenous silver sample. Silver is isotopically ideal for isotope ratio analyses 

because it has equally abundant major isotopes (~50% 107Ag and 109Ag). We show that EUV TOF can accurately 

measure the isotope ratio in silver from single shot mass spectra. These results show that EUV TOF is a promising tool 

towards applications that require isotope ratio analyses and/or mapping at high spatial scales in a variety of materials. 

2. EXPERIMENTAL SECTION

The EUV TOF mass spectrometer, developed and built at CSU, has been described in detail elsewhere.12-14 In brief, the 

table-top Ne-like Ar8+ EUV capillary discharge laser16 (sized 0.4 m2 or ~3 ft2) operates at a wavelength of 46.9 nm with 

a maximum pulse energy of ~10 µJ and duration of ~1.5 ns.17 The EUV laser beam illuminates a free-standing zone plate 

(NA = 0.12) that focuses the beam onto the sample.12, 21 The laser’s fluence can be adjusted with an argon gas pressure 

cell to allow for more or less ablation at the sample.12 The sample is moved in nano- to micro-scale sized increments 

using piezoelectric stages (Physik Instrumente, Q-545.240), where the sample’s step size determines the pixel size of the 

resulting ion maps. A set of ion optics is used to extract and accelerate the ions created in the EUV laser-created plasma 

plume into a field-free TOF mass spectrometer (Jordan TOF Products) operated in reflectron mode, where ions are 

separated in time according to their mass/charge (m/z) ratio over a ~2 meter distance. The ions are detected by a 

chevron-type microchannel plate (MCP) detector and digitized by an analog-to-digital converter (ADC) (Dynamic 

Signals, EON Compuscope CS121G1). The typical mass resolving power (m/∆m) for the EUV TOF is ~1100.12, 13 

EUV TOF and NanoSIMS mapped the 235U/238U ratio in a heterogenous low enriched uranium (LEU, ~2% 235U and 

~98% 238U) fuel sample22 and natural uranium (NU, 0.725% 235U and ~99% 238U) metal certified reference material 

(NBL, CRM 112-A)23 prepared at Pacific Northwest National Laboratory using a focused ion beam/scanning electron 

microscope (FIB/SEM).14 The sample dimensions were ~20 µm x 20 µm x 3 µm (Figure 1A). All samples were coated 

with conductive gold coating prior to analysis. Further details on sample preparation can be found elsewhere.7, 14 EUV 

TOF mapped the 235U+, 238U+, 235U16O+, and 238U16O+ isotopes over the LEU and NU samples using 1 µm pixels (i.e., 

sample step size) at a laser fluence of ~1 J/cm2 with mapping field sizes of ~25 µm x 25 µm (Figure 1B,C). The same 

isotopes were re-mapped over a small ~20 µm x 1 µm area of the LEU sample using 100 nm pixels at a laser fluence of 

<1 J/cm2 (Figure 1D),14 laser conditions previously used to ablate craters in resist with a diameter ≤400 nm and depth 

≤40 nm.12 NanoSIMS mapped the same isotope species on  a similar LEU subsample using 98 nm pixels with a 2-4 pA 

O- primary ion beam with a diameter of ~300 nm (Figure 1E).14 For both EUV TOF and NanoSIMS analyses, the 235U

and 235UO ion counts and 238U and 238UO ions collected at each pixel (i.e., the background-subtracted peak area) were

subjected to a threshold and summed to a single pixel.13, 24 The threshold was used to remove insufficient 235U, 235UO

signals (i.e., 0 ion counts of the minor isotope for EUV TOF and NanoSIMS analysis) or saturated 238U, 238UO signals

(i.e., counts of the major isotope above the ADC’s upper dynamic range for EUV TOF analysis). Three laser shots were

taken at each pixel location for EUV TOF analyses13, 25 and eight passes per pixel were collected with NanoSIMS. In this

study the NU sample acted as a bracketing standard. Further information on EUV TOF and NanoSIMS U ratio analyses

can be found in Rush et al.14
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EUV TOF 107Ag/109Ag ratio analysis was performed using a ≥99% pure silver foil (GoodFellow, AG000467) with a 

natural Ag abundance (i.e., ~52% 107Ag and ~48% 109Ag). Individual mass spectra were collected over a large area sized 

500 μm x 500 μm with 50 μm steps between each ablation spot and six laser shots at every spot using a laser fluence of 

~1 J/cm2. The 107Ag/109Ag isotope ratio was calculated from each background-subtracted peak area in the mass spectrum. 

Unlike the U mapping analysis above, spatial information was not important for this analysis because the Ag foil is 

expected to be homogenous throughout its entire area. Instead, the focus here was to further assess EUV TOF’s 

capabilities for accurate isotopic analyses by analyzing single shot mass spectra using an “easy-to-work-with” sample, 

that is, a sample with major isotopes that are separated by a few mass units and that have similar abundances to avoid 

challenges associated with the instrument’s dynamic range. 

3. RESULTS

a. EUV TOF 235U/238U isotope ratio maps of heterogenous and homogenous uranium samples

EUV TOF mapped the 235U/238U isotope ratio across the heterogenous LEU and homogenous NU CRM FIB-fabricated 

samples at the micro- and nano-scales.14 Analysis of the NU CRM allows EUV TOF’s instrumental response for 

assessing isotopic heterogeneity to be measured. Figure 1A shows an SEM image of one of the FIB samples prior to 

EUV TOF (or NanoSIMS) analysis.7 Figure 1B,C shows resulting EUV TOF 235U/238U maps across the entire LEU and 

NU CRM sample areas, respectively, using 1 µm pixels. Figure 1D shows a subsection of the LEU pellet remapped 

using 100 nm pixels.14 For comparison to Figure 1D, Figure 1E shows a similarly sized NanoSIMS ratio map from a 

different FIB extracted subsample collected with 100 nm pixels.14 All maps are plotted on the same color scale 
235U/238U = 0.002 to 0.050. 

Figure 1. (A) SEM image of a uranium FIB-fabricated sample prior to analysis. (B-C) EUV TOF 235U/238U ratio maps using 

1 µm pixels (i.e., step size) of the (B) heterogenous LEU FIB sample and (C) homogenous NU CRM FIB sample, both with 

mapping field sizes of 25 µm x 25 µm. (D) EUV TOF 235U/238U ratio map of a 19 µm x 1 µm section of the same LEU 

sample mapped in (B) using 100 nm pixels. (E) NanoSIMS ratio map of a different 19 µm x 1 µm section of a LEU sample 

mapped with 98 nm pixels. The pixels in all ratio maps are not smoothed or interpolated. 
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The EUV TOF 235U/238U ratio maps in Figure 1B,C show that the NU CRM clearly has a reasonably homogeneous U 

isotopic content throughout the entire sample area, with slight variations based on instrument limitations and counting 

statistics. On the other hand, the LEU sample has more U isotopic variations throughout the sample, which is evident by 

the 1 µm areas of lower (blue) and higher (red) 235U/238U ratios. This indicates that the LEU sample, which was made by 

blending two isotopically distinct feedstocks, does have heterogeneity at the microscale. However, Figure 1D shows that 

when EUV TOF re-maps a small section of the LEU pellet with 100 nm pixels more 235U/238U variations are revealed in 

the sample that were not visible at the 1 µm scale. While isotopic mixing of the starting materials does seem to be 

successful at the 100 nm spatial scale, there are ~1-2 µm sized patches of heterogeneity that are exposed across the 

length of the sample that indicate less or unmixed starting materials, likely micrometer sized oxide powders.6, 14 For 

comparison, Figure 1E shows the resulting NanoSIMS ratio map that exposes similarly sized regions of heterogeneity at 

about the same spatial scale. This result is significant because it shows that EUV TOF has similar isotopic mapping 

capabilities to NanoSIMS. 

It should be noted that EUV TOF and NanoSIMS maps in Figure 1 have not undergone any image post-processing such 

as smoothing or interpolation, which can be required when the pixel/step size is much larger than the beam’s spot size or 

when a more visually appealing image or map is desired (at the cost of a loss in spatial resolution). The maps shown in 

Figure 1 are therefore significant because they show EUV TOF (and NanoSIMS) can map the 235U/238U isotope ratio 

pixel by pixel in the uranium samples.13, 14 

b. EUV TOF statistical analysis of the 235U/238U isotope ratio maps

The EUV TOF and NanoSIMS 235U/238U ratio maps in Figure 1 provide a qualitative picture of the LEU sample’s 

heterogeneity. Statistical analysis of the mapped data was subsequently performed to try and further resolve this 

heterogeneity.14 Figure 2A shows EUV TOF and NanoSIMS two-isotope plots of the LEU and NU CRM mapped data 

from Figure 1. The NanoSIMS data was taken from the entire 20 μm x 20 μm LEU FIB sample area, while the EUV 

TOF 100 nm data were taken from the smaller 19 μm x 1 μm map in Figure 1D. This explains why there are more 

NanoSIMS data points in the plots in Figure 2. Figure 2B shows corresponding 235U/238U ratio plots, where the data are 

shown with ±2σ and ±3σ uncertainty envelopes at the respective 238U ion counts (counting statistics uncertainty). The 

counting statistics uncertainty provides a measure of the instruments’ variability based on the number of atoms detected 

and allows the identification of statistically significant points of heterogeneity. Error bars are not shown on the points in 

Figure 2B for clarity but would be the width of the ±2σ and ±3σ envelopes at the corresponding ion counts. Variations in 

measured ion intensities are likely from a combination of shot-to-shot laser energy fluctuations, slight variations in the 

sample (e.g. topography, geometry, and conductivity), and the probability of detecting infrequent ion events. Figure 2C 

plots the ratio data in Figure 2B as Gaussian-fitted histograms (made according to the Freedman-Diaconis rule). The 

histogram provides a metric for the width of the 235U/238U distributions measured with EUV TOF and NanoSIMS in each 

sample at the micro- and nano-scales. The value of the slope of the linear best fit lines (Figure 2A), expected/certified 

ratios (Figure 2A,B), and width of the 235U/238U distributions (Figure 2C) is given in Table 1.  

Figure 2A shows the linear best fit lines through the data, where the slope of the lines is the value of the average ratios, 

listed in Table 1. EUV TOF measures a 235U/238U = 0.0072 ± 0.0008 (2σ) in the NU CRM, where the certified ratio is 

0.00725.23 Because the measured ratio agrees with the certified ratio within analytical error, there was no need to make 

mass bias corrections to the data. The average ratio of the 100 nm pixel analyses on the LEU sample with EUV TOF and 

NanoSIMS also agrees with the expected ratio from bulk measurements (Table 1).7 This result indicates that while each 

FIB’d subsample is expected to show unique variations, the 19 μm x 1 μm area and 100 nm pixel sampling proved 

sufficient to approximate the bulk measurement while simultaneously exposing the heterogeneity. However, the average 
235U/238U ratio of the 1 μm pixel analysis on the LEU sample with EUV TOF is higher than the expected ratio. The map 

in Figure 1B also shows that higher ratio areas are more prevalent. During the 1 um spot analysis it was likely that the 

laser spot size was smaller than the 1 μm pixel size. This, in conjunction with the limited number of data points, caused 

the LEU sample to be under sampled resulting in an artificially high ratio. Along these same lines, the EUV TOF and 

NanoSIMS 100 nm pixel analyses also show a slightly higher (but overlapping) average ratio compared to the expected 

ratio for the LEU sample. This could be the result of comparing EUV TOF and NanoSIMS results from a single LEU 

sample to bulk measurements (i.e., the expected ratio) that were taken over multiple LEU samples, with each sample 

possessing slightly different U variations. 

Figure 2A,B show that all of the data points collected with EUV TOF on the NU CRM sample fall within ±3σ of the 

expected uncertainty, with the majority of points falling within ±2σ. Additionally, the few points that fall outside of the 

±2σ uncertainty are at low 238U counts (i.e., <1000 counts). On the other hand, the LEU sample mapped with 1 μm and  
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Figure 2. Uranium (A) two-isotope, (B) ratio, and (C) histogram plots of the EUV TOF and NanoSIMS data collected on the 

LEU (top plots) and NU CRM (bottom plots) samples at the micro- and nano-scales. The EUV TOF data shown in these 

plots is the same mapped data in Figure 1. (A) 235U counts plotted as a function of 238U counts for the analysis of the LEU 

and NU CRM samples with EUV TOF and NanoSIMS using 100 nm and 1 μm pixels. All data sets are fitted with a dotted 

linear best fit line (intercepts for the measured data are not fixed at zero) that corresponds to the average ratio, whose value 

is given in Table 1. (B) Corresponding 235U/238U ratios plotted as a function of 238U counts for the LEU and NU CRM 

samples. The red dotted lines represent the ±2σ and ±3σ error from the expected/certified ratio value, shown as a red solid 

line in (A,B), based on counting statistics. (C) Histogram plots of the probability density (normalized) as a function of the 
235U/238U ratio plotted in (B) for the LEU sample using 100 nm pixels (top) and 1 μm pixels (middle) and for the NU CRM 

using 1 μm pixels (bottom). The width of each Gaussian-fitted histogram distribution is listed in Table 1. 

Table 1.  EUV TOF and NanoSIMS average 235U/238U ratios and the corresponding width of the ratio distributions from the 

analysis of the LEU and NU CRM samples. The 235U/238U ratios were calculated from the slope of the linear best fit lines in 

Figure 2A, and the corresponding 235U/238U distributions are the width of the Gaussian-fitted histograms in Figure 2C. The 

shapes and lines in the table correspond to the data in Figure 2. 

LEU fuel pellet, 235U/238U (expecteda) = 0.0226 ± 0.0006 (2σ) 

Technique Pixel size Average 235U/238U ± 2σ error Width of 235U/238U distribution 

EUV TOF 100 nm 0.0232 ± 0.0006 0.055 

NanoSIMS 100 nm 0.0234 ± 0.0002 0.051 

EUV TOF 1 μm 0.0250 ± 0.0017 0.025 

NU CRM 112-A, 235U/238U (certified) = 0.00725 

Technique Pixel size Average 235U/238U ±2σ error Width of 235U/238U distribution 

EUV TOF 1 μm 0.0072 ± 0.0008 0.018 

aThe expected ratio is based on the aggregated ratio from NanoSIMS, large geometry (LG)SIMS, LA ICP-MS, quadrupole 

ICP-MS, and thermal ionization MS (TIMS) analyses on multiple pellets.7 
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100 nm pixels with EUV TOF shows more points that fall outside the ±2σ uncertainty, with a few points falling outside 

±3σ at 238U counts >1000. Because the analysis of the NU reference material shows that the measured variability does 

not exceed what is expected based on the number of atoms detected, the 235U/238U ratios measured in the LEU sample 

that fall outside the ±3σ counting statistics uncertainty are likely from isotopic heterogeneity rather than instrumental 

uncertainty. Additionally, NanoSIMS analysis of the LEU sample confirms EUV TOF’s measurements with overlapping 

U ratios detected outside of the counting statistics uncertainty. More NanoSIMS data points fall outside of the ±3σ 

envelope because, as mentioned above, data from the entire sample area were included for the NanoSIMS’ plots in 

Figure 2.  

Figure 2A,B also show the advantage of mapping the LEU sample at the nanoscale versus at the microscale. The EUV 

TOF data collected on the LEU sample using 1 μm pixels shows evidence of statistically significant heterogeneity. 

However, EUV TOF’s 100 nm pixel analysis shows more heterogeneity with more points falling outside the ±3σ 

uncertainty. This is further evidenced in the 235U/238U histogram distributions, where the width of the Gaussian-fitted 

distribution for the EUV TOF 100 nm pixel analysis is ~2x larger than the 1 μm pixel analysis collected on the LEU 

sample. The width of the EUV TOF and NanoSIMS 235U/238U distributions collected with 100 nm pixels on the LEU 

sample are >0.05, while the width of the ratio distribution collected with 1 μm pixels is ~0.03 (Table 1). For comparison, 

the width of the ratio distribution of the NU CRM collected with EUV TOF is ~0.02 (Table 1). This finding further 

confirms that the LEU sample has microscale heterogeneity that requires high spatial mapping for identification.  

c. EUV TOF analysis of an isotopically ideal sample

EUV TOF’s capabilities to accurately determine isotope ratios were also tested by analyzing a pure silver foil. Silver has 

two major isotopes, 107Ag and 109Ag, that are both ~50% naturally abundant, unlike the LEU and NU samples that had a 

disproportionate abundance of 238U (≥98%). The Ag sample is therefore an ideal scenario for the EUV TOF system in 

terms of dynamic range and sensitivity. Figure 3 shows the resulting two isotope and 107Ag/109Ag ratio plots from single 

shot spectra. The Ag ion counts are much lower than the U analysis above because each data point was obtained from an 

individual laser shot, whereas the U and UO signals from three laser shots per spot were summed to a single pixel/data 

point in Figures 1 and 2. Nonetheless, Figure 3 shows that even at low ion counts, EUV TOF can accurately determine 

the isotope ratio from individual ablation events. The average ratio measured from single shot EUV TOF spectra is 
107Ag/109Ag = 1.11 ± 0.03 (2σ). The measured ratio is in close agreement with the certified value of 1.076. While each 

point in Figure 3B has a large uncertainty, it is surprising that mostly all of the points fall within ±2σ of the certified 

value given the low ion count rate of ≤100. It should also be noted that the 107Ag/109Ag distribution (i.e., the Gaussian-

fitted histogram) cannot be directly compared to the U analysis since the former was performed at much lower ion 

counts where the distribution is expected to be larger based on counting statistics. Nonetheless, the Ag analysis shows 

that EUV TOF can determine the isotope ratio in a single laser shot in the case in which the isotopes of interest have a 

similar abundance and when the ion count rate is sufficient (i.e., individual 107Ag/109Ag ratios measured at ~100 ion 

counts all show good agreement with the certified value in Figure 3B). This could be beneficial for particle analyses, 

where the amount of material is limited.  

Figure 3. Silver (A) two-isotope and (B) ratio plots of the EUV TOF data collected on the homogenous silver foil. Each data 

point is from a single laser shot. (A) 107Ag counts plotted as a function of 109Ag counts. The dotted line represents the linear 
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best fit line (average ratio) of the EUV TOF data (intercept of line is not fixed at zero), whose slope is 1.11 ± 0.03 (2σ). The 

certified 107Ag/109Ag ratio, shown as a red solid line in (A,B), is 1.076. (B) Corresponding 107Ag/109Ag ratios plotted as a 

function of 109Ag counts. The red dotted lines represent the ±2σ and ±3σ error from the certified ratio based on counting 

statistics. 

4. CONCLUSION

EUV TOF has unique properties that allow for nanoscale mass spectral imaging, such as mapping isotopic heterogeneity 

at the nanoscale. We have shown here that EUV TOF can map the 235U/238U isotope ratio in 100 nm and 1 μm pixels, 

where more heterogeneity is revealed at the 100 nm spatial scale. Within the scope of this study, EUV TOF shows 

similar mapping capabilities to NanoSIMS at the nanoscale. Both EUV TOF and NanoSIMS detected statistically 

significant U isotopic heterogeneity, identifying microscale heterogeneity that was overlooked at larger spatial scales. 

We have also shown that EUV TOF can accurately measure the isotope ratio in silver from individual laser shots. EUV 

TOF is a good candidate for isotope ratio analyses and elemental/isotopic mapping at high spatial scales in fields such as 

nuclear forensics, geology, and biology. 
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ABSTRACT

Extreme ultraviolet laser ablation mass spectrometry (EUV LA-MS), developed at Colorado State University,
uses EUV laser wavelengths instead of traditional visible lasers, allowing sub-micron ablation spot sizes while
maintaining a good sensitivity for trace element analysis. In this paper, we have explored the capabilities of this
device as a non-perturbative technique to measure the temperature of the laser-produced plasma after the laser
interaction. Mass spectra obtained from silver, aluminium, gold and silicon samples were used to identify and
quantify the ion population created. Additionally, the ionization ratios were calculated and input in a coronal
ionization equilibrium model to calculate the effective temperature of the plasma after the ablation process.
Temperatures ranging 1.35 to 1.84 eV were measured for the different materials, with heavier elements having
lower temperatures than the lighter ones.

Keywords: Laser ablation,laser-produced plasma, mass spectrometry, EUV, TOF

1. INTRODUCTION

Laser ablation mass spectrometry (LA-MS) has been widely used as a reliable technique for the analysis of
elemental composition of samples from diverse fields such as chemistry, biology and nuclear physics. This
technique can be described as two independent tools that work together to analyse materials; a part of the
system uses a laser to ablate a small part of the sample, inserting sample ions into the second part of the system,
which analyses the masses of the sample ions. Traditionally, conventional lasers in the visible spectrum are used
as ablation sources. In this regard, the laser source wavelength is proportional to the minimum ablation spot size
achievable. In many cases, removing as little material as possible from the sample is critical, e.g. for biological
or high-value samples.

Reducing the laser wavelength in laser sources for LA-MS is an evident solution to overcome this problem.
However, the reduction in size and power consumption for laser sources at lower wavelengths have not evolved
as fast as other components in mass spectrometers. Nevertheless, table-top sources in the extreme ultraviolet
(EUV) range have been developed over the last decades providing a reliable and high repetition source of
radiation in the nanometer range. The incorporation of this type of laser in a mass spectrometer, has recently
been shown at Colorado State University. Specifically, this device uses a capillary discharge Ne-like Ar laser1

which produces pulses of 10 µJ and 1.5 ns duration at 46.9 nm. It works together with a Time-of-flight (TOF)
mass spectrometer. The reliability and high resolution of this device has been demonstrated in the analysis of
well-characterized standard glasses using submicron ablation spots, where the results obtained were comparable
with the analysis of the same material using a commercially available TOF secondary ion mass spectrometer
(TOF SIMS)2 . Furthermore, this new EUV TOF technique has shown its capabilities to create a 3D mapping of
the chemical composition of different materials due to its unique capability to create submicron ablation spots3 .

In this paper we explore the capabilities of the EUV TOF device to measure the temperature of the laser-
produced plasma plume. The expanding plume is assumed to be in a coronal ionization equilibrium which allows
the temperature to be estimated from the measured distribution of ions. This would provide a non-perturbative
technique to measure plasma temperature.
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2. EXPERIMENTAL METHOD

The EUV TOF device used for the experiment was developed and built in the Engineering Research Center for
Extreme Ultraviolet Science and Technology at the Colorado State University and it is composed of a compact
EUV laser source and a TOF mass spectrometer array. Figure 1 shows a schematic view of the experimental
arrangement including the laser source, optics to guide the pulse, the TOF tube and the detection zone. The
compact source is based on a capillary discharge concept previously presented by Rocca et al.1 This source
produces pulses of 46.9 nm, ∼1.5 ns duration, ∼10 µJ energy and an annular beam profile. These pulses are
directed onto the sample using a pair of toroidal mirrors and a zone plate array of 200 nm in the outer zone
and a 50 µm central opening. This zone plate converts the annular beam profile into Gaussian profiles on the
sample. The central opening allows the extraction of ablated ions. The energy on the target surface is ∼10% of
the EUV laser pulse energy, the spot size is ∼200 nm giving an intensity of ∼3x1012 W/cm2, which is just above
the ablation threshold. The sample is positioned in the laser focus using a set of three axis motorized stages
controlled independently. The samples are electrically biased using a 6kV potential grid to repel the positive ions
created in the laser-produced plasma. After a grounded grid ,the ions travel different amounts of time inside the
∼1 m TOF tube depending on their different mass/charge ratio. At the end of the tube, a dual microchannel
plate measures the ions in a time-resolved way.

Figure 1: Schematic layout of the EUV TOF device. The purple dotted line represents the trajectory of the
laser lasers, while the dashed line indicates the trajectory of the ions from the sample2 .

The samples were shot in a matricial array of 10 by 10 ablation spots and each spot was ablated using 10
shots. The laser fluence was monitored and modulated using an in-line photoionization detector in an argon cell
which also serves to attenuate the laser beam and change the laser fluence as required. This acquisition process
is automatically controlled by software and the data acquired was analyzed using a custom-made python library.
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The materials ablated were gold, silver, aluminium and silicon. They were 2 × 1 mm2 in size, 0.025 mm in
thickness and mounted in a glass slide onto the sample holder.

3. EXPERIMENTAL RESULTS

The mass spectra obtained from the different materials analysed are presented in figures 2a - 2d. These figures
represent the average of 100 shots in the analysed samples. Figure 2a shows the mass spectrum for silver. The
1+ state for two isotopes, 107Ag and 109Ag, can be seen at 107 and 109 m/z, respectively. The peak located at 27
in figure 2b corresponds to the first ionization state of 27Al. In figure 2c, the peak at 197 identifies the 1+ state
for 197Au. Finally, in figure 2d peaks corresponding to 28Si, 29Si and 30Si can be identified. Higher ionization
states can be identified for all the materials, as shown in the close-up plots for each material. Doubly ionized
ions were found in all samples, while only for gold and silver 3+ states were measured.

The remaining peaks at m/z <50 correspond to unavoidable contamination in the samples due to organic
molecules deposition during handling and transportation. Aluminium and silicon samples form oxides in an open
atmosphere as they are highly reactive with oxygen. 18O molecules are observed in both samples as a consequence
of oxygen detachment of these oxides induced by the laser. The 10-20 m/z range peaks measured in all the samples
correspond to the fragmentation patterns produced by organic compounds deposited in atmospheric conditions.

Even though the exact relation between the voltage measurements in the MCP plate and the absolute count
of ions is not determined, it is most likely to be linearly proportional since the MCP response is constant at
any mass. That would mean that the area under the peaks is directly proportional to the number of detected
ions. For the determination of the temperature, ratios of densities of different ionisation stages are needed.
In order to extract the relevant information from this data it is necessary to reduce the noise and extract the
baseline of all these mass spectra. First the noise in the signal was identified and removed using a FFT noise
reduction filter. Furthermore, a baseline correction method was implemented, specifically an asymmetric least
square (ALS) smoothing process as proposed by Eilers4 and Oller-Moreno et al.5 These corrections helped to
obtain an accurate numerical integration of the area under the peaks.
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Figure 2: Mass spectra obtained for a) silver, b) aluminium, c) gold and d) silicon solid targets. These figures
show the average mass spectra for multiple shots in the targets.

Proc. of SPIE Vol. 11886  1188610-5
Downloaded From: https://www.spiedigitallibrary.org/conference-proceedings-of-spie on 25 Aug 2021
Terms of Use: https://www.spiedigitallibrary.org/terms-of-use



The ratio of the areas under the peaks corresponding to 2+ and 1+ ionization states are presented in table
1. The plasma temperature was calculated using these ratios as an input for a coronal equilibrium model. This
model is explained in the next section.

Material n2/n1

Silver 0.05

Aluminium 0.02

Gold 0.24

Silicon 0.20

Table 1: Experimental ion ratio based on the integration of the different ion peaks measured in the EUV TOF.

4. CORONAL MODEL

The experimental conditions of the laser-plasma interaction; the low-intensity of the laser and the vacuum in
the chamber, suggest that the plasma expansion is developed under adiabatic conditions and the plasma created
should have a low electron density.

In the aforementioned case where the plasma density is low enough, the degree of ionization can be described
as a coronal equilibrium state. In this equilibrium plasma state the radiative recombination and impact ionization
processes are in dynamic balance. The degree of ionization depends exclusively on the electron temperature and
is independent of the electron density6,7 . For two ionization states, i and i+1, this equilibrium can be described
in terms of the collisional coefficient from ground state K1C and the radiative coefficient to ground state AC1.8

neniK1C = neni+1AC1 (1)

The ratio of ionization states is expressed as

ni+1

ni
=
K1C

A1C
(2)

Making the assumptions that the number of decay processes exceeds the number excitation processes for
radiative transitions, and the number of particles in ground state is considerably greater than excited states, we
can follow the procedure outlined by Tallents8 to establish expressions for the K and A coefficients and with this
the ratio of ionization state densities.

The radiative recombination coefficient for free-bound recombination, ACp, can be expressed as

ACp =
4
√

2π√
3

( e2

4πε0

)3 4

3c3
1

m
3
2
0

2RdZ
4
i

~n3
Θ(T ) (3)

where Zi is the average ionization stage and Θ is a function of the temperature

Θ(T ) = G̃fb

( 1

kBT

)3/2
exp

(Eion

kBT

)
Ei

(Eion

kBT

)
(4)

G̃fb ≈ 1 is the frequency averaged Gaunt factor for free-bound recombination and Ei(y) is known as the
exponential integral

Ei(y) =

∫ ∞
y

e−x

x
dx (5)
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The collisional ionisation coefficient from the ground state, KpC , can be expressed as

KpC = 2

√
2

πm0

( 1

kBT

) 3
2

Ciongp

(kBT
Eion

)
Ei(

Eion

kBT
) (6)

where Cion is a constant for collisional ionization with a value between 2.6-4.5 x 10−18 m2(eV )2, gp is the
quantum-mechanical degeneracy weight.

Using the definitions for AC1 and K1C , equation 2 can be written as

ni+1

ni
=

√
3

2π
m0Ciongp

(4πε0
e2

)3 3c3

4
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2RdZ4
i

1
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Eion
exp
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− Eion
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(7)

The ratio of the ions experimentally measured in the TOF MS device show that the plasma is heavily
dominated by 1+ ions. In addition, because Zi is a slowly varying function of temperature, we assume Zi = 1.
Subsequently, the experimental ion ratios were used in equation 7 to calculate the plasma temperature. This
type of equation is known as a Lambert-W type function and it was solved using numerical methods. Table 2
shows the calculated plasma temperatures with this equation.

The accuracy of the temperature values can be estimated as ∼5% based on an error of up to 20% in the
ionization ratio determined from the mass spectra.

Material n2/n1 Temperature

(eV)

Silver 0.05 1.84

Aluminium 0.02 1.47

Gold 0.24 1.72

Silicon 0.20 1.35

Table 2: Temperature calculation of the plasma.

5. DISCUSSION AND CONCLUSIONS

The temperatures presented in table 2 seem reasonable for the conditions of the laser. Moreover, there is
consistency in the order of magnitude of the measured values across the materials, giving some confidence in the
method. On closer inspection, higher temperatures are observed for the heavier materials Au and Ag. This is in
line with what was calculated by Whittaker et al.9 for x-ray illumination of C and Fe.

These temperatures represent the plasma as it arrives at the entrance of the TOF tube, i.e. at the grounded
grid, 3 mm from the sample surface. This means that significant plasma plume expansion has taken place by
then.

It is even more important to note that the temperatures presented in table 2 are temperatures of an equivalent
plasma in steady-state coronal equilibrium. In reality, there is a plasma with time-varying properties arriving at
the grid position. Because the measurement is effectively time-integrated (on the time scales of the expansion),
the measured ion ratio will represent an “effective temperature”, not necessarily a true representation of the
time-dependent plasma plume. In addition, the measured ions might be dominated by the most energetic ions
created after the laser interaction, so-called fast ions. This could lead to an overestimate of the temperature.

Ongoing work is aimed at developing an adiabatic expansion model, similar to the one presented by Stapleton
et al.,10 to accurately reconstruct the (time-dependent) ion distributions arriving at the TOF grid. The modelling
can be made to match the experimental ion ratios to learn more about the plasma behaviour in the ablation
process.
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ABSTRACT  

We present advanced instrumentation for the investigation of thin organic films offered by a laboratory X-ray absorption 

fine structure (XAFS) spectrometer for the soft X-ray range. The transmission spectrometer is based on a laser-produced 

plasma source in combination with a twin-arm reflection zone plate spectrometer. The efficiency and stability of the 

spectrometer allow for single shot measurements within 500 ps with a resolving power of E/ΔE ~ 900 in a range between 

200 eV and 1300 eV. Through the implementation of an optical pump beam, also transient absorption measurements can 

be performed. The merits of the spectrometer are demonstrated through the investigation of poly[(9,9-dioctylfluorenyl-

2,7-diyl)-alt-co-(1,4-benzo-{2,1‘,3}-thiadiazole)] (F8BT), a poly-fluorene copolymer. Transient optical pump soft X-ray 

probe spectroscopy with 500 ps time resolution detects changes in the C K edge spectrum which can be attributed to the 

lowest unoccupied molecular orbitals of the molecules in the benzothiadiazole unit.  

Keywords: laboratory XAFS, soft X-rays, pump-probe spectroscopy, transient NEXAFS, F8BT 

1. INTRODUCTION

Near edge X-ray absorption fine structure (NEXAFS) in the soft X-ray region as a means for the elucidation of the 

dynamics of electronic properties is still widely performed at large scale facilities. The ongoing development of brilliant 

laboratory soft X-ray sources enables an increasing number of transient NEXAFS experiments. These studies are widely 

focused on the investigation of ultrafast processes in the gas or liquid phase. But many scientific questions deal with 

dynamics in the solid phase, especially the field of organic electronics or photovoltaics can profit from new experimental 

possibilities for the investigation of thin organic films.   

As an example the investigation of thin films of F8BT, an electronically conductive conjugated polymer, is selected. 

F8BT is used in a variety of organic electronics such as light emitting diodes due to its strong emission characteristics in 

the visible green light region [1] Here, not only the electronic properties of the molecule as such are of interest, but the 

changes in properties dependent on the manufacturing of the organic film such as the orientation of the molecules. 

We present a laboratory soft X-ray NEXAFS spectrometer which is optimized for the investigation of thin organic films. 

It operates in the soft X-ray regime up to about 1300 eV, where not only the main constituents of organic molecules can 

be probed, but also the L edges of transition metals, which often play a central role in the properties of such molecules. 

After presenting the sample, its preparation and the experimental setup, the static and transient C K edge NEXAFS 

spectra of F8BT are shown and discussed. 
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2. MATERIALS AND METHODS

2.1 Materials 

The organic molecule used in our investigations is called F8BT, short for poly[(9,9-dioctylfluorenyl-2,7-diyl)-alt-co-

(1,4-benzo-{2,1‘,3}-thiadiazole)]. It is a poly-fluorene copolymer with deep lying highest unoccupied molecular orbital 

(HOMO), lowest unoccupied MO (LUMO) levels (HOMO = -5.9 eV, LUMO = -3.3 eV [2]), see figure 1, where the 

HOMO level is delocalized over the entire carbon backbone, and the LUMO orbitals are in the benzothiadiazole (BT) 

group. The calculation of the HOMO and LUMO wavefunctions was performed using ORCA 4.1 with B3LYP/def2-

TZVP level of theory and the isosurfaces were rendered using Avogadro 1.2. Upon electric or light excitation the 

molecule is excited into the S1 or higher singlet state, then relaxes through S1 into a long-lived triplet state. Delayed 

fluorescence from the spin allowed singlet transitions is observed due to triplet migration with successive triplet-triplet 

annihilation or thermally activated delayed fluorescence [3].     

Figure 1: The molecule F8BT is composed of a carbon backbone with aromatic structures and alkyl side chains (left). The 

wavefunction isosurfaces of the HOMO (middle) and LUMO (right) show the localization of the LUMO in the BT unit. 

The organic thin films were prepared via blade coating on microscopy glass slides at room temperature, see figure 2. For 

this purpose the glass slides were first coated with a thin film (<20 nm) of poly(3,4-ethylendioxythiophene) polystyrene 

sulfonate (PDOT:PSS) to better remove the F8BT film afterwards. The F8BT fibers with a mean molecular weight of 82 

kDa and 111 kDa were dissolved in p-xylene (anhydrous, 99%, Sigma Aldrich) with a final concentration of 30 mg/ml in 

the polymer solution. After blade coating the samples were cut into small pieces (< 1 mm x 1 mm) and floated of the 

glass substrate in water. Successively, the film samples were picked up with Si3N4 membranes (Silson Ltd, 100 nm thick, 

1 mm x 1 mm window size) and annealed for 30 min at 290 ° C, a temperature above the melting temperature of F8BT, 

see figure 2, right. As a last step the samples were quenched to room temperature on a copper plate. The resulting films 

were analyzed with AFM resulting in a thickness estimation of 150 nm +/- 50 nm.  

Figure 2: A schematic of the used blade coating technique and a photograph of the thin film on a Si3N4 window frame. 
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2.2 Methods 

The prepared films were first analyzed with absorption spectroscopy using UV/Vis light using a Lambda 900 

spectrometer by Perkin Elmer. Sample and reference spectra are collected simultaneously with 0.5 nm step width and 

100 nm /min measurement velocity. Three measurements were performed and the mean spectra are displayed in figure3. 

The spectra show three absorption bands in line with literature [4, 5] which can be attributed to the transitions into 

excited singlet states. The third harmonic of the driving laser for the plasma source at 343 nm is, thus, well suited for 

excitation into the S2 state which will relax ultrafast into S1 and through intersystem crossing to the first triplet state T1. 

For the following NEXAFS measurements only the film with 82 kDa was analyzed, as both films show similar optical 

characteristics. 
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Figure 3: UV/Vis spectrum of the prepared films. 

The used laser-produced plasma source [6] emits polychromatic radiation with a pulse length of 500 ps at 100 Hz. The 

broadband isotropic radiation is transmitted through the sample and a reference and dispersed via a pair of identical 

reflection zone plate structures onto a CCD camera, see figure 4. Different stabilization mechanisms using pinhole 

cameras ensure that the collected spectra have a low uncertainty following Poisson statistics. For the study of transient 

spectra, a pump beamline using a small portion of the driving laser is available with tunable wavelength and time delay. 

A detailed description of the instrument can be found in previous work [7]. 

Figure 4: Schematic view of the presented spectrometer. 

For the presented transient NEXAFS measurements, the pump beam wavelength was set to 343 nm by using two non-

linear crystals (BBO). The diameter of the visible light beam was expanded to 3.3 mm FWHM on the sample window at 
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1.5 mJ per pulse, resulting in a photon flux density of 1026 ph/s/cm². The laser energy used for generation of the probe X-

ray beam was set to 110 mJ. The measurements were performed in single shot mode with 8-fold hardware binning of the 

CCD camera, so that 6000 single shot images result in a measurement time of 4 h. To minimize source instabilities the 

spectra were collected with alternating laser pump on and off, resulting in 3000 static and 3000 pumped spectra.  50 

background images were collected before and after every 2000 images. The energy axis was obtained by measuring a 

copper target emission spectrum and calibrating it using tabulated data for highly ionized atomic copper lines [8]. This 

results in an absolute energy calibration of 0.2eV [9]. Due to pinhole camera stabilization mechanisms, the energy axis 

remains constant for all further measurements. 

3. RESULTS

Figure 5 shows the resulting static NEXAFS spectra at the C K edge as a function of number of accumulated single 

shots. Using isolated copper emission lines the resolving power E/ΔE was determined to be 950. The spectra are 

dominated by three structures, which will be described later in detail. All three features are already discernible in a single 

shot spectrum, see figure 5.  
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Figure 5: C K edge NEXAFS spectra as a function of the number of accumulated images. Already in a single shot spectrum all 

relevant features are discernible 

Table 1: Standard deviation as a function of the number of accumulated spectra in two different energy regimes. 

Number of 

accumulated 

images 

Standard 

deviation in the 

energy range 

253,956 eV to 

283,76 eV 

Standard 

deviation in the 

energy range 

342,86 eV to 

380,25 eV 

1 0,06 0,04 

4 0,03 0,02 

10 0,02 0,014 

100 0,010 0,007 

600 0,008 0,006 

3000 0,0048 0,00366 

In table 1 the calculated standard deviations in two energy ranges, one before and the other after the absorption edge are 

listed. The differences here are caused by the different number of photons in the two regions, depending on two 

parameters: the absorption of the sample, but also the emitted photons from the source. In the presented case, the latter 
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effect is dominant. As can be seen, changes in absorption in the range of 10-3 can be detected already with a few hundred 

of single shots rendering transient measurements with high accuracy feasible. While this takes about 24 min when using 

a CCD camera as detector, measurement times can be reduced drastically when using a sCMOS camera [10] to a few 

seconds. 

Figure 6 shows the static C K edge NEXAFS spectrum in detail. The vertical numbered lines are reference values taken 

from [11] which were shifted by 0.11 eV for a better match to the experimental spectrum. (Note as stated above that the 

described absolute energy calibration has an uncertainty of 0.2 eV.) The publication lists 6 features, mostly in the first 

peak.  
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Figure 6: The first three peaks of the NEXAFS spectrum with reference values [11] 

The non-resolved split peak at 285 eV originates from fluorenyl C 1s(C=C) -> pi* as for example seen in 

polydioctylfluorene (PFO). In contrast to PFO the peak is split into five features due to interactions of the fluorenyl and 

BT structures [11]. Also the sixth feature, which is apparent as a shoulder of the second peak can be attributed to this 

interaction for the same reasons. The main component of the second peak around 287.5 eV (dark grey circle in figure 6) 

is attributed to 1s (C-H) -> pi* from the saturated dioctyloxy side chains. This assumption is backed by the observation 

that this feature is not significantly sensitive to the orientation of the aromatic structures in the film. Finally, broader 

resonances at 293 eV (light grey circle in figure 5) and 300 eV (not shown in figure 6) derive from 1s (C-C) -> sigma* 

transitions [12].  
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Figure 7: Transient C Kedge spectrum: left: full spectrum, right: detail of the second peak. 

Figure 7 presents the transient measurement with the static NEXAFS spectrum from figure 6 in black, the pumped 

NEXAFS spectrum in red and the transient absorption spectrum as a grey line. The black dashed line is a smoothed 

representation for clarity purposes. A significant change is only visible around the structure at 287.5 eV. The sixth 
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feature linked to the BT group shows an increase, while a different feature which has not been attributed yet decreases 

(grey circle in figure 7, right).  

So, what is visible in nanosecond time scales, is, that there is a change in the electronic structure linked to the BT group, 

which is exactly the location of the LUMO orbital. This is well in line with the understanding of the processes 

concerning F8BT and for example fluorescence decay measurements which propose a time constant of about 900 ps 

[13].  

4. DISCUSSION AND CONCLUSIONS

A laboratory setup for optical-pump soft X-ray-probe NEXAFS spectroscopy is presented which is adapted to the 

transmission measurement of thin films. The possibility to perform transient spectroscopy is offered through an optical 

pump beamline (see also Sects. 1-4 [14]).
The sample is irradiated on a large area, minimizing radiation damage. Additionally, as sample and reference spectra are 

collected in single shot mode, with each shot of the source, the full NEXAFS spectrum is collected. That means, that 

possible radiation damage, originating either through the soft X-rays or the visible laser light, can be monitored using the 

full spectral information. This is in contrast to typical synchrotron radiation setups, where, when measuring the full 

spectra, the energy must be scanned, so that radiation damage results in distortion of the spectra, rendering it difficult to 

determine the exact spectral change due to the damage. Pumped and un-pumped spectra are collected in an alternating 

way, additionally facilitating the differentiation of laser and X-ray effects. 

With the setup single shot spectroscopy is feasible, demonstrated with the example of a thin film of F8BT, which is a 

well-studied molecule used for organic electronics. To the best of our knowledge we present the first transient optical 

pump soft X-ray probe spectra of such a film. The changes in the absorption spectrum at the C K edge are located at the 

BT group of the molecule, which is the location of the LUMO. As we probe the changes with 500 ps pulses, nanosecond 

time constants are expected, which is well in line with optical fluorescence measurements [13]. The reason for this long 

lived dynamics can be explained by delayed fluorescence in the molecule due to triplet migration over the extended C 

backbone. As an outlook, time resolved measurements as well as DFT calculations of the C K edge NEXAFS spectrum 

can be exploited to further understand the nanosecond dynamics.  
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ABSTRACT  

Laboratory based laser driven short pulse X-ray sources like laser produced plasmas (LPP) and high harmonic generation 

(HHG) exhibit a great potential for spectroscopy in the soft X-ray range. These sources are complementary to large scale 

facilities like synchrotrons or free electron lasers. For applications of LPP or HHG sources for time-resolved X-ray 

absorption spectroscopy in the water window or beyond a high photon flux is crucial.  The available photon flux strongly 

depends on energy, pulse duration and repetition rate of the pump laser. Depending on the experimental needs in time-

resolved experiments pulse durations of the X-ray pulse ranging from nanoseconds to sub-femtoseconds are required.  
In our contribution we will present a highly brilliant LPP source emitting soft X-rays in the photon energy range between 

50 and 1500 eV based on CPA and thin disk laser technology as well as the high average power thin disk laser based 

OPCPA system for high photon flux HHG. 

In addition we present a new generation of reflection zone plates on spherical substrates, that promises a remarkable high 

resolution over a wide spectral range making it an ideal and highly efficient diffractive optic for time-resolved NEXAFS 

experiments in the lab. 

Keywords: Laser produced plasma, HHG, pump-probe, reflection zone plates, water window, L-edges, X-ray 

absorption, NEXAFS  

1. INTRODUCTION

Laboratory based laser driven short pulse X-ray sources like laser produced plasmas (LPP) and high harmonic generation 

(HHG) exhibit a great potential for spectroscopy in the soft X-ray range [1-4]. These sources are complementary to large 

scale facilities like synchrotrons or free electron lasers. For applications of LPP or HHG sources for time-resolved X-ray 

absorption spectroscopy in the water window (280 – 540 eV) or beyond (550 – 1500 eV, e.g. at the transition metal L-

edges or M-edges of rare earth metals) the available photon flux is crucial [5].  The available photon flux strongly 

depends on energy, pulse duration and repetition rate of the pump laser. Depending on the experimental needs in time- 

resolved experiments pulse durations of the X-ray pulse ranging from nanoseconds to sub-femtoseconds are required 

maintaining a jitter-free synchronization with the optical pump pulse. Due to the source emission characteristics (pulse 
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duration, radiation geometry and coherence) LPP and HHG offer also complementary research possibilities for various 

dynamical processes at different timescale 

Due to physical limitations, the total X-ray photon number per pulse of LPP and HHG sources is relatively low. 

Therefore, a very efficient optical system for spectroscopy and monochromatization is needed. The existing soft X-ray 

spectrometers on the basis of replicas of spherical, reflective X-ray gratings have low efficiency, in the order of one 

percent. Therefore their application in time-resolved (pump-probe) X-ray absorption experiments is very limited. 

In this contribution, we characterize two laser based soft X-ray sources and discuss their application in near edge X-ray 

absorption fine structure (NEXAFS) experiments using two different spectrometer setups. We will discuss the properties 

of a new X-ray optical system based on reflection zone plate arrays on bent substrates with an efficiency which is one 

order of magnitude higher than that of existing spectrometers. 

2. EXPERIMENTAL

Laser produced plasma source (LPP) 

The LPP soft X-ray source is pumped by a homemade CPA thin disc laser (TDL) system. The TDL system consists of a 

front-end (YGW oscillator and regenerative amplifier), a stretcher and a Yb:YAG thin disc regenerative amplifier (cp. 

Fig. 1) The output of the regenerative amplifier is compressed using a grating compressor to a pulse duration of 1.6 ps. 

The TDL operates at 1030 nm with 100 Hz repetition rate and delivers pulses with an energy of 120 mJ after 

compression. In our experimental setup the laser is focused with a f5 optic at an angle of ~45° on a metallic rotating 

target cylinder. In the focal region with a FWHM of 17 m we reach 60% energy content corresponding to an intensity 

of about 2x10
16

 W/cm
2
 on the target. The plasma created by the laser pulse emits a wide soft X-ray spectrum. We 

measured the soft X-ray source size with a pinhole camera setup to be at least 2x the laser focal size (FWHM) from 

which the incoherent soft X-ray radiation (SXR) is uniformly emitted. For debris protection a thin glass plate after the 

entrance window of the vacuum chamber and an optional 900 nm Mylar foil after the target on the entrance of the soft 

X-ray beamline were used. Fig. 1 shows the scheme of the laser and beam guiding system in our setup.

Figure 1. Schematic of the LPP source setup including the CPA thin disk pump laser 

High Harmonics Generation (HHG) source  

The HHG soft X-ray source is driven by a state-of-the-art high power OPCPA system [2]. A schematic of the setup is 

shown in Fig. 2. The high average power OPCPA system is based on a single Yb:YAG thin disk laser (Dira 500-10, 

Trumpf Scientific Lasers) delivering 500 W average power at a pulse repetition rate of 10 kHz. This output is used both 

as pump and signal generation source for the OPCPA system. For this purpose, it is split into two arms. The low power 

arm contains 0.5 mJ pulses, compressed to below one picosecond, which are delivered to a front-end manufactured by 

Fastlite. The high power arm contains the remaining power, compressed to a pulse duration of about 2 ps.  In the front-

end, the seed is obtained by super continuum generation and subsequent difference frequency generation. Two PPLN-

based OPA stages are used as pre-amplifiers, and an acousto-optic programmable dispersive filter serves as pulse-shaper. 
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The output pulses of the front-end have an energy of about 2.7 µJ and extend from 1800 nm to 2600nm, with a central 

wavelength of 2.1 µm. In the subsequent power amplification, the pulse energy is boosted to more than 3 mJ using two 

home-built OPCPA stages. The first stage is pumped with 130 W average power and amplifies the 2.1 µm pulses to 

about 1 mJ using BiBO as nonlinear crystal. In the second stage, a YCOB crystal pumped with 320 W is used to increase 

the pulse energy to its final value. A part of this power is separated to be used as pump beam in pump-probe 

experiments, so that 2.8 mJ are available for HHG. The pulses are compressed using a 41 mm thick suprasil glass block, 

placed under an angle in the beam such that it compensates the dispersion accumulated in the setup. The compressed 

pulse duration typically is about 26 fs, with a spectral width of more than 400 nm FWHM.  

Figure 2. Schematic of the OPCPA and HHG setup. 

The compressor serves at the same time as entrance window in the vacuum setup used for HHG. The beam is focused by 

a 500 mm lens into a differentially pumped 5 mm long gas cell filled with up to 1.5 bar of helium. Behind the cell, most 

of the transmitted IR radiation is reflected by a mirror, where the SXR radiation can pass through a hole in its center. The 

remaining IR light is blocked by one or more thin foil filters, so that only the X-rays pass through a slit and a 

transmission grating onto an X-ray CCD camera.  

Photon Flux Evaluation 

Both soft X-ray sources were characterized using a transmission grating spectrometer (TGS) setup schematically shown 

in Fig. 3). It consists of a 10.000 l/mm free standing Si3N4 transmission grating [6] and an IDus 420 CCD detector 

(ANDOR, 1024x255 pixels). Thin metal foils (Al, Zr) were used to shield the IR light. The foils also provide absorption 

edges for the spectral calibration. The detector was mounted on a rail that allowing to change the detection angle in the 

range of ±10 degree.  Our setup provided a detection angle of 2.1x10
-8

 sr with a slit 3 mm in height and 50 m in width, 

that was placed just before the transmission grating. The setup was calibrated at the German national metrology institute, 

Physikalisch-Technische Bundesanstalt (PTB), and can therefore be used to account for the absolute number of photons 

generated in the LPP and HHG process.   

Figure 3. Calibrated transmission grating spectrometer (TGS) used for the evaluation of the photon flux of the LPP. For the evaluation 

of the photon flux of the HHG a similar setup (not shown) has been used. 
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Reflection zone plate spectrometer 

For our NEXAFS investigations with the LPP shown below we used a spectrometer setup with reflection zone plates 

(RZP) on planar substrates. It is described in more detail in [5]. 

In order to further improve spectrometer efficiency, spectral resolution and energy range in NEXAFS investigations we 

rely on a reflection zone plate array (RZPA) on a spherical substrate. The main references concerning a possible optical 

layout solution is the RZPA spectrometer as published in [7, 8]. Recent advancements with RZPAs on a spherical 

substrate are reported in [9]. As an option, the RZPA provides up to four different RZPs, each with the same resolving 

power, together covering the energy range (150 – 700) eV with HHG source and (210 – 1400) eV with LPP source. The 

spectrometers provide a single-shot online monitoring of the initial spectra of the source, energy resolving power E/E 

above 1000 and peak efficiency up to 25%. As a detector typical X-ray CCD or sCMOS camera with pixel size of 13.5 

μm  13.5 μm can be used. We have projected two related spectrometer designs for the LPP and HHG source 

respectively. As an example Fig. 4 shows the optical layout of the proposed LPP spectrometer. 

Figure 4. Optical layout of the LPP spectrometry system. See Table 1 for the notation and data. 

The X-ray beam from the LPP source is transmitted through a sample, which is located in a distance of 0.5 m from the 

target. The parameters of RZPAs in reference and signal channels are identical. The position of the CCD detector is 

assumed to be fixed. Therefore, in order to cover the full energy region of interest four RZPs are designed on the same 

substrate. Parameters of these RZP structures are shown in table 2. Each RZP has an aperture of 6 mm sagittal and 80 mm 

meridional fabricated on a spherical substrate with a radius of 45 m. 

Table 1. Optical layout parameters. 

Input angle  4.34° 

Output angle  1.31° 

RZPA separation distance D (mm) 151.8 

Table 2. Parameters of the optical elements within RZPA (signal and reference channel) 

Parameter RZP 1 RZP 2 RZP 3 RZP 4 

Designed energy (eV) 265 425 680 1070 

Energy range (eV) 

on CCD, aperture: 27.6 mm 
210 – 345 340 – 555 550 – 880 850 – 1400 

Meridional line density (l/mm) 298-303-308 478-487-494 765-778-791 1203-1225-1245 

Grazing input/diffraction angles   2.5°,   3.65°

The results of the calculation of expected efficiency and energy resolving power are shown in figure 5a and 5b 

accordingly. 
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Figure 5a. Calculated RZP efficiencies, assuming Au coating 

with a CO contamination layer (2 nm) on the top of Au. 

Figure 5b. Energy resolving power of RZPs 1 – 4, covering 

the energy range (210 – 1400) eV. 

3. RESULTS

Photon flux and spectra of the LPP source 

Using the calibrated TGS setup (cf. Fig. 3) soft X-ray spectra were measured with different target materials copper and 

tungsten. For the evaluation we averaged datasets of at least 10x10 s at the laser’s repetition rate of 100Hz.  Fig. 6 shows 

as an example the measured spectra emitted by a tungsten target and filtered by Zr (298nm thickness) or Al (200nm) 

foils. Characteristic absorption edges by either filter (Al, Zr), filter contaminations (O, C) and the supporting structure of 

the transmission grating (Si3N4) can be identified in the tungsten spectra. The photon flux of the LPP source was 

evaluated from the averaged raw data (counts/s) with the efficiency of the transmission grating (theoretical efficiency 

function normalized to a fixed calibrated photon energy), filter transmission characteristics (calculations using Henke 

database [10]) and the calibrated CCD detector. Fig. 7a presents the resulting flux in photons/s*sr in 0.1% bandwidth for 

the tungsten target and Fig. 7b for selected Cu-emission lines. Both figures show, that the LPP source emits in a wide 

spectral range (50 – 1500 eV) at least 10
11

 photons/s *sr @0.1% bandwidth.  

Figure 6. Measured emission spectra of the LPP source (left) filtered by Zr and Al foils (right) Target: tungsten. 
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Figure 7. Photon flux of the LPP source corrected for filter transmission, grating efficiency and detector response for the tungsten (a) 

and the copper target (b). 

Photon flux of HHG 

Two typical spectra recorded with our HHG source can be seen in Fig. 8. The green curve was taken with only an 

aluminum foil filter, whereas for the purple curve, an additional titanium foil was inserted. As can be seen from Fig. 8 

the Ti L-edge is clearly visible. Using the calibrated spectrometer setup described above, the foil filter transmission 

curves from [10] and an estimation of the ratio of photons passing through the spectrometer entrance slit, we calculated a 

photon flux of up to 10
6
 photons/eV/s at a photon energy of 450 eV. The obtained flux is comparable to already reported 

values obtained with laser drivers of lower repetition rate [11-13] but the achieved single pulse conversion from IR to 

SXR energy is lower and needs further investigation. One has to admit that, in contrast to our measurements, the 

majority of reported values is not based on calibrated measurement devices.  

Figure 8. Typical HHG spectrum obtained with the transmission grating spectrometer. Gas medium: He at 1.8 bar. Laser parameters: 

9x1014 W/cm2, 25 fs, 10 kHz. Filters: Al – 200 nm, Ti  - 200 nm. 

X-ray absorption (XAS) investigations

We used the TGS spectrometer (cp. Fig. 3) and a spectrometer setup based on plane RZP substrates [5] to demonstrate 

the capability of both sources for NEXAFS investigations on thin metal films. Fig. 9 shows NEXAFS a spectrum of a Ti 
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foil (200 nm) registered with the TGS and the HHG source in comparison with the spectrum of the same sample 

registered using the LPP source and a spectrometer with plane RZP substrates. As can be seen from Fig. 9 both the 

resolution (cp. edge jumps of both spectra) and the signal to noise ratio of the spectrum could be significantly increased 

in the case of the RZP spectrometer. Nevertheless in both spectra characteristics features of the Ti L-edge absorption are 

visible. The broad spectrum of the LPP source together with the highly efficient RZP spectrometer provides the 

possibility to investigate also extended X-ray absorption fine structures (EXAFS) at L-edges of transition metals. As an 

example Fig. 10 shows the XAS spectrum of a Ni foil covering a large photon energy range. EXAFS oscillations are 

clearly visible. 

Figure 9. NEXAFS spectra of a Titanium foil (200 nm) measured with a HHG source and a TGS spectrometer in comparison with a 

spectrum recorded using the LPP source and a spectrometer based on plane RZP substrates. 

Figure 10. L-edge XAS spectrum of a Ni foil (200 nm) showing both near edge structures as well as oscillations in the EXAFS region. 

The spectrum was recorded with a RZP spectrometer based on plane substrates. 

4. CONCLUSIONS AND FUTURE

We have developed two highly brilliant soft X-ray sources for time-resolved X-ray absorption spectroscopy in the lab. 

Both sources rely on thin disc laser technology for the pump laser system. The HHG source delivers fs soft X-ray pulses 

in a photon energy range covering the whole water window region whereas the LPP source covers a larger photon energy 

range with pulse durations in the 10 ps range.  

We have shown that due to their high efficiency and high resolving power reflection zone plates are very promising 

dispersive elements for NEXAFS experiments in the lab. Reflection zone plate arrays on bent substrates exhibit a higher 

efficiency maintaining a high spectral resolution over a broader photon energy range. Therefore these optical elements 

are very well suited for photon-hungry time-resolved NEXAFS experiments. The minimum detectable change in optical 

density (OD) induced by the pump pulse in these experiments depends on the flux on the detector (photon statistics) as 
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well as on data acquisition rate. We expect that the combination of highly efficient RZPA described in this paper with 

advanced sCMOS detectors [14] will allow in future the detection of OD<10
-3

 even with sources delivering only a 

moderate photon flux per pulse. 

For the existing HHG source, future work will concentrate on the increase of photon flux and cutoff energy by fine-

tuning of the laser parameters and the gas cell design.  Moreover, a second OPCPA system with a similar design, but a 

central wavelength of 3 µm is currently under construction, which will allow to increase the HHG cutoff beyond 600 eV. 

Hence, it will be possible to perform cutting-edge experiments using laboratory-scale coherent and incoherent SXR 

sources.  

Both sources enable us to perform NEXAFS – studies in a complementary way. It is important to develop laser driver, 

source-technology, SXR-optics and detection methods in context to meet and to exploit the specifics of laboratory scale 

laser based systems.  
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ABSTRACT 

X rays have been used for medical imaging since RÖNTGEN's fascinating discovery 125 years ago. The first radiographs 
of human hands were made public less than a month after his famous paper. The conventional X-ray sources integrated 
into the CT-machines of today’s hospitals still rely on the same physical principles. X-ray imaging has traditionally offered 
high spatial resolution and low contrast for soft tissues such as the brain. Magnetic resonance imaging is therefore the 
method of choice for brain imaging in a clinical setting, although for cellular resolution studies it suffers from limited 
spatial resolution. The gold standard in post mortem brain imaging is histology, which involves fixation, embedding, 
physical sectioning, staining, and optical microscopy. Currently, section thickness limits isotropic voxel sizes to 20 µm. 
Advanced X-ray sources including synchrotron radiation facilities offer complementary modalities such as phase-contrast 
imaging and spatially resolved small-angle X-ray scattering. We showed that X-ray phase contrast of the human cerebellum 
with micrometer resolution yields complementary three-dimensional images to magnetic resonance microscopy with even 
better contrast and spatial resolution. Grating interferometry enabled us to visualize individual Purkinje cells in the non-
stained cerebellum. Taking advantage of well-established paraffin embedding, Purkinje cells were visualized within the 
human cerebellum even with conventional instrumentation. Hard X-ray nano-holotomography allowed for label-free, 
three-dimensional neuroimaging beyond the optical limit with a spatial resolution below 100 nm. Spatially resolved small-
angle X-ray scattering permitted the localization of periodic nanostructures such as myelin sheaths on square-inch brain 
slices and included the orientational information on the axons. These developments have contributed to the establishment 
of virtual histology and extended the conventional histology to the third dimension. Further advances are required to image 
the entire human brain with an isotropic micrometer resolution and to suitably handle the petabyte datasets. 

Keywords: Computed tomography; synchrotron radiation; small-angle X-ray scattering; biological cell imaging; isotropic 
three-dimensional imaging; hierarchical imaging; virtual histology; nanotomography 

1. INTRODUCTION
In the second half of the 19th century, experiments with highly energetic electron beams gave rise to RÖNTGEN's fascinating 
discovery of the X rays. The first radiographs of human hands were made public 125 years ago [1]. The medical personnel 
of today’s hospitals and dental offices regularly uses hard X-ray radiography and CT mainly for diagnostic purposes. The 
X-ray sources integrated into these systems still rely on the physical principles RÖNTGEN introduced more than 125 years
ago.

Research activities in the field of high-resolution hard X-ray imaging, however, often employ synchrotron radiation 
facilities, which have many advantages compared to conventional systems. They offer unique brilliance, polarization, and 
pulsed time structure [2]. The combination of the synchrotron radiation facility’s photon flux with monochromators has 
led to tunable X-ray beams with reasonably high intensity, i.e. the photon energy can be selected so that the specimen 
becomes semi-transparent for optimized absorption-based imaging [3]. Artefacts well known from conventional sources 
including beam hardening are avoided. 
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Despite the numerous advantages, synchrotron radiation facilities have fundamental drawbacks. The imaging 
experiments have to be carefully planned well in advance, since the usage requires successful beamtime applications. 
Therefore, liquid metal and inverse Compton scattering X-ray sources [4, 5] were introduced, for example, to exploit 
phase-contrast imaging in the local laboratory environment. 

High-resolution imaging experiments, such as phase-contrast imaging and spatially resolved small-angle X-ray 
scattering, can only be performed on biopsies and human tissue post mortem, because the dose exceeds the medically 
acceptable limits. Therefore, these X-ray-based techniques are complementary to the ultrasound and magnetic resonance-
based in vivo methods with millimeter resolution. Even magnetic resonance microscopy cannot resolve microstructures 
below about 10 µm. Figure 1 illustrates the complementary nature of the imaging techniques to visualize the brain down 
to molecular scale. 

Figure 1. Magnetic resonance microscopy (MRM) is well suited to image brain tissue with voxel sizes of some ten micrometers 
[6]. Grating-based phase tomography of the human cerebellum provides a different contrast mechanism and true micrometer 
resolution [6]. It allowed for the three-dimensional imaging of individual Purkinje cells without using contrast agents [7]. The 
well-established optical microscopy of histological slides complements the tomographic imaging, because the application of 
dedicated stains enables functional imaging in two-dimensional fashion after tissue slicing. Even without the application of 
stains, one can make visible the abundance and orientation of periodic nanostructures such as myelin sheaths by spatially 
resolved small-angle X-ray scattering (SAXS) [8]. 

1.1 Gold standard for the visualization of cells in human tissues 

The gold standard for investigating biological tissues at the cellular level is histology. It involves a series of tissue 
preparation procedures. First, the brain tissue is fixated, for example using formalin solution. Second, the fixated brain 
tissue is sliced either by sectioning at cryogenic temperatures or after embedding into paraffin. Before optical microscopy 
is applied, the slices are stained by means of preselected chemicals. This approach is not only established as a part of 
clinical practice at pathology departments, but also applied for brain research. Despite the two-dimensional nature of 
histological sections, serial sectioning allows for the three-dimensional visualization of tissues [9]. For example, in 2013 
the BigBrain project created an atlas of the full human brain with 20 µm isotropic voxels based on the combination of over 
7,000 full brain histological sections with a data size of more than 1 TB [10]. The researchers aligned the two-dimensional 
sections by registration with an MRI volume recorded prior to histology. It should be noted, however, that the process of 
serial sectioning introduces tissue deformations such as rips, folds, and shears. Furthermore, the staining often introduces 
modulations in the brightness of the optical micrographs, especially for slides of centimeter size. 

The spatial resolution in conventional histology is limited by the slice thickness, precluding the visualization of cellular 
or subcellular details in three-dimensional space without specialized, time-consuming acquisition protocols. One such 
approach involves simultaneous sectioning and optical microscopy, allowing for the atlas of an entire mouse brain (Golgi-
Cox-stained and resin-embedded) at voxel sizes of 0.33 µm ´ 0.33 µm ´ 1.00 µm and requiring ten days of continuous 
data acquisition to yield the roughly 8 TB raw volume [11]. 

Proc. of SPIE Vol. 11886  1188613-2
Downloaded From: https://www.spiedigitallibrary.org/conference-proceedings-of-spie on 25 Aug 2021
Terms of Use: https://www.spiedigitallibrary.org/terms-of-use



Histological sectioning combined with electron microscopy is another approach, but penetration depths below 1 µm 
result in similar limitations related to sectioning. Other alternatives include magnetic resonance imaging, which offers a 
non-destructive, isotropic visualization and can be applied to larger volumes. Unfortunately, even the best available 
magnetic resonance imaging facilities only reach pixel sizes of a few tens of micrometers. Confocal microscopy has been 
used for volumetric imaging of brain tissue with volumes on the order of 4 mm3 [12]. Confocal light sheet microscopy has 
been employed for the visualization of an entire mouse brain at around 1 µm voxel length. This technique, however, relies 
on tissue clearing and on fluorescent dyes [13], which are usually incompatible with subsequent conventional histology.  

1.2 Phase-contrast imaging using hard X rays 

Hard X rays have a penetration depth to overcome the limitation of sectioning [14] and provide micrometer or even 
nanometer resolution in tomographic imaging. As brain tissues are composed of low Z elements, conventional X-ray 
absorption provides hardly any contrast. Therefore, the phase-contrast modalities are preferable, especially for non-stained 
soft tissues [15, 16]. The contrast advantage for phase, i.e. the relation between the real and the imaginary parts of the 
refractive index, is several orders of magnitude, as pointed by the pioneer in the field, U. Bonse, decades ago [17]. 

Currently, there are several methods for phase retrieval in hard X-ray imaging [15, 16]. A powerful and frequently 
used method was proposed in 2002 by D. Paganin and coworkers, wherein a FOURIER-space filter is applied to standard 
radiographic projections to retrieve the phase [18]. This phase retrieval approach is ideal for high-throughput studies, as it 
allows for the fast and relatively simple data acquisition and processing. The interpretation of the derived quantities must 
be done with care, as it relies on a reasonable estimate of the ratio between the real to the imaginary part of the refractive 
index and the assumption that it is nearly constant throughout the specimen [19-21]. 

1.3 X-ray-based virtual histology 

X-ray-based virtual histology, a synonym for high-resolution hard X-ray computed tomography of fixated and embedded
tissues, has extended conventional histology to the third dimension with an isotropic resolution below 1 µm [22]. X-ray-
based virtual histology with the conventional absorption contrast was applied to bone, as demonstrated by e.g. P. Schneider
et al. [23]. X-ray staining protocols have been employed to improve the absorption contrast in X-ray-based virtual histology
of soft tissues [24, 25].

For the visualization of the cellular structure of soft tissues without staining, X-ray-based virtual histology has been 
based on phase contrast. Here, the X-ray-based virtual histology of lungs is a pioneering and early example, as the air-
tissue interfaces yield an especially strong phase contrast [26]. J. Albers and coworkers [22] recently summarized the wide 
variety of other X-ray-based virtual histology studies for soft tissues. Synchrotron radiation-based phase-contrast X-ray-
based virtual histology of lung, brain, and heart tissues shows that the phase contrast imaging provides a quality superior 
to the conventional approaches involving staining protocols at substantially lower radiation dose [27]. Several research 
teams have demonstrated phase-contrast X-ray-based virtual histology using advanced laboratory-based systems. For 
example, M. Töpperwien and coworkers [28] recently published a profound X-ray-based virtual histology study of 
paraffin-embedded human cerebellum using a liquid-metal jet source. The combination of the tomography data with 
automatic segmentation algorithms allowed for the three-dimensional localization of more than one million neurons in a 
volume of about 1 mm3. Compared to the synchrotron facilities, these advanced systems have been available in the 
laboratory of the researchers throughout the year but yield only limited photon flux even for a broad spectrum. The imaging 
of large volumes combined with high spatial resolution is, therefore, currently reserved for synchrotron radiation-based 
virtual histology. 

Thanks to the essentially non-destructive nature of hard X rays, the subsequent validation of the imaging results by 
the established conventional histology is possible. Thus, X-ray-based virtual histology is also applied to select the cutting 
planes for histological sectioning [29], which has been traditionally done only by optical inspection, i.e. without the 
knowledge of the tissue features in the bulk. Therefore, X-ray-based virtual histology has been suggested as a valuable 
addition to the current workflow of histology in clinical and research settings [22]. 

1.4 Visualization of larger volumes 

The extension of high-resolution X-ray-based virtual histology to centimeter-size objects is prevented either by the limited 
photon-beam size and by the restrictions of the detector. Laboratory-based X-ray sources with their cone beam allow for 
the full-field illumination of objects as large as the entire human skull, but limited flux reduces high-resolution acquisition 
for large specimens. Synchrotron radiation sources provide orders of magnitude higher photon flux, but the beam cross 
section is often limited to square millimeters [30-32]. Additionally, currently available detectors have generally 
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4000 ´ 4000 pixel arrays at best, limiting the spatial resolution to about a thousandth of the object’s diameter for full-field 
acquisitions. For example, the field-of-view corresponds only to 4 mm when using 1 µm-wide effective pixels. 

Local tomography is a technique, where a tomogram is taken from a small part of the specimen [33]. This approach 
allows for the reconstruction of a part of a specimen, even if the sample is significantly larger than the X-ray beam’s cross 
section and the effective detector width. A series of local tomography reconstructions can be combined to obtain the 
complete image of a large object [34-37]. Due to the truncated projections taken in local tomography, the resulting 
reconstructions are prone to artifacts [36, 38, 39]. These artifacts can be reduced by prior knowledge of the specimen 
geometry, extrapolating data into truncated regions [36], or with specialized reconstruction techniques [39]. 

An alternative approach is to create a mosaic projection (or sinogram) by stitching many limited field-of-view 
acquisitions before reconstruction. The field-of-view can be almost doubled by off-axis acquisition, wherein projections 
taken 180 degrees apart are combined prior to reconstruction [36, 40]. Even for phase-contrast imaging, this off-axis 
acquisition techniques allows for increased field-of-view without reducing contrast or spatial resolution [41]. Additionally, 
stitching radiographs enabled us to image objects, which are more than 30 mm in diameter such as cochlear implants and 
the surrounding tissues including bone [42]. This approach requires increased effort, since not only the sinograms are 
larger, but also the number of projections has to be raised. The limits of stitching techniques are currently a matter of 
discussion [34, 36]. Some research teams use the term tomosaic for techniques involving stitching many fields-of-view 
[34]. On the one hand, this approach requires significant computational resources and precise translational stages. On the 
other hand, it provides a dose-efficient acquisition compared to recording numerous local tomography scans [34]. Recently, 
this approach has allowed for the imaging of a complete mouse brain with 0.8 µm-wide pixels. It has required the stitching 
of a mosaic grid of 12 ´ 11 images per projection and a dedicated data analysis package for handling the tera-voxel dataset 
[34]. With a volume of one cubic centimeter, this measurement is around three orders of magnitude larger than previously 
performed studies. A complete human brain atlas, however, requires a 3,000 times larger volume. Consequently, dedicated 
protocols for the specimen preparation as well as the data acquisition and processing have to be further developed. 

1.5 Current X-ray-based initiatives for high-resolution brain imaging 

Currently, there are several large-scale research initiatives across the globe dedicated to brain research, including major 
efforts in Europe, the US, Canada, China, Korea, Taiwan, Japan, and Australia [43]. Brain imaging and brain atlases play 
a dominant role in these projects, as they provide information on the microanatomy of the brain. For example, the Multi-
Level Human Brain Atlas is a co-design project of the Human Brain Project, a Flagship project of the European Union, 
which looks to build a multimodal, hierarchical brain atlas [44]. Public availability and data sharing including high-quality 
brain atlases are essential for these initiatives [43]. Therefore, most recently, the Taiwanese synchrotron-radiation facility 
proposed a dedicated beamline, denoted 02A, which will be exclusively used for X-ray imaging for brain science. This 
beamline will be realized during Phase-II of that synchrotron radiation facility [45]. At the European Synchrotron Radiation 
Facility (ESRF), the flagship beamline BM18 is under construction and will be operational during 2021. This beamline 
will have a huge beam diameter and will allow for an automated hierarchical imaging of entire human organs. 

2. TOWARDS X-RAY IMAGING OF THE ENTIRE HUMAN BRAIN
2.1 Magnetic resonance imaging for the determination of formalin-induced deformations in human brain 

There is mutual consensus that hard X-ray computed tomography (CT) with true micrometer resolution should not be 
applied to living species especially humans, because serious radiation damage is expected, often resulting in diseases 
including cancer. Therefore, high-resolution hard X-ray studies of human tissues are performed post mortem. Nevertheless, 
the organ’s anatomy should be visualized as close as possible to the in vivo conditions. Therefore, the human brain was 
investigated post mortem by means of clinical magnetic resonance imaging (MRI). First, images with the brain inside the 
skull of the dead body were acquired. After removal of the brain from the skull, it swelled by about 5% [46]. Subsequent 
to placing the human brain into formalin solution, a dozen MRI datasets during the formalin penetration were recorded, 
which led to local compressive and tensile strains larger than ± 20 %. The non-rigid registration of the MRI datasets 
allowed for the precise quantification of the entire formalin-induced deformation fields [46]. This knowledge enables 
computer-based correction of high-resolution CT-data by less detailed MRI-data. 

2.2 Imaging biological cells using hard X-ray tomography 

A. Lareida et al. discovered how to visualize osmium-stained ganglion cells present in the organ of Corti [47]. The non-
destructive neuron cell counting in a selected volume of 125 μm × 800 μm × 600 μm gave rise to the presence of 2,000
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ganglion cells along one millimeter of the organ of Corti. Therefore, the study demonstrated for the first time that hard X-
ray tomography allows visualizing individual cells within human nerve tissue. Although ganglion cells are encapsulated 
in highly X-ray absorbing bony tissue, individual ganglion cells were counted and measured in size and shape without any 
sectioning and related artefacts. Consequently, the paper provided an important basis for the direct comparison of healthy 
and altered inner ear morphologies such as dysplastic malformations down to the sub-cellular level. 

Already a year later, G. Schulz et al. visualized individual Purkinje cells in non-stained human cerebellum [7]. The 
uniqueness of the grating-based hard X-ray-based phase-contrast tomographic imaging became clear by the detailed 
comparison with MR microscopy and selected histological sections of the same part of the human brain [6]. For such a 
comparison, one needs powerful registration algorithms [48]. N. Chicherova et al. performed dedicated research activities 
for the non-rigid slice-to-volume registration as required for the identification of the counterparts of histology slides within 
CT-data [49-51]. This task is particularly challenging due to the many degrees of freedom [52]. The registration of two-
dimensional histology slides to X-ray-based virtual histology volumes allows for the validated interpretation of 
tomography results and for the colorization of tomography datasets according to the well-known stains in histology, i.e. to 
extend the histology into the third dimension [53]. This study was mainly based on advanced laboratory CT and 
demonstrated the power of paraffin embedding in brain imaging. A. Khimchenko et al. have shown for the first time that 
non-stained cells in human brain tissue can be made visible even with conventional high-resolution CT-systems [53]. 
Nevertheless, at synchrotron radiation facilities the resolution of tomography systems can be pushed to a fraction of a 
micrometer and subcellular structures are clearly detectable [54] thanks to the superior density resolution of phase-contrast 
mode compared with absorption mode. The phase tomography approaches, i.e. grating-based interferometry, 
holotomography, and single-distance phase retrieval were experimentally compared [19, 20]. These studies, performed on 
soft tissues of mice and rats, showed that single-distance phase retrieval minimizes the necessary time for data acquisition 
and the size of raw data to be recorded. Therefore, single-distance phase retrieval should be considered for future projects 
on three-dimensional imaging of human brain with hard X rays. 

3. HARD X-RAY-BASED NANOTOMOGRAPHY OF HUMAN BRAIN TISSUE
3.1 Nanoholotomography at synchrotron radiation facilities 

Although X-ray-based virtual histology of paraffin-embedded brain tissue based on synchrotron radiation has allowed for 
the visualization of subcellular details and automated cell counting [54], the application of X-ray optics enabled 
tomographic imaging beyond the optical limit, as recently demonstrated [55]. Nanoholotomography has pushed X-ray-
based virtual histology beyond the 100-nm limit, with isotropic voxel sizes down to 25 nm and the ability to study the 
anatomical features of individual cells, e.g. organelles, in brain tissues by hard X rays [55]. This approach is unique because 
not only is spatial resolution superior to optical microscopy, but also the accessible volumes are substantially larger than 
in electron-microscopy based techniques. Therefore, the gap between conventional histology and electron-based methods 
has been bridged. 

3.2 Nanoholotomography of human cortex 

Video 1 demonstrates the potential and the performance of nanoholotomography. The three-dimensional images originated 
from a part of the human cortex after embedding into paraffin [55]. The individual slices resemble electron microscopy 
images. The tomography data, however, are three-dimensional consisting of cubic voxels with a length of 50 nm — this 
means each virtual slice is only 50 nm thin. Video 1 corresponds to the scroll mode through this cylinder with a maximal 
diameter of 510 µm. First of all, one recognizes the capillary system for the blood supply. But one can also easily see the 
cell layers containing the neurons. These cells can be segmented to determine their density and morphology [55]. The 
spatial and density resolution of the tomography data, however, even allows for the identification of sub-cellular structures. 
Nanometer-size anatomical features, such as cell soma, nuclear envelope, nuclear pore, nucleolus, and dendrite, are 
distinguishable [55]. 
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Video 1. A set of 50 nm-thin virtual slices from nanotomography data of the human neocortex after formalin fixation and 
paraffin embedding. Besides the blood vessels, one can clearly identify subcellular structures, which include the cell somas, 
the nuclear envelopes, the nuclear pores, the nucleoli, and the dendrites of the cells present (astrocytes, small pyramidal and 
numerous stellate neurons, medium-size pyramidal and non-pyramidal neurons with vertically oriented intracortical axons, 
and other types of stellate and pyramidal neurons). http://dx.doi.org/10.1117/12.2592603.1

4. SPATIALLY RESOLVED SMALL-ANGLE X-RAY SCATTERING FROM A NON-
STAINED SLIDE OF HUMAN BRAIN 

4.1 Conventional histology for myelin imaging 

In order to localize the myelin with micrometer precision and to determine its abundance, one can prepare a cryostat section 
with a thickness of about 50 µm [56]. This thin section has to be appropriately stained for myelin [57], before an optical 
micrograph can be recorded, see for example Schulz et al. [8]. 

4.2 X-ray scattering for myelin imaging 

As a valid alternative, one can take advantage of spatially resolved small-angle X-ray scattering to circumvent the staining 
[58]. The scattering signal is observed at angles, which inversely correspond to the nanostructure’s size. The myelin sheaths 
responsible for insulating axons exhibit a characteristic periodicity between 15 and 18 nm [8]. Therefore, related rings 
were found on pattern of the two-dimensional detector. These rings exhibit a modulation in intensity associated with the 

20 µm
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orientation of the myelin sheaths and the surrounded axons [8]. These two-dimensional images are complementary to the 
conventional histology data because they not only represent the abundance of myelin but also include the orientation of 
the myelin sheaths. Consequently, the orientation of the axons can be determined on brain slices several square-inches in 
size. The approach can even be extended to slices of the entire human brain in health and disease. 
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ABSTRACT

Hard X-ray micro computed tomography can be used for three-dimensional histological phenotyping of zebrafish
embryos down to 1 µm or below without the need for staining or physical slicing. Current advances in ze-
brafish embryo imaging, however, mostly rely on synchrotron radiation sources or highly advanced laboratory
sources, which despite their evident strengths with regard to their beam properties and the implementation of
phase contrast imaging techniques, lack accessibility. Therefore, we evaluated the performance of a conventional
SkyScan 1275 laboratory µCT scanner in absorption contrast mode for the visualization of anatomical features
in ethanol- and paraffin-embedded zebrafish embryos. We compare our results to readily available synchrotron
data where 35 anatomical structures were identified. Despite having a more than ten times larger voxel length,
approximately two thirds of the features could also be determined with laboratory microtomography. This could
allow to monitor morphological changes during development or disease progression on large sample numbers,
enabling the performance of preclinical studies in a local laboratory.

Keywords: Zebrafish embryo, hard X-ray computed tomography, microCT, conventional X-ray source, histo-
logical phenotyping, ethanol and paraffin embedding

1. INTRODUCTION

The zebrafish embryo is a well suited vertebrate model for various biomedical disciplines, with its starting point
before the 21st century in the fields of transgenic research, early toxicity and drug discovery screenings.1,2 Since
then, zebrafish experiments have evolved and found their application even in nanomedicine research, i.e. to
analyze the pharmacokinetics, biodistribution and targeting of nanocarriers3–5 as well as the developmental
toxicity of drugs.6 Zebrafish are a reliable in vivo model, since their genetic profile shares 70 % similarity with
humans.7 Toxicological readouts such as survival, hatching rate or organ malformations can be assessed in
a fast and controlled manner.8 Further, zebrafish embryos have many practical advantages as they exhibit a
rapid embryogenesis and a fast reproduction capability. They are simple to handle, small in size and by adding
bleaching substance (e.g. 1-phenyl-thiourea),9 they remain optically transparent during their early developmental
stages.10,11

Nowadays, the majority of zebrafish embryo research still relies on fluorescence imaging techniques such as
confocal laser scanning fluorescence microscopy. However, these techniques depend on fluorophore staining and
are limited by the penetration depth of visible light when investigating larvae at later developmental time points.
These limitations can be overcome by X-ray microtomography, which due to the high penetration depth of hard
X-rays allows for three-dimensional whole animal imaging with spatial resolutions down to 1 µm in a label-
free manner and without the need for physical sectioning. While the beam properties of synchrotron radiation
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sources are desirable, providing highly brilliant radiation with a high flux and brightness and a spatially coherent
beam that allows for phase contrast X-ray imaging techniques, the user accessibility is restricted. Therefore, it
is eminently desirable to explore the feasibility of X-ray imaging of zebrafish embryos with laboratory sources,
which provide accessibility for local users.

Synchrotron radiation-based micro computed tomography (SRµCT) has been used for the three-dimensional
histotomography of whole zebrafish embryos and 33 days post fertilization (dpf) juvenile zebrafish, providing
three-dimensional renderings as well as organ sectionings and showing that cellular architecture can be extracted
throughout the entire organism.12 Further, a recent study has demonstrated the performance of SRµCT for
the localization of injected superparamagnetic iron oxide nanoparticles in zebrafish embryos.13 Thereby, the
nanoparticle biodistribution was assessed with isotropic resolution around 2 µm, providing the full anatomical
context. Other recent research efforts have successfully implemented advanced laboratory-based X-ray techniques
for zebrafish embryo imaging. The morphology of heavy metal-stained zebrafish embryos has been uncovered with
micrometer resolution by laboratory-based X-ray NanoCT14 and muscle imaging on unstained 20 dpf zebrafish
larvae with spatial resolution of 4 to 6 µm has been demonstrated with a liquid-metal-jet microfocus X-ray source
by propagation-based X-ray phase contrast tomography.15 In addition, functional biomedical imaging has been
performed on zebrafish embryos by X-ray fluorescence microtomography with synchrotron radiation, providing a
three-dimensional visualization of the elemental densities of trace metals within cells and tissue sections during
embryonic development.16 Confocal Raman spectroscopy imaging (cRSI) has further been demonstrated as a
label-free methodology for biomolecular imaging in zebrafish embryos on a whole-body level.17

Despite these advances, the limits in performance of a conventional laboratory source in zebrafish embryo
imaging with respect to spatial resolution and sensitivity, have, to the best of our knowledge, so far not been
determined. Therefore, we have evaluated the table-top instrument SkyScan1275 (Bruker, Kontich, Belgium) to
perform three-dimensional X-ray microscopy of zebrafish embryos. Similar to tomography studies of paraffin-
embedded brain,18 the absorption mode should yield enough contrast to identify many anatomical microstruc-
tures. We investigate to what extent anatomical features of zebrafish embryos can be visualized with a conven-
tional laboratory source by employing improved sample preparation and compare our result to publicly available
data13 taken with SRµCT.

2. METHODOLOGY

2.1 Sample preparation

For the experiment, the zebrafish embryos were euthanized 72 hours post fertilization (hpf) with tricaine methane-
sulfonate containing 0.612 mM trisaminomethane. Subsequently, they were fixed at room temperature in 4 %
paraformaldehyde and stored at a temperature of 4 ◦C. Fixed specimens were dehydrated using ethanol at in-
creasing concentrations (25 %, 50 %, 70 %, >99.5 %, 15 min each). For X-ray microtomography, the samples
were transferred with a micro-pipette to sample holders consisting of polyimide tubes (Polyimide-Tube AWG
20 NATUR, electrical grade, Rotima AG, Stäfa, Switzerland) with an inner diameter of 0.813 mm and a wall
thickness of 51 µm. The tubes were further sealed at both ends with BRANDTM haematocrit sealing compound
(Sigma-Aldrich, Wertheim, Germany) and two layers of nail polish. For the paraffin embedding, the embryos
fixed in ethanol were washed twice in xylene (> 98 %, Carl Roth, Switzerland) and further transferred into
standard histological paraffin blocks (Leica paraplast bulk, USA) liquefied at a temperature of 68 ◦C. After
cooling, cylinders were extracted from the paraffin block using a metal punch with an inner diameter of 2.8 or
3.6 mm.

2.2 Laboratory-based absorption contrast-based micro computed tomography

The samples were imaged in the commercially available table-top SkyScan 1275 µCT scanner (Bruker, Kontich,
Belgium), equipped with a a 100 kV microfocus X-ray source with a tungsten target (type: L11871-20) and
a 3 Mp (1944×1536 pixels) CMOS flat panel detector. The tomography experiments were performed with an
effective pixel size of 4.2 µm, a tube voltage of 15 kVp, and a beam current of 156 µA, corresponding to a power
of 2.34 W at which a focal spot size below 5 µm can be provided. A total of 720 projections were taken around
360◦, with an exposure time of 2.2 s and 8 frames averaged, leading to total scan times of 3.5 h. Data processing
and reconstruction was performed in an automated fashion using the dedicated NRecon Software (version 1.7.4).
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2.3 Energy-dispersive X-ray analysis

The polyimide tubes (Polyimide-Tube AWG 20 NATUR, electrical grade and Polyimide-Tube AWG 23 BLACK,
medical grade) were further investigated by energy-dispersive X-ray (EDX) analysis. Sections of the samples
were cut in half, glued onto carbon tape and then a sputtered in a Q300T D sputter coater (Quorum, Laughton,
UK) for 100 s at 80 mA, resulting in a few nanometer thick gold layer. The EDX spectra were taken with a
EM-30AXN scanning electron microscope (Coxem, Daejeon, Korea) in high-vacuum mode with an acceleration
voltage of 20 kV and a working distance of 10.4 to 10.9 mm.

3. RESULTS

3.1 Sample container characterization

For X-ray µCT of ethanol embedded zebrafish embryos, polyimide tubes were chosen as sample container in order
to fulfil the criteria of being small in diameter, having a cylindrical shape and being highly radiotranslucent.
However, the tubes with an inner diameter (ID) of 0.813 mm, which matches the diameter of the zebrafish
embryos, exhibited a highly X-ray absorbing layer on the tubes’ inner surface. To compare the absorption
properties of the two tube candidates (Tube 1: ID 0.813 mm, electrical grade; Tube 2: ID 0.570 mm, medical
grade), they were simultaneously imaged in the Skyscan 1275 µCT system. Figure 1 shows a comparison of
the two tubes. On the top left a vertical slice of Tube 1 and Tube 2 glued on top of each other is shown. In
the horizontal cross sections, taken at the positions indicated in blue (Tube 1) and red (Tube 2) it is clearly
visible that while Tube 1 exhibits a bright, X-ray absorbing layer in its internal wall, the absorption of Tube 2
is homogeneous. This difference in X-ray absorbance was further visualized by radial absorption profiles of the
tubes, shown in the bottom part of Figure 1. The data shows that the highly absorbing layer in Tube 1 amounts
to approximately twice the absorption of pure polyimide.

To determine the reason for the high-absorbing coating, the surface structure and material composition of the
inner wall of the tubes was investigated by a combination of scanning electron microscopy with energy dispersive
X-ray spectroscopy. Microscopic inspection with a SEM already revealed differences in appearance between the
tubes’ inner surfaces: while Tube 1 with the highly absorbing layer showed inhomogenities on the micrometer
scale and some cracks (cf. Fig. 2, Top left), Tube 2 had a homogeneous surface with less features (cf. Fig. 2, Top
right). By subsequent EDX analysis, which is shown in the bottom part of Figure 2, the following peaks were
observed for Tube 1: oxygen (Kα: 525 eV), aluminium (Kα: 1.486 keV), silicon (Kα: 1.739 keV), copper (Kα:
8.040 keV, Kβ: 8.905 eV, Lα: 930 eV) and for Tube 2: carbon (Kα: 277 eV), oxygen (Kα: 525 eV), aluminium
(Kα: 1.486 keV) and silicon (Kα: 1.739 keV). Interpreting those peaks, the EDX peak profile of Tube 2 matches
well for what is expected for kapton polyimide films with a chemical formula of C22H10N2O5. The nitrogen peak
(Kα: 392 eV) is not observed due to the limited energy resolution, as this peak lies in between the C and O
Kα-line. From the peak profile of Tube 1, the contamination layer can be identified as copper in an oxidized
state.
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Figure 1. X-ray microtomography measurements of polyimide tubes. Top: Vertical slice of two tubes glued together: ID
0.570 mm, electrical grade (Tube 1) and ID 0.813 mm, medical grade (Tube 2). Horizontal cross sections taken at the
positions indicated in blue (Tube 1) and red (Tube 2). Bottom: X-ray absorption profile along the lines marked in the
horizontal cross sections.

3.2 Revealing zebrafish embryo anatomy with a conventional µCT system

For the experimental data shown in this work, zebrafish embryos were imaged at a time point 72 hours post fer-
tilization, a development stage which is referred to as the protruding mouth stage. In order to better understand
the identified anatomical structures within this developmental time-window, this section is introduced by a brief
insertion on zebrafish embryogenesis.

Zebrafish undergo a very rapid embryogenesis that can be subdivided into seven broad periods (zygote,
cleavage, gastrula, segmentation, pharyngula and hatching period) which occur during the first three days after
fertilization.19 Already in the pharyngula period (24-48 hpf) the zebrafish embryo is a bilaterally organized
creature which possesses the classic vertebrate bauplan. It has a well-developed notochord just ventral to the
neural tube, a completed set of somites (in total 30-34 pairs), and the brain is sculptured into five lobes. The
pharyngeal arches develop rapidly from a primordial region and the circulatory system forms. In the subsequent
hatching period (48-72 hpf) a rapid development of the pectoral fins, the jaws and the gills is observed. Further, at
the end of this period, prominent changes occur in the pharyngeal region: the mouth opens and it is repositioned
anteriorward due to jaw morphogenesis. Finally, in the protruding mouth stage around 72 hpf – as the name
implies – the mouth wide open and protrudes anteriorly just beyond the eye. Further, the blade of the pectoral fin
continues to expand and the gill slits become visible. With this background knowledge on zebrafish embryogenesis,
we will present and discuss next, what features were identified within our µCT measurement data.
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Figure 2. Investigation of the polyimide tubes with a scanning electron microscope. Top: SEM images of the inner surfaces
of two tubes: ID 0.570 mm, electrical grade (Tube 1); ID 0.813 mm, medical grade (Tube 2). Bottom: Corresponding
EDX spectra.

Virtual slices through the µCT volume can reveal a wealth of anatomical features of 72 hpf zebrafish embryos.
The measurements here show ethanol- and paraffin-embedded specimens in absorption contrast mode with an
effective voxel size of 4.2 µm, corresponding to an estimated spatial resolution of 13 µm, determined by the
method introduced by Mizutani et al.20 In Figure 3 axial cross sections are shown, taken at the positions
indicated in the volume rendering. For embedding in ethanol the polyimide tube is artificially colored in light
brown. The labels that are newly introduced in the text, are referred to with turquoise colored labels in rounded
brackets. Within the head region (Fig. 3 A/A’) the eye (2) with the lens (1), the diencephalic part (5) of the
brain, the open mouth, leading to the pharynx (4) as well as the mandibular bone (3) are visible. In the pectoral
region (Fig. 3 B/B’) the embryonic heart with the ventricle (6) and the pectoral sac (7) can be identified. The
metencephalic part (8) of the brain is visible and the notochord (9) emerges in that body section. Within
the region of the regressing yolk sac (11) (Fig. 3 C/C’), the bilaterally organized pectoral fins (10) emerge.
Throughout the tail (Fig. 3 D/D’) the notochord (9), which is flanked by the segmental muscles, the so-called
myotomes (13), is very prominent and the outlines of the gut (12) can be seen in the ventral part of the embryo,
anterior to the cloaca.
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Figure 3. Axial cross sections uncover a dozen anatomical features in 72 hpf larval zebrafish for embedding in ethanol
(A-D) and in paraffin (A’-D’). The location of the cross sections in relation to the organism is shown in a 3D volume
rendering. The polyimide tube is colored in light brown. Labels for the identified anatomical features are provided in the
legend and in the text.
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In sagittal cross sections, shown in Figure 4, several parts of the brain, namely the telencephalon (14),
diencephalon (5), metencephalon (8) (Fig. 4 A/A’) and the cerebellum (16) (Fig. 4 B) can be localized. In
Fig 4 A the swim bladder (15) is visible dorsal to the yolk sac. Within the head, the otoliths (17), which consist
of crystalline calcium carbonate, are revealed (Fig. 4 B).
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Figure 4. Sagittal cross sections highlight further anatomical features of 72 hpf larval zebrafish for embedding in ethanol
(A, B) and in paraffin (A’, B’). The location of the cross sections in relation to the organism is shown in a 3D volume
rendering. The polyimide tube is colored in light brown. The additional labels are designated in the legend and in the
text.

Proc. of SPIE Vol. 11886  1188614-7
Downloaded From: https://www.spiedigitallibrary.org/conference-proceedings-of-spie on 25 Aug 2021
Terms of Use: https://www.spiedigitallibrary.org/terms-of-use



In coronal cross sections, shown in Figure 5, further structures belonging to the neural system are visible.
However, they are relatively hard to delimit and some of them could not be unambiguously assigned. The
hindbrain ventricle (18), the olfactory bulb (19) and the hypothalamus (20) were located and within the framed
regions also other structures emerge, which could belong to the epiphysis, the pallium or the eminentia thalamy.
Again, the pectoral fins (10) are very prominent (Fig. 5 A, B’) and the notochord (9) spans the entire posterior
part of the zebrafish embryo.

3.3 Feature extraction with respect to synchrotron radiation-based tomography

By providing a direct comparison between our laboratory-based µCT measurements with the Skyscan 1275
system and a publicly available SRµCT dataset,13 it can be shown which features can be readily identified with
a conventional X-ray source and which additional anatomical microstructures can be revealed by employing
synchrotron radiation with improved beam properties. SRµCT imaging was performed on ethanol-embedded
72 hpf zebrafish embryos at the TOMCAT X02DA beamline of the Swiss Light Source with a monochromatized
beam with a photon energy of 10.25 keV and an effective voxel size of 325 nm, corresponding to a spatial
resolution around 2 µm. To exploit phase contrast, single distance phase retrieval was performed on the SRµCT
projections.21 In the subsequent figures (Figs. 6 to 8) the previously shown axial, sagittal and coronal slices
of the laboratory-based measurement of the ethanol-embedded sample are directly compared to corresponding
slices of the SRµCT dataset. In the virtual cuts of these more detailed data, only the anatomical features which
are additionally revealed in comparison to the laboratory-based measurement are labelled.
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Figure 5. Coronal cross sections highlight further anatomical features of 72 hpf larval zebrafish for embedding in ethanol
(A, B) and in paraffin (A’, B’). The location of the cross sections in relation to the organism is shown in a 3D volume
rendering. The polyimide tube is colored in light brown. The additional labels are designated in the legend and in the
text.
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For the axial view, shown in Figure 6, the individual cell layers of the eye, namely the outer plexiform
layer (21), the inner plexiform layer (24) as well as the ganglion cell layer (23), and also the iris (22) can be
identified with cellular resolution (Fig. 6 A’). Further, the trabecula (25) are visible above the zebrafish mouth.
In Figure 6 B’ the midbrain tegmentum (26), the macula (27), the hyosymplectic (28) as well as the parachordal
basal cartilage (29) are revealed, and the high-density otoliths (17) are very prominent. In Figure 3 C’ the
liver (31) and the gut (13) can be distinguished dorsal of the yolk sac (11), as well as the spinal chord (32)
which lies dorsal of the notochord (9). Further, the pronephric duct (31) of the embryonic nephron is visible
in this sectional plane. Within the tail region (Fig. 6 D’) the individual muscle segments (13) can be clearly
distinguished and the spinal chord (32) remains visible.
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Figure 6. Comparison of laboratory-based X-ray µCT with measurements taken at the Swiss Light Source.13 Axial cross
sections are shown for embedding in ethanol imaged with the Skyscan 1275 system (A-D) and at the TOMCAT beamline
of the Swiss light source (A’-D’). For the SRµCT slices (A’-D’) only the extra features are labelled. The additional labels
are designated in the legend.
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In the sagittal view (Fig. 7) some extra features are revealed: within the brain the medulla oblongata (33)
and the epiphysis (35) are visible and the hypophysis (20) can be clearly distinguished. Within the mouth region
the pharyngeal arches (34) are prominent and the trabecula (25) can be identified (Fig. 7 A’).
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Figure 7. Comparison of laboratory- based X-ray µCT with measurements taken at the Swiss Light Source.13 Sagittal
cross sections are shown for embedding in ethanol imaged with the Skyscan 1275 system (A, B) and at the TOMCAT
beamline of the Swiss light source (A’, B’). For the SRµCT slices (A’, B’) only the extra features are labelled. The
additional labels are designated in the legend.

Finally, in the coronal view (Fig. 8) the individual layers of the eye, namely the outer (21)- and inner plexiform
layer (24) as well as the iris (23) can be identified again (Fig. 8 A’) and in addition to the hindbrain ventricle (18)
and the olfactory bulb (19) also other brain regions emerge (Fig. 8 A’).
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Figure 8. Comparison of laboratory- based X-ray µCT with measurements taken at the Swiss Light Source.13 Coronal
cross sections are shown for embedding in ethanol imaged with the Skyscan 1275 system (A, B) and at the TOMCAT
beamline of the Swiss light source (A’, B’). For the SRµCT slices (A’, B’) only the extra features are labelled.

The strength of µCT in order to phenotype full tissue volumes is further illustrated by video material, showing
sets of virtual cross sections through the 72 hpf zebrafish embryos (cf. video 1- 3). These histotomography
datasets with isotropic voxel-sizes allow for histology-like phenotyping as well as quantitative analysis. In video 1,
showing the laboratory-based measurement of the ethanol-embedded specimen, the sample container, being
relatively high-absorbing, is quite prominent. The paraffin-embedded specimen, shown in video 2, however,
can be well-distinguished from the embedding material. By employing SRµCT, as demonstrated in video 3,
anatomical features can be revealed on a full-organism level with cellular resolution.

Video 1. Digital larval flipbook of ethanol-embedded 72 hpf zebrafish embryos imaged with the table top µCT scanner. The 
video shows full cross sections of the larval zebrafish in sagittal orientation with 4.2 µm-wide isotropic voxels. 
http://dx.doi.org/10.1117/12.2593119.1
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Video 2. Digital larval flipbook of paraffin-embedded 72 hpf zebrafish embryos imaged with the table top µCT scanner. The 
video shows full cross sections of the larval zebrafish in sagittal orientation with 4.2 µm-wide isotropic voxels. 
http://dx.doi.org/10.1117/12.2593119.2

Video 3. Digital larval flipbook of ethanol-embedded 72 hpf zebrafish embryos imaged at the Swiss Light Source. The 
video shows a selection of 100 full cross- sections throughout the larval zebrafish in sagittal orientation with 0.325 µm-wide 
voxels. http://dx.doi.org/10.1117/12.2593119.3

4. DISCUSSION

X-ray µCT is a well-established and powerful imaging technique due to the penetration depth of hard X-rays 
that enables whole-organism imaging with micrometer resolution without relying on staining or physical slicing. 
This allows for dynamic reslicing of the whole organism and three-dimensional renderings of entire organs or 
cell patterns. The histotomographic approach can be used to develop detailed morphological lifespan atlases 
or to segment full organs and organ changes during development or disease progression. This approach has 
been readily demonstrated, e.g. by providing a volume rendering of the gastrointestinal tract of 33 dpf juvenile 
zebrafish and for quantifications of brain cell nuclei.12 In this tomography-based study we have investigated how 
the performance of conventional electron-impact X-ray sources compares to synchrotron radiation sources for 
imaging zebrafish embryos. Despite being severely limited in beam properties with regard to brightness, tunabilty, 
as well as temporal coherence, we have observed that imaging with conventional electron-impact X-ray sources 
can already provide three-dimensional data for the identification of a wealth of anatomical features.

Being limited in beam properties makes optimization of sample embedding techniques even more important. 
As expected, embedding in ethanol and paraffin both comprise a set of challenges. For ethanol embedding, the 
choice of a suitable container is crucial to immobilize the specimen while interfering as little as possible with the 
overall X-ray absorption. Paraffin embedding overcomes the need for a container, however, heat damage of the 
tissue becomes an issue and appropriate shaping of the specimen can be challenging. Each embedding technique 
comes along with its specific soft-tissue contrast. In this work, we have observed a comparable performance 
of both embeddings for highlighting the zebrafish anatomy (cf. Figure 3-5). Image registration between the 
embeddings could provide a quantitative comparison between ethanol- and paraffin-embedded zebrafish embryos 
with respect to image contrast in specific body parts, and could further reveal hidden features by combining the 
information of both embeddings as previously demonstration for the combination of histology and µCT data.22 

Preliminary results have readily shown that there is a correspondence between the manually selected virtual 
cross sections, but image registration between embeddings and also between laboratory-based and synchrotron 
radiation-based µCT is still part of ongoing investigations and will be presented in an upcoming SPIE conference.

A constraint of this study was that the Skyscan 1275 system provides only absorption contrast. This is 
typically limited in soft tissues because sensitivity depends linearly on tissue density and by a power law on 
the atomic number. Nevertheless, using an acceleration voltage of 15 kVp offered sufficient contrast to identify
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several internal organs of the zebrafish larvae, although often it was impossible to precisely delimit the structures
from their surroundings. Imaging at even lower X-ray energies would provide improved soft-tissue contrast,
however, we were limited here to the operation window of the Skyscan 1275 system. The estimated spatial
resolution of 13 µm was insufficient to visualize individual biological cells within the zebrafish embryo.

In contrast, synchrotron radiation-based imaging offers phenotyping of whole organisms with single cell
resolution. Synchrotron radiation provides high brightness, flux and tunability, allow for improved spatial and
density resolution. Improved density resolution is mainly due to the higher X-ray flux which gives rise to faster
acquisition times and better photon statistics, and the high spatial and temporal coherence of the X-ray beam,
which can be used for phase contrast-based imaging. At low X-ray energies, phase contrast-based imaging,
which directly relates to the specimen’s electron density, is orders of magnitude more sensitive than absorption
contrast. This is in agreement with the high soft-tissue contrast observed in the synchtrotron dataset, which
allowed for the identification of the full zebrafish-anatomy down to the individual cell. This single-cell resolution
is e.g. impressively visualized within e.g. the eye, as we see in Figure 6 A’ and Figure 8 A’.

There remains a performance gap between between conventional laboratory X-ray sources and synchrotron
radiation sources. This gap could be bridged by advanced X-ray source technologies such as inverse Compton
scattering sources,23 as in operation at the Munich Compact Light Source.24 Such an advanced X-ray source
provides synchrotron-like beam properties, offering high flux, tunability and some degree of monochromaticity
while fitting into a laboratory and thereby provides accessibility for the local users.25

Nevertheless, despite being limited in spatial and density resolution with laboratory-based µCT, still several
research questions could be addressed with the comparatively simple µCT scanner: e.g. developmental staging is
possible by identification of many anatomical features and morphological changes can be monitored. Potentially
this approach could also be used to e.g. locate clusters of injected nanoparticles or other medically relevant
nanomaterials, as previously shown for the synchrotron-based approach,13 based on their strong difference in
attenuation contrast with respect to the soft tissues.

5. CONCLUSION

X rays belong to the probes of choice for three-dimensional visualization of paraffin- and ethanol-embedded tissue
samples without physical slicing. Whereas synchrotron radiation-based µCT data allowed for the visualization
of microanatomical features in great detail, a simple to operate and cost-effective table-top µCT system enabled
us to identify about two thirds of these structures at reduced resolution. We suggest that laboratory-based µCT
systems can be used for clinical applications such as routine diagnostic evaluations of biopsies. Furthermore,
pilot studies using readily available table-top µCT instruments can provide valuable insights when it comes to
the planning and support of costly synchrotron-based imaging experiments.
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ABSTRACT  

To date there have been only indirect indications of the presence of bound sodium accumulation in muscle and skin 
tissues. Despite their osmotic inactivity, such sodium deposits can effect on mechanical properties of the heart muscle 
impairing its elasticity and leading to serious heart dysfunctions. In this work an accurate study of the chemical 
composition of the heart muscle tissue at the cellular level was carried out using the methods of X-ray absorption and 
fluorescence microscopy. The experiments were carried out on a TwinMic X-ray scanning microscope [3] at ELETTRA 
synchrotron (Italy) with a resolution of about 1 μm. Comparison of the obtained maps of intra- and extracellular sodium 
distribution in heart tissues of different laboratory animals has resulted in the first experimental confirmation of the 
hypotheses about the existence of deposited sodium states in the intercellular space. The paper demonstrates an example 
of the state-of-the-art medical applications of high spectral brilliance X-ray sources. 

Keywords: X-ray microscopy, X-ray fluorescence microanalysis, XRF, SXRM, myocardia, sodium deposits 

1. INTRODUCTION

The sodium-related homeostasis processes are an important part of the vital functions of an organism. Sodium intake, 
retention and excretion are naturally regulated to balance between the salt and water content with a high accuracy of 1-
2%. Any sodium concentration misbalances are known to cause serious diseases and malfunction of the body including a 
loss of myocardia function1. Recent studies indicate that homeostasis of sodium is much more complex than previously 
thought; it includes not only kidneys but also skin and muscle tissues2-4.  

At the end of the 20th century, a previously unknown type of “passive” sodium was suggested to exist following the fact 
that negatively charged glycosaminoglycans (GAGs) of the extracellular matrix may bind to positively charged cations 
of light metals. Thus, a part of sodium content becomes osmotically neutral enough to leave the active homeostasis 
process and to stop its influence on the values of arterial pressure (AP) and extracellular fluid volume3. However, the 
sodium deposits continue to affect the properties of adjacent tissues. Thus, an excessive concentration of sodium in GAG 
can initiate new biological processes involving the macrophages4. 

In 2007-2012 the prolonged and accurate study of bodily sodium intake/excretion ratio5 discovered the amounts of 
excreted sodium not related directly to the sodium intake and arterial pressure values. This fact was explained by the 
existence of osmotically passive sodium deposits in skin and muscle tissues formed earlier that can deplete to contribute 
to the elevated level of sodium in urine. To visualize these sodium accumulations M. Hammon et al. used 23Na Magnetic 
Resonance Imaging (MRI) of the lower legs6 and M Christa et al. observed an increased sodium MRI signal in 
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myocardia7
.  However, low spatial resolution and weak intensity of sodium MRI signal did not allow studying the sodium 

concentration peaks at the cell scale. 

Several years ago our group carried out a series of acoustical and X-ray florescence analysis (BRUKER S8 Tiger 
spectrometer) investigations of chemical and mechanical properties of the heart tissues of 18 deceased patients8. We 
found a correlation between elevated sodium concentration in heart muscles, patient’s age and arterial hypertension. Also 
there was evidence of sodium-related modification of muscle elasticity of myocardia and related diastolic function. 
However, these experiments also lacked high spatial resolution needed for studying the sodium localization at the cell 
level. 

This paper presents the results of X-ray fluorescent and absorption microscopy experiments based on high brilliance X-
ray source on detection and analysis of sodium depositions in the extracellular matrix of myocardial tissues of rats with 
the reference to their sodium intakes.  

2. THE SAMPLE PREPARATION

The samples of heat tissues were taken from different laboratory animals*. Two groups of 15 Wistar rats aged 15-16 
weeks were grown, with the sodium consumption rate of these two groups being different from the third week. The low 
sodium diet limited the sodium intake by the value of 0.2 mEq per 200 g of body weight per day, while the high sodium 
diet ration contained 2.0 mEq or more per 200 g of body weight per day. In other words, two groups were distinguished 
by sodium intake rates as normal (control group) and extensive9, 10. The water supply was always kept as ad libitum (25 
ml of de-ionized water for 15 g of food) and the food ration was about 15 g per 200 g body weight per week for all the 
animals. 

High sodium diet feeding was maintained in the corresponding group of animals during 8 weeks before the myocardial 
hypertrophy occurred11. After 8 weeks the animals were intraperitoneally injected with methohexital at a dose of 100 
mg/kg and sacrificed through decapitation. 

The 3-µm thick slices of the paraffin-fixed myocardia were cut from the extracted heart tissues, then mounted onto slides 
and dried (T = 60 oC) in the air. Finally, paraffin was removed with ethanol and the slices were stained by hematoxylin 
and eosine in accordance with standard histological procedures. For X-ray studies, the slices were backed by thin (3-5 
m) polymer film.  

It should be mentioned that due to the chemical fixation procedure the most dissolved sodium proves to be removed from 
interstitium and, to a lesser extent, from intracellular volumes restricted by cell membranes12. However, the removal of 
osmotic sodium during the paraffin fixation has played a positive role in this particular case. It reduced the high 
background signal of osmotic sodium of the extracellular fluids to highlight the tracks of bound sodium deposits. 

3. X-RAY FLUORESCENCE MICROSCOPY

The experiments were conducted on TwinMic beamline at ELETTRA synchrotron (Italy). The X-ray fluorescence 
(XRF) microanalysis of the heart tissues was provided with the help of the X-ray microscope that was developed as a 
multi-mode instrument for high spatial resolution spectromicroscopy at low energy X-rays. In this particular 
experiments, the X-ray fluorescent microscopy was combined with scanning X-ray absorption microscopy (SXRM)13-15, 
while the synchrotron ring operated with the electron energy of 2.4 GeV and the current of 160 mA.  

For sodium mapping the TwinMic microscope was operated in scanning mode. A pinhole of 75 µm diameter was served 
as a secondary X-ray source, with the focal spot of 1.2 μm being produced by a zone plate. The micron-scale size of the 
probing X-ray spot was chosen as a compromise between the spatial resolution, duration of the scan run and dimensions 
of regions of interest (ROI).  

The incident X-ray photon energy was chosen to be 1.472 keV to ensure the best excitation and detection of the Kα lines 
of sodium atoms (E = 1.041 keV).  The X-ray flux through the pinhole was about 3109 photons/s that enabled to produce 

* The experiments were carried out in accordance with the international rules of the Guide for the Care and Use of Laboratory Animals
and were approved by the Laboratory Animal Care and Use Commission and Local Ethics Committee at Pirogov Russian National
Research Medical University.
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a proper XRF signal on seven silicon drift detectors with an exposure time of 5 s. The measured XRF K-line signals of 
chemical elements were processed by using open source PyMCA software16 to compose the chemical element mapping. 

The absorption contrast SXRM images were recorded with fast readout CCD camera (Andor Technology) to provide 
SXRM images of cardiomyocytes and interstitial space as supplementary information to X-ray fluorescence maps. 

The TwinMic configuration and experimental conditions enabled a successful visualization of the myocardial cellular 
structure and chemical element mapping of sodium, magnesium, oxygen, and other elements with precise overlapping of 
obtained morphological and chemical data. The XRF/SXRM image sizes of ROIs varied from 50х50 to 72x72 pixels, i.e. 
from 60 х 60 m2 to 86.4 x 86.4 m2. All 19 ROIs selected on 7 samples (3 ROIs per sample on all the samples except 
two) of myocardial tissues have been studied with using both XRF and SXRM microscopy modes (see Table 1).  

Table 1. Sodium XRF maps (top row) and absorption contrast X-ray images (bottom row) of different regions 
of interest (ROI) of myocardia slices taken from rats of two groups: samples K5 and K7 are heart tissues of 
normal (control) diet group, samples B1-B4, B7 are heart tissues of high sodium diet group. The ROI 
dimensions are defined as (60..86.4) x (60…86.4) m2.  

ROI # 1 ROI # 2 ROI # 3 

Sample K5 N/A 

Sample K7 

Sample В1 
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Table 1. Continuation. 

Sample B2 

Sample B3 N/A 

Sample В4 

Sample В7 
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Thus, Table 1 shows a set of X-ray absorption images and corresponding sodium maps acquired with the help of 
synchrotron based STXM and XRF microscopy for heart tissue slices of high and low sodium diet animals: 5 samples 
were extracted from 5 rats of high sodium diet group and 2 samples were taken from 2 rats of the control group. The 
obtained STXM and XRF microscopy images enabled a clear visual segmentation of cardiomyocytes and intercellular 
spaces in the heart muscle tissues. In all samples the XRF analysis revealed a higher concentration of the sodium content 
inside the cells than in the interstitium space. This inverted ratio between intracellular and extracellular sodium 
concentrations can be explained by a strong wiping out of light metals during the chemical fixation procedure (see 
Section 2). 

The main challenge in the statistical processing was to perform an accurate data sampling inside and outside boundaries 
of cardiomyocytes in the context of thin slice 3D-to-2D transformation of muscle fibers and possible interstitium 
perforation. This problem has been solved by using the SXRM images for careful manual sampling of six 3x3 pixels 
(3.6х3.6 µm2) zones inside every ROI to present 3 values of intracellular and 3 values of extracellular sodium content. 
The sampling generated the dataset of local sodium K-line emission values that could be used for the calculation of 
averaged intracellular and extracellular values in the ROI. The detailed description of our statistical processing of the 
data is beyond the scope of this paper and will be published later17. 

Preliminary estimation of the relative sodium concentration results in a statistically significant difference of the sodium 
content in interstitium outside cardiomyocytes: 718.0 ± 402.4 for high sodium diet in comparison of 496.6 ± 283.5 for 
low sodium diet, i.e it demonstrates an elevated level in the heart tissues of high sodium diet animals. Note that we did 
not measure the real values of sodium concentration in the tissues because our interest was focused at study relative 
change of sodium content affected by the sodium diet type. We have to mention also poor statistics of the experiments 
due to the small number of the sampling points and samples that made us use complicated methods for statistical 
analysis, such as Kruskal-Wallis and Mann-Whitney tests.   

To sum-up, we were able to present an experimental demonstration of elevated sodium content inside interstitium of 
myocardia of high sodium diet animals as compared to animals of the control group with low sodium diet. The obtained 
elevation of the sodium concentration cannot be explained in the frames of the normal balance of osmotic sodium in 
interstitium fluids and is considered to be the results of sodium depositions. 

4. CONCLUSIONS

To our knowledge, this paper presents the world's first high resolution X-ray imaging of myocardial cells by means of 
transmission and fluorescence X-ray microscopy techniques. The results show a statistically relevant increase of sodium 
content in interstitium of myocardia that can be explained by the new concept of sodium depositing and confirm the 
original assumption on the existence of osmotically inactive sodium allegedly bound with negatively charged 
glycosaminoglycans inside the interstitium network. 

We consider this work as a beginning of new research of previously unknown structures and their effects on heart 
function. The next step will be a new series of similar X-ray experiments to improve the statistical properties of the 
sampling and a combined study of sodium and GAG structures by using XRF and FTIR-spectromicroscopy methods to 
validate glycosaminoglycan-sodium relation. 
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