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occur at the sub-micrometer or microm-
eter level. Hence, several microscopic and 
imaging techniques have been applied to 
study GBs, lateral inhomogeneities and 
overall performance.[1–9] For instance, 
positive potential barriers at GBs were 
suggested using electron beam-induced 
current (EBIC) measurements.[10] These 
barriers inhibited increased recombina-
tion at twin boundaries. A negative role 
of potential fluctuations at the GBs was 
suggested from cathodoluminescence 
studies.[8,11] Correlative measurements 
including EBIC, electron backscattered 
diffraction, and atomic probe tomography 
showed the composition of GBs, and the 
presence of Na and oxygen determine 
its nature, i.e., beneficial, detrimental or 
neutral.[12] Cu-rich and Cu-poor GBs have 
also been suggested.[12,13] Recently, tech-
nology computer-aided design (TCAD) 
simulations implementing realistic grain 
structure, net doping, and charge car-
rier lifetime fluctuations, have shown 
their limited influence on device perfor-
mance.[11] On the contrary, GBs recom-

bination velocities determined from cathodoluminescence 
suggested they could limit the open-circuit voltage (VOC) 
depending on their nature.[11] On the macroscopic level, effec-
tive detection of shunts and a correlation of photoluminescence 
(PL) and electroluminescence to device performance have been 
reported.[14] Overall, it is still debated to what extent GBs and 
material properties inhomogeneities limit the VOC.

It is essential to evaluate the carrier lifetime inhomogeneities 
to identify VOC limiting factors. The carrier lifetime is one of the 
most critical parameters directly affecting VOC, thus device per-
formance. In micrometer-scale, time-resolved photoluminescence 
(TRPL) microscopy can be used to measure the carrier lifetime 
directly. Compared to steady-state PL, the carrier lifetime is less 
sensitive to sample topography, which could mask its actual value. 
Besides, if proper conditions are met, TRPL is an excellent tech-
nique for material quality prediction providing insight into the 
charge carrier dynamics. Interpretation is usually challenging; 
however, a careful analysis could provide valuable information 
regarding other material parameters, e.g., doping concentration, 
surface recombination, charge carrier extraction, among others.

TRPL microscopy using two-photon excitation (2PE) has 
demonstrated high resolution under low injection conditions 

The open-circuit voltage (VOC) is the main limitation to higher efficiencies of 
Cu(In,Ga)Se2 solar cells. One of the most critical parameters directly affecting 
VOC is the charge carrier lifetime. Therefore, it is essential to evaluate the 
extent to which inhomogeneities in material properties limit the carrier lifetime 
and how postdeposition treatments (PDTs) and growth conditions affect 
material properties. Time-resolved photoluminescence (TRPL) microscopy is 
employed at conditions similar to one sun to study carrier lifetime fluctuations 
in Cu(In,Ga)Se2 with light (Na) and heavy (Rb) alkalis, different substrates, 
and grown at different temperatures. PDT lowers the amplitude of minority 
carrier lifetime fluctuations, especially for Rb-treated samples. Upon PDT, 
the grains’ carrier lifetime increases, and the analysis suggests a reduction in 
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samples. Finally, up to about half a per cent external radiative efficiencies are 
experimentally determined from TRPL metrics, and internal radiative efficien-
cies are approximated. The findings demonstrate that the highest absorber 
material quality investigated is still limited by nonradiative recombination 
(grain or grain boundary) and is comparable to state-of-the-art absorbers.
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1. Introduction

Lateral nonuniformities in chemical composition, structural 
defects, and even structural voids can be found in polycrystal-
line Cu(In,Ga)Se2 (CIGS) solar cells. These lateral variations 
give rise to changes in material properties such as potential 
fluctuations, localized band bending, net doping, and carrier 
recombination within the grains and at the grain boundaries 
(GBs), among others. Such changes in material properties often 
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characterizing the bulk lifetime, surface and grain boundary 
recombination, and transport properties for materials other 
than CIGS.[15,16] Due to the low absorption probability of the 
two-photon absorption process, high laser power is required. 
Typically, to achieve the high photon density needed, 2PE 
microscopy uses not easily accessible femtosecond lasers and 
diffraction-limited beam sizes. In such cases, recombination 
and lateral carrier diffusion out of the collection volume play a 
key role in the decays. Other systems, more accessible, imple-
ment one-photon excitation.[17] However, for diffraction-limited 
beam sizes (i.e., confocal mode), it is extremely challenging to 
achieve high optical resolution and remain in low injection for 
CIGS. A different—and complementary—approach is the use 
of wide-field (or uniform) illumination. Expanding the illumi-
nation area reduces the photon density, and low injection is 
simpler to accomplish. Besides, wide-field illumination avoids 
the lateral carrier out-diffusion problem, being more represent-
ative of the standard illumination conditions of solar cells. The 
main challenge is to achieve low injection conditions and high 
optical resolution due to the high detection sensitivity required 
and the relatively small size of the grains, i.e., between some 
hundreds of nm up to a few micrometers.

This work uses TRPL mapping under wide-field illumi-
nation to study the microscopic charge carrier dynamics of 
several CIGS absorbers grown at different temperatures, sub-
strates, and with different post-deposition treatments (PDT). 
A comparison with continuous-wave PL (PL-CW) mapping is 
performed, and the implications of the measurement condi-
tions are discussed along with the paper assisted by power-
dependent measurements and numerical simulations. We 
also present the experimental determination of external 
radiative efficiency from TRPL parameters and a voltage loss 
analysis of state-of-the-art CIGS solar cells from the measure-
ments at low injection.

2. Results and Discussion

The five samples investigated include double-graded absorbers 
grown on soda-lime glass (SLG) and stainless-steel (Steel) at low 
temperature (LT) and high temperature (HT) with different PDT 
applied: No PDT, NaF, and NaF + RbF (see the Experimental 
Section for more details about the samples). For TRPL map-
ping, solar cells of layer structure CdS/CIGS/Mo were used after 
etching away ZnO layers to access the same region where con-
ventional photovoltaic (PV) characterization was performed. As 
previously shown by Metzger et  al.[18] and suggested by Weiss 
et al.,[19] the presence of CdS has a minor or null impact on the 
TRPL decay, which applies to the samples studied here. The 
solar cells investigated exhibit a significant difference in perfor-
mance, as shown by the I–V parameters of Table 1.

2.1. TRPL Mapping under Wide-Field Illumination

This section discusses spatial variations exhibited by the TRPL 
maps, whereas the relative comparison between TRPL param-
eters quantities and distributions linked to device performance 
will be shown in Section 2.4.

Figure 1 shows a set of maps of TRPL parameters (A, τ, and 
A × τ), and steady-state PL (labeled PL-CW) for the samples. At 
each pixel, we fitted the decay with a single exponential A · e−t/τ 
function (see the Experimental Section) where A is the inten-
sity at time t = 0, and τ is the carrier lifetime. A × τ is a good 
approximation of total PL emission and can be directly linked 
to PL quantum yield, a good material quality indicator (see Sec-
tion 2.4). Besides, A × τ maps highlight which parameter (A or τ) 
dominates the fluctuations. Full decays are shown in Figure S1  
of the Supporting Information, exhibiting well-behaved tran-
sients with no initial dip. τ maps show slight variations for 
PDT samples, and higher fluctuations are observed for No PDT 
sample. The other parameters (A, A  × τ, and PL-CW) show 
similar fluctuations with also higher variations for the no PDT 
case. For PDT samples, these fluctuations can be due to topog-
raphy variations, morphology, bandgap fluctuations, or even 
the presence of voids. Under low injection, A (at t = 0) can be 
linked to the doping concentration of the material, and slight 
fluctuations in doping density will also directly affect this para-
meter. For no PDT samples, the fluctuations in A, A × τ, and 
PL-CW are higher than PDT samples and similar to lifetime 
fluctuations indicating all TRPL parameters capture variations 
in material quality.

A quantitative analysis of TRPL parameters fluctuations and 
correlations is shown in Figure 2. To measure the amount of 
data dispersion, we use the deviation from the mean value: 

σ = × −
100mean,

mean

mean

x x

x
x

i , where x represent a given TRPL 

or PL-CW parameter shown in Figure  1, xi the pixel data and 
xmean the mean value of the full map for the corresponding 
(TR)PL parameter. 2D histograms of mean value deviations are 
depicted for two parameter pairs: (a) A and τ, and (b) A × τ and 
PL-CW.

The former (a) provides the degree of variation of the TRPL 
parameters within each sample. The deviations are small, 
between ±20% for PDT samples and larger for No PDT, but 
remain moderate up to ±40%. The Pearson correlation coef-
ficient (PCC) can quantify the degree of correlation between 
two variables, which ranges between −1 and 1 (−1, 0, and 1 cor-
respond to anticorrelated, uncorrelated, and correlated maps, 
respectively). Only the No PDT sample exhibits a positive corre-
lation between A and τ with PCC = 0.46, whereas PDT samples 
show some degree of anticorrelation. The strongest anticorrela-
tion is exhibited by the NaF + RbF (LT) sample. Anticorrelation 
means lifetime fluctuations are not dominated by topography. 
Instead, they are dominated by slight nonuniformity (in 
recombination or material properties) and/or grain boundary 

Table 1. I–V parameters of solar cells with different PDT processes, sub-
strate, and growth temperature. No ARC has been deposited onto the 
solar cells.

Solar cell Jsc [mA cm−2] VOC [mV] FF [%] Efficiency [%]

NaF + RbF Steel (HT) 37.3 700 73.0 19.1

NaF + RbF SLG (HT) 35.3 742 77.2 20.2

NaF + RbF SLG (LT) 35.9 735 76.9 20.3

NaF SLG (LT) 34.7 686 74.0 17.6

No PDT SLG (LT) 33.0 569 65.0 12.2
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recombination. Hence, this highlights one advantage of meas-
uring the carrier lifetime because the decays are significantly 
less sensitive to small variations in material properties influ-
encing PL or A maps, which are likely, not relevant for device 
performance.

TRPL and PL-CW figures of merit are strongly correlated for 
all samples with PCC > 0.75 (Figure 2b). Interestingly, the PL-CW 
and TRPL metrics distribution cannot be considered equiva-
lent for No PDT and NaF samples. For instance, for No PDT 
sample, the dispersion of A × τ exhibits deviations up to ±40%.  

By contrast, the PL-CW deviation remains within ±20% (as 
exemplified by the deviation of the dataset from the dashed 
line). This result reveals that, for cases in which inhomogenei-
ties are relatively large (e.g., No PDT and, to a lower extent NaF 
sample), TRPL could detect higher dispersion than PL-CW.

The larger spatial variations exhibited by the No PDT can be 
attributed to the absence of passivation effect from PDTs at the 
GBs and within the grains. However, under wide-field illumina-
tion, it is known that excess carriers diffuse after some time and 
redistribute within the volume. To what extent these carriers 

Figure 1. Front view maps of TRPL parameters and steady-state PL (PL-CW intensity) of the five samples analyzed. The middle tick of each color scale 
corresponds to the mean value of the map. The same dynamic range (mean value ±30%) was used to set the color scales. The No-PDT PL-CW was 
measured under higher excitation (seven times) to obtain a reasonably good signal-to-noise ratio. It is still possible to compare it with TRPL at low 
injection because TRPL maps at comparable power exhibit very similar standard deviations. The standard deviation shows no significant dependence 
with excitation power (up to seven times higher excitation, not shown) regarding the standard deviation.
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balance recombination rates and PL spatial inhomogeneities 
depends on the carrier diffusion length.[20] We have previously 
characterized the lateral diffusion length (LD) of PDT samples 
ranging from 2 to 9 µm.[11,21] The value for No PDT absorbers 
could not be characterized due to pronounced inhomogenei-
ties. Overall, it is reasonable to expect that nonuniformities in 
carrier lifetime of No PDT absorber are more visible because 
its diffusion length is significantly lower than the PDT counter-
parts. However, this is not the case. By comparing, for example, 
the Steel and No PDT samples, Steel sample exhibits LD in the 
range of the optical resolution of the system (2 to 3 µm),[21] and 
it is reasonable to expect lower LD for No PDT sample. Hence, 
the impact of carrier diffusion on the lifetime inhomogeneities 
is minimum for both samples. As shown in the lifetime maps 
of Steel and No PDT samples in Figure 1, it is evident that mate-
rial quality homogeneity enhances upon PDT. This enhance-
ment agrees with the τ standard deviations, being 3.3%, 4.3%, 
5.6%, 6.5%, and 11.8% for Steel, NaF + RbF (LT), NaF + RbF 
(HT), NaF (LT), and No PDT (LT) samples, respectively.

2.2. Grain Boundary Recombination

In the maps shown in Figure 1, it is not possible to directly dis-
tinguish GB recombination and nonuniformity. This distinc-
tion determines if grain interior or GB recombination limits the 
carrier lifetime. In principle, GB recombination locally reduces 
the PL signal, and its spatial influence depends on the carrier 
transport properties. Hence, the carrier diffusion length, optical 
resolution of the system, and conditions (see Figure S2, Sup-
porting Information) influence GB recombination detection. 

In this context, we first evaluate the sensitivity of the measure-
ments to GB recombination and then apply an indirect analysis 
to assess effective GB recombination. To understand the experi-
mental sensitivity to GB recombination, we model a simple 2D 
structure with two CIGS regions of 1 µm thickness (emulating 
two columnar grains) and setting an interface boundary con-
dition with variable effective GB recombination velocity (SGB). 
The inset of Figure 3a depicts the model structure used for 
simulations. We simulate the PL transients after pulsed illu-
mination and spatially integrate the time-dependent radiative 
recombination only along a columnar region centered at the GB 
(referred to as PLGB). PLGB resembles the light collection area 
in the experimental configuration and its length is set to 0.5 
and 2 µm (in the range of the optical resolution of the system). 
Figure 3a shows the ratio of PLGB as compared to a reference 

case with SGB  = 0 cm s−1, i.e., =
=

PL ( )
PL ( )

PL ( 0)
GB, ratio GB

GB GB

GB GB

S
S

S
,  

for five different LD representative of all samples. Different LD 
is accomplished by varying the effective carrier lifetimes (τeff, 
shown as tags on the curves in ns) and fixed carrier mobility 
(40 cm2 V−1 s−1).[21] PLGB, ratio represents the fraction of carriers 
recombined at the GB within the optical resolution (2 µm, solid 
lines) and for an illustrative case in which the optical resolution 
of the system is hypothetically enhanced four times (500 nm, 
dashed lines).

Longer lifetimes cases have larger sensitivity to SGB. For 
instance, for SGB  ≈  600 cm s−1 and τeff = 800 ns, PLGB, ratio is 
80%, and for τeff = 15 ns, PLGB, ratio is only 2.5%. Therefore, GB 
recombination influence is smaller for lower τeff (15 ns) and 
larger sensitivity to GB recombination is mainly expected for 

Figure 2. 2D histograms of mean deviation for different parameter pairs, i.e., a) A and τ and b) integrated PL-CW and A × τ pair for all samples ana-
lyzed. PCC stands for Pearson correlation coefficient (PCC) and indicates the degree of correlation between parameters. In (b), dashed lines illustrate 
deviations from equality between each parameter distribution.
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SGB > 1000 cm s−1. For our samples (τeff ranges [15 ns, 800 ns] 
and LD < 10 µm), we expect up to 30% PL reduction in the case 
of a single isolated GB. Hence, the experimental conditions are 
sensitive to GB recombination for the range of the transport 
properties of our materials.

Figure  3b shows an example of the simulated decays for 
τeff  = 800 ns and several values of SGB at the location of the 
GB. GB recombination pronouncedly influences the shape of 
the decays at initial times. At late times (>500 ns), the decay 
slope approaches to the case without GB recombination. At a 
microscopic level, the recombination at the GB depletes the car-
riers in its vicinity and causes an initial fast PL decrease. At late 

times, the low carrier density induces low recombination, and 
charge carrier density is determined by diffusion of carriers; 
therefore, the value tends to τeff. Hence, GB recombination 
cannot be assessed from the second slope of the decay, being 
mainly representative of bulk recombination, in agreement 
with previous literature.[20,22] On the contrary, initial times are 
more influenced by GB recombination.

There are two main difficulties to analyze GB recombination 
in CIGS absorbers from the initial slope of the decay (character-
ized by τ1). First, variable photo generation profiles and nonu-
niform absorption coefficients (α) are present due to graded 
bandgap and strong absorption in the layer. α varies ≈ 10% 
between the front surface (highest Ga content) and the notch 
(lowest Ga content). Hence, the use of a direct equation to quan-
tify GB recombination might be compromised, i.e., SGB .1

1 1τ α= − −

[23] Evaluation of this equation is performed by including it in 
the following analysis using an average value of α in the front 
bandgap grading. This equation considers only GB recombina-
tion and surface recombination is neglected. This is reasonable 
since the bandgap grading has been shown to greatly passivate 
the back surface,[24,25] and to a lower extent, the front surface 
recombination,[19] which is also further passivated by the CdS 
layer. In any case, the value of SGB calculated from previous equa-
tion can only be considered an upper limit. The second difficulty 
is related to the fact that GBs exhibit different natures, namely 
detrimental, neutral, or beneficial.[9,12] Often, beneficial GBs 
exhibit an upward bending of the conduction band, i.e., a barrier 
for electrons[9] (or a valence band-offset, i.e., barrier for holes[26]), 
which could separate the carriers from GBs, artificially reducing 
the PL signal at initial times. In this scenario, faster decay might 
not necessarily represent increased GB recombination.

Alternatively, it is possible to determine the upper limits of 
effective GB recombination by considering recombination rates 
from different origins are additive, and the total inverse recom-
bination rate yield the carrier lifetime, such that the effective 
lifetime is given by τ τ τ= +− − −

eff
1

nrad
1

rad
1 , being τ τ τ= +− − −

nrad
1

bulk,nrad
1

GB
1 .  

The GB lifetime (τGB) is dependent on the grain size (d) and  
the effective GB recombination velocity (SGB), defined as 

τ =
2

GB
GB

d

S
.[27] SGB must be considered as effective average 

values for GB recombination velocities, including an average 
influence of any GB nature. In this way, we can estimate the 
upper limit to SGB and deduce a bulk nonradiative lifetime that 
complies with the effective values measured. Assuming grain 
size d lies between 500 and 1000 nm, and τrad between 250 ns 
and 3 µs (depending on the doping concentration and photon 
recycling effects), Figure 4 depicts SGB for all samples ana-
lyzed as a function of the nonradiative bulk lifetime (τbulk,nrad) 
using the harmonic mean (solid lines and shaded regions) and 
τ1 (horizontal dashed lines). The maximum values of SGB are 
≈60 cm s−1 for NaF + RbF (HT), 80 cm s−1 for NaF + RbF (LT), 
250 cm s−1 for Steel, 400 cm s−1 for NaF, and 3300 cm s−1 for No 
PDT. These values suggest PDT not only enhances grain inte-
rior lifetime but also reduces GB recombination. Interestingly, 
the intersection between the values calculated via τ1 (horizontal 
dashed lines) and the harmonic mean (shaded regions) seems 
consistent and suggests τbulk,nrad about 2 µs for NaF + RbF sam-
ples. This lifetime value is remarkable and reasonable for such a 
high material quality, being in the range of radiative lifetime. By 

Figure 3. a) Normalized PL variation at the GB as a function of GB 
recombination velocity (PLGB, ratio) for several τeff shown with a tag on 
each curve (values in ns) corresponding to diffusion lengths of ≈1, 3, 
4.5, 9, and 12.5 µm. The inset shows the 2D simulated structure with  
l = 200 µm, W = 1 µm, and a centered boundary condition varying SGB. 
The structure is illuminated by a Gaussian beam centered at the GB with 
a spot size of 130 µm to emulate experimental conditions (not significant 
changes were found by assuming full uniform illumination over 200 µm 
length). Dashed lines in the inset indicate the region where the PL is 
integrated, corresponding to PLGB, ratio. b) Simulated PL decays for several 
SGB with τeff = 800 ns. The simulated PL signal and decays are integrated 
(collected) along a columnar region of 2 µm length (optical resolution) 
centered at the GB. Dashed lines correspond to PL collection over a 
length of 500 nm, assuming hypothetical enhanced optical resolution.
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considering the samples with effective lifetimes of ≈100–150 ns  
(NaF and Steel, respectively), the GB recombination velocities 
(intersection of dashed lines and shaded regions) are consistent 
with a previous study in which samples with similar effective 
lifetimes were examined.[11]

Even though low SGB values are suggested for the NaF + RbF 
PDT samples, GB recombination could be limiting the effec-
tive lifetime due to the high quality of the grains. Therefore, 
it is necessary to enhance the minority carrier lifetime in the 

grains and inhibit GB recombination, e.g., by optimizing PDT 
growth conditions or by increasing the grain size. For instance, 
silver alloying is a promising route to increase the grain size 
and keep high material quality.[28,29]

2.3. TRPL Power Dependence and Injection Conditions

To estimate VOC from TRPL measurements (next section), it is 
required to assess that the injection conditions represent typ-
ical operating conditions of CIGS solar cells (one sun). Power-
dependent carrier lifetime measurements help to evaluate the 
operating injection regime of a given illumination condition, 
e.g., for TRPL maps in Figure 1. These measurements are even 
more important considering the difficulty to achieve low injec-
tion conditions with micrometer resolution mapping and the 
challenging determination of precise values of absorber doping 
concentration. In this regard, the charge carrier lifetime should 
remain constant under low injection conditions. This is valid 
assuming the carrier lifetime is dominated by nonradiative 
recombination following Shockley–Read–Hall (SRH) statistics 
with equal single trap characteristics (i.e., energy level, capture 
cross-section) for both electrons (n) and holes (p). At high injec-
tion in a p-type material, the excess carrier (electron) density (Δn) 
exceeds the equilibrium hole concentration (p0), i.e., Δn  > p0,  
the carrier lifetime reduces proportionally to Δn−2 for bimo-
lecular radiative recombination and to Δn−3 according to Auger 
recombination. Auger recombination only becomes dominant 
at a very high injection regime, which was not reached in 
the experiments (Δn  ≈ 1020 cm−3).[30] Figure 5 shows average 
effective lifetimes as a function of excess carrier density for all 
samples analyzed. Three modeled curves (dashed lines) are 
included to exemplify theoretical trends assuming different 

Figure 4. SGB as a function of τbulk,nrad for all samples analyzed consid-
ering grain sizes between 500 and 1000 nm and different radiative life-
times due to different doping for each sample. Dashed lines correspond 
to SGB calculated via 1

1 1SGBτ α= − − ,[23] in which τ1 is extracted from a fit to 
the first slope of the decays at each pixel of the maps shown previously. 
The height of each dashed line corresponds to the standard deviation 
(<25% deviation from mean).

Figure 5. a) Average carrier lifetime (τavg) as a function of excess carrier density for all samples analyzed. Dashed lines correspond to modeled carrier 
lifetimes for three-parameter sets of doping (NA) and low injection lifetime, respectively: I: 1015 cm−3 and 600 ns, II: 1016 cm−3 and 180 ns, and III: 1014 cm−3  
and 18 ns. These three sets of parameters cover the range of experimental lifetime and apparent doping for all samples (see Figure S3, Supporting 
Information). The radiative lifetime is estimated considering bimolecular radiative coefficient B = 1.28 × 10−10 cm3 s−1. The Auger coefficients for holes 
and electrons are Cp = Cn = 10−30 cm6 s−1, respectively.[19] b–f) Experimental TRPL decays (dual-exponential fits are shown in black dashed lines) at the 
excitation levels shown in (a) integrated over the map area of Figure 1. Experimental TRPL maps shown previously correspond to Δn < 2 × 1015 cm−3 
before bimolecular recombination dominates the overall lifetime. The excess carrier density equivalent to one-sun conditions for lifetimes between  
100 and 1000 ns (typical for CIGS) are between 1.8 × 1014 and 1.8 × 1015 cm−3, respectively.
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carrier lifetimes and doping concentrations (in the range of 
values according to capacitance–voltage, C–V measurements, 
see Figure S3, Supporting Information). Modeled curves cor-
respond to a carrier lifetime given by the additive recombina-
tion rates (or inverse lifetimes) from different origins, i.e., 
τ τ τ τ= + +− − − −

avg
1

SRH
1

rad
1

Auger
1 , and calculated based on recombination 

rate equations for SRH, radiative, and Auger recombination 
found elsewhere.[31,32]

Modeled curves show τavg remains unchanged at low 
injection (<3 × 1015 cm−3) and reduces proportionally to Δn−2 
(i.e., τrad) for Δn  > p0 as expected from semiconductor device 
physics. Theoretical trends are similar to the experimental 
values measured for NaF + RbF samples (filled circles, squares, 
and triangles). TRPL maps shown in Figure  1 correspond to 
Δn  ≈ 2 × 1015 cm−3 for which τavg remains almost unchanged 
(up to 15% deviation) as compared to lower injection according 
to Figure 5a. Therefore, it is reasonable to assume low injection 
conditions for the RbF-treated samples. Indeed, low injection 
condition is most evident for Steel sample whose τavg remains 
almost constant for a broader range of Δn (up to ≈ 1016 cm−3), 
consistently with its higher doping concentration estimated 
from C–V (≈ 3 × 1016 cm−3, see Figure S3, Supporting Infor-
mation). Higher doping for Steel is attributed to increased Na 
content (see Figure S4, Supporting Information). Tentatively, 
concerned to modified effective substrate temperature and 
modified morphology.

The NaF (cyan asterisks) and No PDT (purple symbols) sam-
ples show significant deviations to the model for Δn > 5 × 1015 cm−3.  
The power dependence cannot be explained by SRH and bimo-
lecular recombination for these samples. An alternative expla-
nation could be the presence of specific traps with asymmetry 
in energy levels and capture/emission rates for electrons and 
holes, differently as assumed previously.

Another way to infer injection conditions is from the shape 
of the decays. In principle, in the absence of trapping or strong 
drift caused by potential fluctuations, low injection conditions 
generate ideally single exponential decays.[33] Our decays at the 
lowest injection deviate from single exponential behavior (see 
Figure  5b–f), especially for the NaF sample. A minor transient 
(from when PL < 0.2 and PL < 0.05 for Steel) has been measured. 
As discussed below, we expect such transients to be related to 
minor trapping having an irrelevant influence on device perfor-
mance.[19] It is important to mention that the shape of the decays 
may also be altered by inhomogeneities (as shown in Figure S1, 
Supporting Information), and by the generation profiles imposed 
by the bandgap-graded absorber at early times. As illustrated by 
simulations in Figure S5 of the Supporting Information, graded 
absorber shows a subtle deviation from single exponential for 
Δn  < p0 injection conditions, turning to a more complicated 
decay shape at high injection compared to ungraded absorber.

2.4. VOC Loss Analysis from Steady-State PL and TRPL 
Parameters

Figure 6a shows the distribution of amplitude A, τ and inte-
grated steady-state PL for all samples analyzed corresponding 
to the maps depicted in Figure 1. As expected, the three para-
meters are higher for NaF and NaF + RbF PDTs. The samples 

grown at higher temperatures show the highest amplitudes A, 
whereas the highest mean lifetimes correspond to Rb-treated 
grown at LT and HT on SLG. The comparison between high-
temperature samples on SLG and Steel is an excellent example 
of the possibility of decoupling doping concentration and 
charge carrier lifetime from TRPL parameters. Both samples 
exhibit similar PL-CW, but five times lower τ and approximately 
seven times higher amplitude A for Steel.

We now turn to the voltage loss analysis from (TR)PL param-
eters and the comparison to device VOC. From detailed balance, 
the open-circuit voltage of a solar cell can be expressed as[34]

( )= + lnOC OC
rad

e
LEDV V

kT

q
Q  (1)

where e
LEDQ  is the external luminescence quantum efficiency of 

the solar cell, i.e., the fraction of emitted photons due to radiative 
recombination that escape out of the solar cell (also referred to as 
external radiative efficiency[35,36]), OC

radV  is the open-circuit voltage 
in the radiative limit (deduced from the experimental EQE 
curve), i.e., / ln( / )SC o

radkT q J J  and the other variables have their 
usual meaning. The second term of Equation (1) is associated 
with the VOC loss due to nonradiative recombination (∆ OC

nonradV ).  
Under low injection conditions, and considering equal bimo-
lecular radiative coefficient and that amplitude A correlates with 
doping concentration (taken at t = 0), τ∝ ×e

LEDQ A .[37] Hence, an 
implied open-circuit voltage can defined as

lnOC OC
radiV V

kT

q
FoM C( )= + +  (2)

Figure 6. Violin plots showing the distribution of a) TRPL parameters 
A, τ, and PL-CW calculated from experimental maps of Figure  1, and 
b) −OC

rad
OCV iV , calculated for two different figures of merit: PL-CW and  

A × τ. Black crosses use terminal VOC of the device for the calculation 
of nonradiative voltage loss. Please note PL-CW axis uses a different 
scale for better data visualization. Illumination conditions for PL-CW are 
equivalent to one-sun and comparable to one-sun for TRPL acquisition.
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where FoM corresponds to the figure of merit used 
for TRPL (A  × τ) or PL-CW, both being relative quanti-
ties. C is an experimentally determined calibration con-
stant dependent on the measurement conditions. To 
determine the calibration constant and obtain abso-
lute voltages, Equation  (2) is employed, in which C was 
varied to fit the data ∆ OC

nonradV  versus FoM from several 
additional devices with different qualities (Figure S6,  
Supporting Information). Terminal VOC of Table  1 and OC

radV  
are used to obtain ∆ OC

nonradV  (see Section S6. Supporting Infor-
mation). This assumes VOC is not modified upon the depo-
sition of ZnO layers and grid to fabricate the devices. We 
later show this is a reasonable assumption and support it 
with numerical simulations. A close correlation between 
terminal VOC and FoM is observed in Figure S6 of the Sup-
porting Information for devices of various material quali-
ties which supports the use of Equation (2) to estimate 
the iVOC. It is important to recall there could be cases for 
which the determination of C may no longer be valid. For 
example, the presence of trapping effects might mask the 
real properties of the material, being especially important 
for low to medium quality absorbers. Figure  6b shows a 
good agreement (disregarding No PDT sample) between 
the device (black cross) and implied ∆ OC

nonradV  from TRPL 
and PL-CW. This agreement implies that both TRPL and 
PL-CW metrics are good approximations to predict VOC 
and material quality. On the other hand, TRPL may provide 
early estimates of the doping concentration of the material. 
In addition, the voltage loss can also be quantified from 
doping concentration, and using the lifetime data to deter-
mine the minority carrier concentration of the material, as 
shown elsewhere.[38,39] Similar results are obtained using 
the calibration constant or minority carrier concentrations 
from lifetime data in most cases (see Section S6, Table S1, 
Supporting Information), disregarding NaF sample. The 
disagreement between these two methods in NaF sample 
is explained by the overestimation of doping concentration 
from C–V data, as detailed below. Overall, both methods can 
be used to obtain reasonable estimates of the open-circuit 
voltage of the devices.

The voltage loss distributions illustrated by the violin plot in 
Figure 6b lie within a narrow interval for statistical relevance, 
with maximum mean deviations of 10 and 20 mV for PDT and 
No PDT samples, respectively. These distributions indicate that 

fluctuations of FoMs have a low impact on device VOC for PDT 
samples. For absorbers with PDT, predicting ∆ OC

nonradV  by use of 
TRPL or PL-CW FoMs results in error margins below ±10 mV 
compared to device values. The voltage distribution captures 
such margins. Only in the case of a low-quality absorber with 
No PDT, the discrepancy exceeds 30 mV. The distribution tail 
for TRPL is two times larger than PDT; however, they do not 
cover the device terminal values.

A comparison with numerical simulations is shown in 
Figure S7 and Tables S2 and S3 of the Supporting Informa-
tion, supporting the good VOC prediction from TRPL param-
eters for RbF-treated samples. For NaF, numerical simulations 
and TRPL amplitude suggest about one order of magnitude 
lower doping concentration than estimated by the C–V tech-
nique. This is not surprising because the doping concentration 
extracted from C–V measurements could be altered by deep and 
shallow levels, the gradients (e.g., bandgap or doping) in the 
absorber, interdiffusion, and doping gradients in the absorber/
buffer interface, the method of extraction, and, in general, the 
properties of the heterojunction.[40–44] Hence, in many cases, 
the net doping density calculated from C–V is better conceived 
as an order of magnitude estimation rather than an accurate 
value of the real doping within the absorber. Overestimation of  
the lifetime due to trapping is less likely to occur mainly 
because we have obtained a very good match between TRPL 
FoM and terminal VOC of this device (Figure 6b).
Table 2 shows detailed balance and photovoltaic param-

eters for all samples. Given the good estimation of implied 
∆ OC

nonradV , e
LEDQ  can also be estimated experimentally according 

to Equation (2). The highest e
LEDQ  is ≈0.6% and 0.3% for best 

performing high temperature and low-temperature samples, 
respectively. For RbF-treated samples, the VOC is ≈80% of the 
ideal S–Q limit. The difference between OC

SQV  (calculated with 
a step-function EQE) and OC

radV  (calculated with experimental 
EQE) lies between 20 and 30 mV for RbF-treated samples 
such that any influence of tails or potential fluctuations is in 
the range of experimental values found for similar samples.[11] 
The lowest ∆ OC

nonradV  is 130 mV and the highest ≈e
LEDQ  0.6%  

(Steel), as mentioned previously. Both quantities are in good 
agreement with the ones calculated by quasi-Fermi level 
splitting through absolute PL analysis on samples of similar 
material quality.[11]

Among other factors (e.g., nonradiative recombination), 
Q LED

e  is a parameter dependent on the optical structure. Hence, 

Table 2. Detailed balance and photovoltaic parameters for all samples analyzed using average quantities from mapping. e
LEDQ  and ηint are calculated 

using iVOC estimated from TRPL FoM. A range is given for ηint corresponding to whether band tails absorption was considered or not. o
SQJ  is the 

detailed balance recombination current calculated from the convolution of the black body radiation and a step-function EQE whereas o
radJ  is the radia-

tive recombination current using the experimental EQE curve. EU stands for Urbach energy calculated by fitting the exponential absorption tail in the 
long wavelength edge of the EQE (fitting range is set to 0.1% and 3% of the EQE long wavelength edge).

Sample g
PVE [eV] EU [meV] o

SQJ  [mA cm−2] o
radJ [mA cm−2] OC

SQV [mV] OC
radV [mV] ∆ OC

nonradV  [mV] nid e
LEDQ  [%] ηint [%]

NaF+RbF Steel (HT) 1.097 13.9 1.94 × 10−14 3.67 × 10−14 855 834 130 1.22 0.65 26 to 33

NaF + RbF SLG (HT) 1.149 16.4 2.86 × 10−14 6.91 × 10−14 903 876 140 1.20 0.44 18 to 23

NaF + RbF SLG (LT) 1.154 15.4 2.35 × 10−14 4.43 × 10−14 908 887 153 1.23 0.27 11 to 17

NaF SLG (LT) 1.168 17.8 1.45 × 10−14 3.61 × 10−14 920 892 207 1.37 0.034 1.5 to 2.6

No PDT SLG (LT) 1.172 19.4 1.23 × 10−14 4.23 × 10−14 924 886 285 – 0.0016 <0.1
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optical modeling can be used to assess the fraction of the total 
recombination that is radiative, which is an excellent metric 
determining material quality. The internal radiative efficiency 
(ηint) evaluates such fraction. From optical modeling, ηint can 
be calculated as[35]

η η
η

=
+int

ext

ext abs escP P
 (3)

where η =ext e
LEDQ  and corresponds to the value determined 

experimentally and shown in Table 2. escP  and absP  are approxi-
mated through optical modeling, being functions of the geom-
etry, angle, and energy-dependent on the Fresnel coefficients at 
the front and back of the structure. escP  is the probability of an 
emitted photon to escape out of the front of the device whereas 

absP  is the probability for an emitted photon to be reabsorbed, 
averaged over the spontaneous energy distribution and uni-
formly distributed solid angle of internal emission.[35] Hence, 
ηint is a material quality metric that can be calculated from 
measurable (TR)PL parameters and optical modeling. With this 
approach (Equation (3)), ηint can be approximated without prior 
knowledge of the doping concentration and radiative recombi-
nation coefficient of the material.

absP  and escP  are obtained from previous calculations for 
CIGS under different scenarios.[45] For instance, considering 
a structure Mo/CIGS/CdS for which CIGS exhibits a band tail 
absorption ≈ 15 meV, absP  = 62.8%, and escP  = 2.1%. In this case, 
ηint  ≈  26% for the highest quality sample characterized here. 
By excluding band tail absorption, absP   = 83.5%, escP   = 1.4%, 
and ηint increases to ≈ 30%. The high values of absP  imply a 
strong photon recycling activity in CIGS even without an opti-
mized back reflector (about 30% back reflectance). However, 
for photon recycling to be important for VOC gain, ηint should 
be sufficiently high and ideality factors very close or equal to 
1 (originating mainly from bulk radiative recombination). 
Optical ideality factors (nid) were experimentally determined 
by the slope of PL-CW intensity as a function of the excitation 
power (I), i.e., PL ∝ nidI .[34] We measure nid between 1.2 and 
1.4 for PDT samples around one sun (Figure S8, Supporting 
Information). Optical ideality factors higher than one have 
been recently associated to metastable defects whose origin is 
still under investigation.[46] Therefore, despite that about 30% 
of the recombination is radiative, the voltage loss analysis and 
optical ideality factors suggest the material is still dominated by 
nonradiative recombination (in agreement with the results of 
Figure 4). Optimized back reflectors to maximize the reabsorp-
tion probability would provide negligible VOC benefits if applied 
to these structures.

3. Conclusions

We have shown PDT homogenizes spatial variations of car-
rier lifetime and overall PL intensity, with RbF and NaF-
treated samples exhibiting lower spatial variations compared 
to No-PDT. The maximum deviations from the mean in TRPL 
parameters are within ±20% and for the No-PDT sample ±40%. 
We find no correlation between PL and lifetime maps for PDT 
samples, and, in general, spatial variations in carrier lifetime 

maps are significantly lower than PL-CW. These findings high-
light the importance of directly measuring the carrier lifetime 
to prove spatial variations of the material quality, as this para-
meter is less sensitive to surface topography than PL-CW. TRPL 
figure of merit distribution is almost equivalent to the PL-CW 
figure of merit distribution for RbF-treated samples. For sam-
ples exhibiting larger dispersion (No PDT and to a lower extent 
NaF sample), TRPL detected more significant spatial variations 
over PL-CW, especially for No PDT sample, which exhibited 
about ±40% deviations from mean for TRPL and about ±20% 
for PL-CW.

Due to the relatively low (or comparable to bulk) recombi-
nation, we could not directly assess GB recombination under 
wide-field illumination. Nevertheless, the TRPL mapping 
experiments are sensitive to GB recombination in which PDTs 
improve the lifetime at grain interiors and grain boundaries. 
Indeed, the indirect evaluation of GB recombination suggests 
that GB recombination velocity is diminished upon PDT deposi-
tion, being remarkably low for Rb-treated samples (<60 cm s−1).  
Despite this low upper limit of GB recombination velocity, it 
is not excluded that GB could limit the effective lifetime of the 
material, thus device performance.

We have used power-dependent TRPL measurements to 
evaluate the injection conditions and suggested low injection 
for mapping of high-quality absorbers. The high-quality sam-
ples followed the expected transition from SRH to bimolecular 
recombination. It was more challenging to infer the injec-
tion conditions of the material for the low to medium-quality 
absorbers analyzed here (No PDT and NaF samples). Neverthe-
less, the comparable voltage losses calculated from continuous-
wave, pulsed illumination measurements, and terminal VOC 
confirm the validity of TRPL characterization to predict device 
performance (PDT samples) and within the limits of investigated 
samples. For high-quality samples, the carrier lifetime fluctua-
tions have a small impact on device performance (<10 mV).  
We have also shown how TRPL has the additional advantage 
of decoupling the contributions to the PL signal from doping 
concentration and lifetime. For NaF-treated absorbers, despite 
the complex trend of lifetimes with excitation power, TRPL 
parameters correlate strongly to VOC. This correlation and the 
relatively lower TRPL amplitude measured (as expected from 
comparison to other samples) suggest that C–V measurements 
likely overestimate the doping concentration of this material 
(supported by numerical simulations). Finally, we estimate 
about 30% of total recombination is radiative for the best sam-
ples (with optical ideality factors about 1.2), comparable to state-
of-the-art absorbers. Although there is a significant amount of 
photon recycling, the absorbers are still limited by nonradiative 
recombination; thus, photon recycling is not expected to yield 
relevant voltage gain.

4. Experimental Section
Samples Description: Double bandgap graded CIGS layers were 

deposited by multistage coevaporation on SLG and stainless-steel 
substrate with an alkali (or metal) diffusion barrier (SiOx) before Mo 
back contact coating in most samples (disregarding sample on SLG 
grown at high temperature which has no barrier, as described below). 
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Five samples were grown at two different temperatures (labeled LT 
at ≈450 °C and HT at ≈580 °C). Different alkali PDT were supplied in 
situ to the CIGS layers, namely: 1) NaF, 2) NaF + RbF with additional 
RbF supplied at the end of the third stage, i.e., in the so-called (In,Se) 
capping and 3) No PDT. The solar cells were finished with a chemical 
bath deposition of CdS (24 minutes for NaF and No-PDT and 14 min for 
NaF + RbF), RF sputtering of nonintentionally doped ZnO and ZnO:Al, 
and Ni–Al grids were deposited by e-beam evaporation. No antireflection 
coating was deposited onto the solar cells. For more information about 
the sample growth, PDT process, and fabrication of the solar cells, the 
reader is referred to the work of Nishiwaki and co-workers.[47,48]

Electro-Optical Characterization: I–V curves were measured using a 
four-terminal Keithley 2400 source meter under standard test conditions 
(25 °C, 1000 W m−2, AM1.5G illumination, ABA-class sun simulator). 
The I–V parameters of the solar cells are depicted in Table  2. External 
Quantum Efficiency was measured using a chopped illumination from 
a halogen light source, wavelength-selected with a double-grating 
monochromator. A halogen lamp light bias of about 0.2 sun intensity 
was applied during the measurements. A certified Si and calibrated Ge 
solar cells were used for calibration. C–V profiles were measured with 
an Agilent E4980ALCR meter at a frequency of 1 kHz. The sample was 
kept at 300 K. Carrier concentrations were extracted from the apparent 
doping curve (minimum), assuming an n+p junction.

Bandgap Determination: For VOC loss analysis from TRPL parameters 
(Section  2.4), Rau et  al. procedure was followed.[34] The bandgap 
definition derived by Rau is based on the QE derivative.

SIMS Measurements: Compositional depth profiles were measured 
by SIMS. The primary beam was 25 keV Bi+ with a total current of 0.6 
pA and a raster size of 50 × 50 µm2. The sputtering beam was 250 nA,  
2 keV O2

+ with an on-sample area of 300 × 300 µm2. Gallium to  
Gallium + Indium (GGI) depth profiles were determined by scaling the 
intensity of elemental traces with integral GGI values obtained from 
X-ray fluorescence.

TRPL Mapping: For TRPL measurements, the finished solar cells with 
no ARC deposited were etched (5 min in 5% of CH3CO2H) to remove 
ZnO:Al and ZnO layers, resulting in a CdS/CIGS/Mo layer structure. As 
previously shown by Metzger et al.[18] and suggested by Weiss et al.,[19] 
the presence of CdS has a minor or null impact on the TRPL decay. The 
CdS coverage allowed stable optoelectronic response over long periods 
and access to device parameters for the same absorber where TRPL 
mapping was performed. For each sample, several maps (>5) have been 
measured in different locations of the solar cell area, exhibiting similar 
TRPL parameters and characteristic features.

A MicroTime 100 system coupled to a detection unit from 
PicoQuant was used for TRPL mapping. The setup comprises an 
upright microscope and FluoTime 300 unit including detection optics, 
monochromator, and an InGaAs-based photomultiplier detector  
(950–1450 nm) from Hamamatsu (H10330A-45). For microscopic 
mapping, the objective is coupled into a fine piezoscanner with 
nm-spatial resolution. For photon counting, PicoQuant TCSPC cards in 
the long-range mode were employed to avoid pile-up effects. A long-range  
20 × objective optimized for the NIR transmission (Olympus 
LCPLN20XIR) was used with a numerical aperture of 0.45. A detection 
fiber of 50 µm acting as a pinhole collects the light coming from the 
objective to the entrance of the monochromator. The optical resolution 
is ≈2 µm. Wide-field illumination was set by focusing the excitation 
beam to the objective’s back focal plane, and a collimated beam was 
projected on the sample to achieve low injection conditions. The beam 
size was about 130 µm (“13.5% metric”), as measured by a NanoScan2 
beam profiler. A Laser of 639 nm with <100 ps pulse duration was used 
as an excitation source with frequencies between 70 kHz and 5 MHz. 
The excitation was varied in the range of 1 × 1011 to 2 × 1012 photons cm−2  
pulse−1 (estimating sample reflectance R  = 20% for thin CdS and 
about 10% for thick CdS samples). For the lowest photon density for 
mapping (≈ 3 × 1011 cm−2 pulse−1), the initial injection was 8 × 1015 cm−3  
assuming α  = 6 × 104 cm−1.[49] After few nanoseconds (<10 ns), the 
carriers redistribute over a region of 1.5 µm. Thus the carrier density 
reduces to about 2 × 1015 cm−3. Continuous-wave PL maps were also 

performed, adjusting the light intensity to obtain the same carrier 
density calculated for pulsed measurements (using average light 
intensity). Decays (or continuous wave PL measurements) at each 
pixel were spectrally integrated.

The lowest count rate for mapping used was higher than 20 000 counts s−1.  
Dwell times between 20 and 250 ms per point result in 15–120 min for 
a map of 80 × 80 µm and 128 × 128 pixels. Decays at each pixel were 
fitted to a single or double exponential employing maximum likelihood 
algorithms with SymphoTime 2.4 software from PicoQuant.[50–52] 
All fitted parameters with two exponentials are averaged following 

∑
∑

τ
τ
τ

=avg

2A

A
i i i

i i i
 where i is the number of exponentials. Another definition 

for average lifetimes is often used, i.e., 
∑
∑

τ
τ

=avg,amp
A

A
i i i

i i
. The latter 

formula is more sensitive to the first part of the decay, whereas the 
former formula is more sensitive to the longest part of the decay. 
Deviations in the average lifetime below 30% were detected by the use of 
one or another formula. Such deviations are significant but with minor 
impact on the trends exhibited in power-dependent measurements and 
reasonable for VOC prediction. For mapping at low injection, a single 
exponential fit was performed for simplicity (neglecting irrelevant 
changes in transients at long times) whose values lie roughly between 
the two average formulas shown before. See Figure S9 of the Supporting 
Information for the deviations expected for each lifetime formula in all 
samples. Similar standard deviations were obtained compared to any 
lifetime distribution, resulting only in magnitude deviations within the 
range mentioned before (maximum magnitude deviations of 30%). τ 
refers to the effective carrier lifetime from a single exponential fit, and 
τavg stands for the effective carrier lifetime calculated from biexponential 
fit (equation above).

Drift-Diffusion Simulations: TCAD simulations were carried out using 
Sentaurus tool from Synopsys.[53] 1D simulations are used for I–V and 
TRPL simulations (without GB recombination). I–V simulations implement 
ohmic boundary conditions at both contacts. For TRPL, zero current at 
the contacts was set to emulate open-circuit conditions. Front and back 
surface recombination velocities were neglected. Carriers are expected to 
drift and diffuse to the so-called notch faster than 10 ns, and recombination 
at surfaces is inhibited due to the front bandgap grading (+ CdS layer),[19] 
and the back bandgap grading.[25] Therefore, the overall decay was expected 
to be dominated by the notch properties. A pulse of some tenths of ps  
(640 nm wavelength) was implemented with energy corresponding to the 
one used in the experiments. The CIGS absorber bandgap grading was 
modeled with the corresponding absorption coefficient dependence[49] 
based on the GGI depth profile obtained from XRF-calibrated SIMS 
measurements (see Figure S10, Supporting Information). More details and 
material parameters can be found elsewhere.[45]

TRPL simulations were performed on a 200 µm length structure with 
1 µm absorber thickness (no bandgap grading included) to evaluate 
GB recombination. A centered boundary condition was set to emulate 
different grain boundary recombination velocities. The illumination 
source was a Gaussian beam of 640 nm and 130 µm width centered 
at the GB. TRPL curves were extracted by integrating the radiative 
recombination over columnar regions of different lengths (e.g., optical 
resolution) centered at the GB.
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