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Abstract

The structure of boundary layers (BLs) and wall heat flux is investigated
as they evolve during the compression stroke in an optically accessible,
single-cylinder research engine of passenger-car dimensions with a typical
four-valve pent-roof design operated at motored and throttled conditions.
Three-dimensional Direct Numerical Simulations (DNS) of the compres-
sion stroke were carried out, which enable full resolution in space and
time of all flow and temperature field structures in the entire domain,
including the BLs. Since the high computational cost precludes calcula-
tion of the scavenging cycle, scale-resolving simulations were employed
to provide initial fields for the DNS at intake valve closure. The analysis
revealed that BLs deviate from ideal scaling laws commonly adopted in
algebraic wall models, and that the non-zero streamwise pressure gradi-
ent correlates with changes in the near-wall profiles. Phenomenologically,
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2 ICE boundary layers

such deviations are similar to those for developing BLs, and in particu-
lar for impinging flows. The momentum BL structure was found to be
affected by the large-scale bulk flow motion, in contrast to the ther-
mal BLs which exhibit a more structured behavior following the density
increase due to compression. Inspection of the heat flux distribution con-
firmed the similarity between the flow and heat flux patterns and iden-
tified regions of intense heat flux, mainly in locations of strong directed
flow towards the wall. The improved characterization of the boundary
layer structure and its evolution during the compression stroke not only
constitutes an important step towards improved understanding of near-
wall phenomena in internal combustion engines, but the vast dataset
also serves as a database for development of improved wall models.

Keywords: direct numerical simulation, internal combustion engine,
boundary layer, wall heat transfer, near-wall scaling

1 Introduction

The gas motion inside the combustion chamber of internal combustion engines
(ICEs) has a profound influence on the overall engine efficiency and perfor-
mance. The formation of both large- and small-scale flow patterns is the result
of a series of complex interacting phenomena taking place during engine oper-5

ation (intake valve jets, compression/expansion, interaction with the chamber
walls etc.), rendering its understanding one of the most challenging tasks in
technical applications today [1–4].

Not surprisingly, the importance of near-wall phenomena in ICEs was rec-
ognized early on and has attracted considerable interest over the years, mainly10

due to their direct relation with the engine heat losses [5]. Characterization
of near-wall processes within the BL has become possible with significantly
improved spatial and temporal resolution by recent advances in optical diag-
nostics techniques. Detailed insights into the BL structure and its coupling
with the in-cylinder flow can be found in [6–9] where a combination of high15

speed particle image velocimetry (PIV) and particle tracking velocimetry
(PTV) was used. These techniques allow for the characterization of the two-
dimensional velocity field and the identification of small vortical structures
within the boundary layer that promote fluid exchange with the bulk flow.

In parallel, the establishment of scale-resolving methodologies for the study20

of ICE flows enabled the fundamental exploration of in-cylinder physical pro-
cesses [10], but at the same time revealed the need for detailed validation data
for further model development and testing. To address this need, experimental
groups focused on building “modeling-friendly” experimental setups, featuring
well-characterized geometries and boundary conditions. The two most promi-25

nent ones are the Transparent Combustion Chamber (TCC) engine of the
University of Michigan, [11] and the TUDa engine at TU Darmstadt [12].
The main difference between the two lies on the cylinder head geometry: a
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flat, pancake-shaped design promoting a swirling in-cylinder flow and a more
complex, pent-roof geometry inducing a strong tumble flow, respectively.30

With the abundance of high-quality validation data, substantial numeri-
cal work has been conducted on the wall-guided cylinder head variant of the
TUDa engine at motored operation: Baumann et al. [13] compared predictions
from 50 LES cycles with Particle Image Velocimetry (PIV) data for two grid
resolutions, showing good agreement for the phase-averaged and RMS veloci-35

ties. Di Mare et al. [14] used the same setup to characterize the adequacy of
various LES quality metrics, while Nguyen et al. [15] used two numerical codes
to investigate the influence of grid structure and numerical schemes, observ-
ing comparable results for both approaches. Janas et al. [16] compared LES
predictions to both PIV data from the engine as well as to Magnetic Reso-40

nance Velocimetry data in the valve seat region of a static dummy setup to
study the inflow conditions. Additionally, a method to quantify the tumble
breakdown process was proposed using a small number of cycles. He et al. [17]
examined the anisotropy of the in-cylinder turbulence, observing a high degree
during the intake stroke, whereas the compression stroke was found to be more45

isotropic up to the initiation of the tumble breakdown that introduced addi-
tional anisotropic structures. Buhl et al. [18] compared different approaches of
modeling the intake and exhaust ports. For the three variants tested, no sig-
nificant influence on the accuracy of the predicted flow fields was found at the
considered turning speed of 800 rpm. Janas et al. [19] also performed LES of50

a reactive operating point in order to study the penetration of the flame into
the top-land crevice, highlighting the necessity of including the crevice volume
in numerical simulations for Bowditch-type optically accessible engines.

Wall modeling has become a focal point in contemporary LES and
highlighted as a key technological aspect towards simulating realistic engi-55

neering applications (e.g. [20, 21]). Much of the recent work focuses on high
Reynolds number academic configurations or aerodynamically motivated test
cases, while ICE applications are comparatively less studied. The challenging
near-wall region is often treated using wall functions. Even in academic wall-
modeled LES (WMLES), best practices are still being established as modeling60

errors result from different hypotheses and require different remedies [22]. Fur-
thermore, compared to wall stress modeling, wall heat transfer models are
much less developed [20]. This relates especially to complex flow locations
where the Reynolds analogy (typically assumed in algebraic wall functions) is
not applicable, i.e. where wall heat flux and wall shear stress are not corre-65

lated, as was shown in a recent LES study of pulsed hot jets impinging on a
cold wall [23].

Beyond well-known global correlations (e.g. [24–26]) and algebraic mod-
els (e.g. [27–30]), a modern approach in LES is based on simplified forms
of the momentum and thermal turbulent boundary layer equations (TBLEs)70

within the inner part of the BL [21]. Approaches are either based on equi-
librium assumptions (akin to many algebraic wall functions), or attempt to
account for non-equilibrium effects (e.g. [31, 32]). Recent developments also
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include novel approaches such as boundary layer parametrization [33, 34] and
slip-wall boundary conditions [35]. While near-wall scaling improvements have75

been achieved in compressible configurations with near-wall material property
variations [36, 37], the unique phenomenology surrounding ICE boundary lay-
ers results in a much more challenging setup. Specifically, near-wall structures
are conspicuously governed by impingement and ejection processes, resulting
in considerable departure from conventional developed boundary layers (e.g.,80

[38]).
Recent advances in scalable computational methods and tools, as well as the

availability of high-performance computing, have enabled application of direct
numerical simulations (DNS) to engine-relevant geometries [39]. However, the
need for sophisticated tools that combine highly accurate spatio-temporal dis-85

cretization schemes with the geometric flexibility to capture the ICE geometry,
has made such studies rare. More importantly, the associated computational
cost has limited those studies to simplified geometries and to conditions which
are far from those encountered during normal engine operation. In spite
of these limitations, fundamental knowledge has been acquired and unique90

datasets for model development and validation have been generated. Specif-
ically with respect to boundary layers in ICEs, [38, 40–43] report on the
structure of the near-wall velocity and temperature profiles and the impact of
wall heat transfer on the evolution of temperature stratification in the bulk.

Current views and points of further development are illustrated by two95

recent wall-modeling studies, employing reference data from experiments [44]
and DNS [45]. Both studies strongly indicate the inapplicability of standard
wall laws for ICEs. The first study implies that incorporating non-equilibrium
effects like the wall-parallel pressure gradient results in improved wall fric-
tion and heat transfer predictions. In the scale-resolving numerical study100

[45], the DNS near-wall scaling was recovered quite well when a zonal
LES/RANS hybrid was combined with a non-equilibrium TBLE model. The
model attempts to probe the near-wall vicinity and shape near-wall profiles
based on the indicated surrounding flow type.

While such results are promising, the type of non-equilibrium model opti-105

mal to ICE remains an open question. Moreover, both studies face limitations:
the experimental data used in [44] are limited in terms of spatial extent and
only ensemble-averaged inputs were employed. The numerical study [45] pro-
vides a more complete overview of its physical domain, but the setup is a
strongly simplified engine configuration. In addition, the Reynolds numbers110

in both studies are below the expected range of either high speed (automo-
tive) or large (marine) engines. A wealth of a priori information is available
purely from the analysis of high-fidelity experimental or numerical datasets.
However, for use in engine CFD, a posteriori work is additionally mandated by
the documented dependence between numerics and wall-modeling approaches115

[20]. In other words, data-driven hypotheses and models derived therein need
to be tested in actual wall-modeled LES configurations. As it stands, the lack
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of scale-resolving, modeling-focussed studies in the most engineering-relevant
conditions forms a clear research gap.

1.1 Study objectives and adopted workflow120

The engine configuration used in this work is the optically-accessible, single-
cylinder engine of TU Darmstadt, which has been designed to provide
well-defined boundary conditions and reproducible operation [12]. The engine
is equipped with a four-valve cylinder head and an inlet duct designed to create
a tumble flow. The present study focuses on motored operation at an engine125

speed of 800 rpm and intake pressure of 0.4 bar. The bulk Reynolds number
based on the bore, the mean piston speed and air viscosity evaluated at the
wall temperature, indicative of the large scale flow, is Re = BVp,mean/νair =
16, 847. For the experimental characterization of the in-cylinder flow, a com-
bined PIV/PTV setup was used to simultaneously capture the crank angle130

resolved flow above the piston at high resolution, as well as that of the global
flow [6, 12].

The main objective of this work is to investigate the structure of the
momentum and thermal boundary layers as they evolve during the compres-
sion stroke in the spray guided variant of the TUDa engine using DNS. Due135

to computational cost limitations, the simulation of the gas exchange pro-
cess at realistic conditions is still beyond reach for DNS. In order to generate
representative initial conditions, a workflow exploiting the complementarity
between experiments and different simulation methodologies has been adopted
as shown schematically in Fig. 1.140

Multiple consecutive cycles were simulated using scale-resolving method-
ologies to acquire a sufficient statistical sample that allows comparison with the
available experimental data. The extracted phase-averaged flow field was com-
pared against the corresponding multi-cycle PIV measurements to ensure that
the model captures adequately the major flow features throughout the cycle.145

The intake stroke of a single cycle was then simulated on a refined grid in order
to generate an initial condition for the DNS at intake valve closure (IVC) with
low modeled contribution. This is an essential step in the process, since the sim-
ulation of multiple cycles of the full gas exchange (i.e. including the intake and
exhaust strokes) for such a complex geometry and conditions using DNS car-150

ries a currently impractically high computational cost. Indicatively, previous
multi-cycle simulation campaigns on the TCC engine [46] employing similar
numerical methodology (albeit not DNS) exhibited a highly uneven computa-
tional cost distribution throughout the cycle, with the gas exchange process
accounting for 85% of the total simulation time, attributed mainly to stringent155

resolution (and correspondingly time step) requirements to adequately resolve
the high velocity valve jet flow.

Following the successful initialization at IVC, the evolution of all relevant
time and length scales during the compression stroke are simulated with DNS
in Sec. 3, providing much needed data for the physical understanding of the160
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complex interaction of the flow and temperature in the bulk as well as in the
wall vicinity.

Fig. 1: Schematic representation of the adopted workflow to generate initial
conditions for the DNS of the compression stroke.

2 Multi-cycle scale-resolving simulations

Scale-resolving simulations (SRS) preceding the DNS were carried out for the
TUDa engine geometry in two configurations: SRS1 is a multi-cycle simulation165

with a relatively coarse grid, while SRS2 denotes an intake stroke simulation
with a finer grid. A total of 28 consecutive cycles were computed in SRS1, of
which the first three were discarded to remove the initial condition influence,
similar to [47]. From the remaining 25 cycles, the field of the third cycle at
TDC (360 crank angle degrees (CAD), i.e. at end of the exhaust stroke) was170

mapped onto the fine grid and used as a starting point for SRS2, whose purpose
is to generate the initial condition for the DNS at inlet valve closure (IVC at
590 CAD) with a low modeled contribution. The methodology for SRS1 and
SRS2 is briefly presented in Sec. 2.1, followed by a comparison between SRS1
and PIV measurements in Sec. 2.2.175

2.1 Numerical methodology

The STAR-CD v4.30 finite volume solver is used in conjunction with the es-
ICE plug-in to account for the mesh motion. The large intake and exhaust
runners are meshed at a resolution of 2 mm. Mesh resolution is gradually
refined towards the valves, while the in-cylinder cell size is set to 1 mm for180

SRS1 (similar to [47] and [14]), and 0.5 mm for SRS2, leading to an overall cell
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count at BDC of 1.4×106 and 7.0×106, respectively. For both cases, a prism
layer of thickness 0.2 mm at the walls results in y+ = O(1) through most of
the cycle, with values of y+ = O(10) expected during late compression.

The monotone advection reconstruction scheme (MARS) is used for spa-185

tial discretization with compression levels of 0.5 (SRS1) and 0.75 (SRS2),
where a higher value denotes better ability to capture sharp discontinuities.
In both cases, STAR-CD employs a temporal scheme based on the fully-
implicit Euler scheme and explicit deferred correctors. The pressure-implicit
splitting of operators (PISO) method is used for the pressure-velocity cou-190

pling. We note that in scale-resolving CFD simulations, it would be ideal to
employ high-order numerical schemes. While some successful efforts in specific
numerical frameworks have been presented in the literature (e.g. [48]), higher
order numerics are scarce in scale-resolving ICE simulations due to grid com-
plexity [49]. Time-varying pressure and temperature conditions are applied at195

the intake and exhaust boundary, derived from a GT-power model that was
validated by means of phase-averaged pressure measurements [50]. The main-
tenance temperature of Tw = 333 K is applied as a Dirichlet condition on all
wall boundaries.

In SRS1, a delayed detached eddy simulation (DDES) methodology based
on the low-Reynolds k − ω SST model is adopted in its standard form. A
similar approach was successfully employed by Hasse et al. [51] in a simplified
engine setup. As the near-wall grid resolution is not always within the low-
Reynolds region of applicability, the wall boundaries are treated with a hybrid
wall model

τw = (1− ξ) τLR
w + ξτHR

w (1)

where superscripts LR and HR refer to low-Reynolds and high-Reynolds defi-200

nitions, respectively, and the blending factor ξ is determined via a first estimate
of y+ using Spalding’s law [52]. A similar blending procedure is incorporated
for the wall heat flux model. The higher-resolution SRS2 employs wall-modeled
LES (WMLES) using a transported ksgs model for the unresolved scales. The
built-in wall stress and heat transfer models by Plensgaard and Rutland [53]205

in Star-CD are used in their original formulations with modeling constants
cmw = 0.01 and chw = 0.8. It should be pointed out that the SRS1 and SRS2
computations employ fairly basic wall models and there is a need for improved
models in engine configurations. However, models involving, for example, non-
equilibrium effects are far from mainstream in contemporary scale-resolving210

simulations of engine flows.
The simulations were performed with time steps of 0.025-0.05 CAD (SRS1)

and 0.01-0.02 CAD (SRS2). The computational cost for a single cycle of SRS1
was about 1,070 CPU core-hours (ca. 15 wall-clock hours on 72 cores), while
SRS2 expended about 12,000 CPU core-hours between 380 and 590 CAD.215
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2.2 Flow field comparison between SRS1 and PIV
measurements

The multi-cycle SRS1 simulation is compared with the ensemble-averaged PIV
measurements to ascertain that the main flow features in the process are suit-
ably represented by the computation. For this purpose, the flow fields are220

quantitatively compared. Instead of observing flow profiles at specific lines
(akin to [47]), the entire PIV field of view (FOV) is used for comparison. PIV
flow field data has been measured at two planes, the spark plane (y = 0) and
the valve plane (y = −19 mm).1

The phase-averaged simulated flow field from SRS1 is interpolated onto the
PIV grid, yielding vector fields that can be directly compared. The vector field
correspondence is quantified using the relevance index (RI) [54] and magnitude
index (MI) [55]

RI =
⟨uSRS1⟩ · ⟨uPIV ⟩
||uSRS1|| · ||uPIV ||

(2)

MI = 1− ||⟨uSRS1⟩ − ⟨uPIV ⟩||
||⟨uSRS1⟩||+ ||⟨uPIV ⟩||

(3)

where angled brackets denote phase-averaging and velocity field components225

on the x− z-plane are considered. RI ∈ [−1, 1] denotes the orientation corre-
spondence between vector fields, while MI ∈ [0, 1] is determined through both
orientation and magnitude correspondence. Hence, RI = 1 represents perfect
correspondence in orientation, while MI = 1 denotes perfect correspondence
in both orientation and magnitude. In practice, MI is a more stringent metric,230

as noted in [56].
Figures 2 and 3 display the phase-averaged planar velocity fields from SRS1

and PIV, along with local RI and MI values at mid-compression (630 CAD).
During compression, the dominant tumble vortex is well represented by SRS1
on both observation planes. As can be noted in the RI plot, the flow orientation235

correspondence is particularly strong. Furthermore, the local metrics highlight
the slight inaccuracy in the vortex centre positioning, represented by the region
of low RI and MI values.

Flow field correspondence varies with time, as displayed in Fig. 4 at
480 CAD exhibiting similarity of the large-scale flow features with different240

strengths of the intake jets. The correspondence is exemplified in Figs. 2-4
for the entire gas exchange process, while Fig. 5 depicts the average RI and
MI values on the spark and valve planes. Correspondence between SRS1 and
PIV is generally highest during mid-intake and mid-compression. It should be
noted however, that as the PIV field of view changes with piston position, a245

smaller fraction of the flow field is analyzed close to TDC.
To summarise, the SRS1 and PIV velocity fields have very good orientation

correspondence, while in terms of magnitudes the match is slightly inferior.
The results suggest that the main flow features are adequately captured by

1The z-axis is in the cylinder center and points to the piston, while the x-axis is directed from
the intake to the exhaust side; the valve plane cuts through both intake and exhaust valves.
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Fig. 2: Top: comparison between phase-averaged mean flow fields in the SRS1
computation (25 cycles) and PIV measurement (74 cycles) in the spark plane,
midway through the compression stroke at 630 CAD. Bottom: local values of
the relevance index (RI) and the magnitude index (MI) for the velocity fields;
their mean values are denoted by angled brackets.

the LES, as expected from previous studies with similar grid resolutions [47],250

forming a good baseline for SRS2 and the subsequent DNS.

3 DNS of the compression stroke

3.1 Numerical methodology

In the DNS, the governing equations are discretized in space using the spec-
tral element method [57] in a computational domain that is split globally255

into unstructured conforming hexahedral elements, while locally the geometry
and solution are expressed as 7th-order tensor product Lagrange polynomi-
als evaluated at the Gauss-Lobatto-Legendre (GLL) quadrature points [57].
Combining the high-order accuracy of spectral methods with the geometric
flexibility of finite elements, the method is perfectly suited for high-fidelity260
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Fig. 3: Top: comparison between phase-averaged mean flow fields in the SRS1
computation (25 cycles) and PIV measurement (74 cycles) on the valve plane,
midway through the compression stroke at 630 CAD. Bottom: local values of
the relevance index (RI) and the magnitude index (MI) for the velocity fields;
their mean values are denoted by angled brackets.

simulations in complex geometries. The discretized equations are integrated
in time using Nek5000 [58], a highly-efficient and massively parallel low-Mach
number flow solver, which has been used to perform DNS and WRLES studies
of engine-relevant phenomena [38, 40–43, 46, 59, 60].

In contrast to Star-CD, Nek5000 requires a conformal hexahedral grid,265

a precondition that renders this task highly non trivial. In-house algorithms
were developed and used in combination with Trelis [61] for the generation of
computational grids that accurately capture the complex geometric features of
the engine, while satisfying the necessary mesh quality criteria. The grids were
constructed by meshing the cylinder head volume with tetrahedral elements,270

which were subsequently split into conforming hexahedra. Next, for the grid
generation for the cylinder and crevice volumes, the mesh at the lower surface
of the head was extruded axially to form tensor-product element layers that can
accommodate the vertical mesh deformation due to the piston motion without
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Fig. 4: Comparison between phase-averaged mean flow fields in the SRS1
computation (25 cycles) and PIV measurement (74 cycles) on the spark (left)
and valve plane (right) during the intake stroke at 480 CAD.

Fig. 5: Evolution of the average RI and MI values between SRS1 and the
experiment throughout the intake (360 to 540 CAD) and compression (540 to
720 CAD) strokes.

high distortion. In order to ensure that the momentum and thermal boundary275

layers are fully resolved, additional refinement layers were added close to the
walls. Finally, a Laplacian smoother was applied to improve mesh quality.

Following this approach, in order to ensure adequate resolution throughout
the cycle, where the flow Reynolds number increases and the turbulent scales
become smaller during compression, two grids with 1.6 million and 2.1 million280

spectral elements were constructed, resulting in 560 million and 714 million
unique grid points, respectively, for the employed 7th-order polynomials. An
average mesh resolution of 40 µm was attained in the bulk, with the first grid
point located at most 5 µm away from the walls. A posteriori computation of
the wall shear stress confirmed that y+ values much lower than 1 were attained285

at all times.
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The Arbitrary Lagrangian Eulerian (ALE) formulation [62] was used to
account for the mesh motion, where the mesh velocity is a linear function with
a value equal to the instantaneous piston velocity on the piston and decreas-
ing to zero at the cylinder liner top. The first mesh was used from the intake290

valve closure at 130o bTDC (590 CAD) up to 40o bTDC (680 CAD) and the
second grid from 680 CAD onwards. A scalable high-order spectral interpo-
lation was employed in order to advance the solution from one grid to the
next without compromising the high-order accuracy of the method. A high-
order temporal integration splitting scheme for low-Mach number flows was295

used [63], where the hydrodynamic equations are advanced with a backward
difference/characteristic-based time-stepping algorithm developed for the ALE
method [64] allowing to overcome the Courant-Friedrichs-Lewy (CFL) restric-
tions imposed by standard schemes such as backward difference/extrapolation.
Using this approach, variable time step sizes ranging from 0.2 to 0.5 µs where300

achieved, or equivalently from 1100 to 450 time steps/CAD for the engine speed
considered here. The total computational cost was close to 2.3 million CPU
core-hours using up to 51,328 cores on the Argonne Leadership Computing
Facility Knights Landing system Theta.

3.2 Comparison between LES and DNS305

Fig. 6: Vectors and magnitude of instantaneous velocity on the tumble plane:
comparison between SRS2 (left) and DNS (right) at (a) 60o bTDC and (b)
30o bTDC. The crevice is only partially depicted.



Springer Nature 2021 LATEX template

ICE boundary layers 13

Figure 6 compares velocity vectors superimposed on the contour plots of
the velocity magnitude on the tumble plane for the SRS2 (left) and the DNS
(right) at two time instants during compression. The flow fields at 60o bTDC
(Fig. 6(a)) correspond to a time approximately halfway through the compres-
sion stroke. At both time instants, a distinct clock-wise tumble motion can be310

discerned, which results from the strong intake flow and the pent-roof cylinder
head geometry. As expected, the DNS exhibits additional small-scale struc-
tures, which are formed as the high wavenumber part of the energy spectrum
(fully resolved in DNS but filtered in LES) is increasingly populated during
compression. The consequence of the absence of small-scale turbulent struc-315

tures is more pronounced later in the cycle as the simulation progresses towards
TDC (Fig. 6(b)), where the Reynolds number is higher due to compression. In
the SRS2 flow field the distinct tumble motion still persists, as opposed to the
DNS where the tumble breakdown has already commenced. More details on
the tumble vortex formation and the large-scale flow evolution in this engine320

can be found in [65].

3.3 Boundary layer evolution

3.3.1 Averaging procedure

The investigation of the flow evolution inside an ICE with DNS offers a unique
opportunity for fundamental understanding of the relevant phenomena with-325

out relying on the individual models to account for sub-filter scale dissipation,
wall shear stress and heat flux. On the downside, a single compression stroke
was simulated due to the high computational costs of DNS. Hence, the results
obtained suffer from the lack of comprehensive statistical significance, since
only a single snapshot of the system state at each CAD can be provided, in330

contrast to the phase-averaging performed over many cycles in the experiments
and SRS1. While the single-realization strategy adopted in the DNS is ade-
quate for investigating in detail the flow topology and phenomenology, it is not
sufficient to analyze the evolution of boundary layers during compression. To
alleviate this difficulty, as an alternative to phase averaging over many cycles,335

a spatial averaging procedure was assessed with the help of the multi-cycle
scale-resolving simulation (SRS1).

In most studies investigating boundary layers in canonical configurations,
the adoption of spatial averaging techniques, in combination with time- and/or
phase-averaging, is a common practice, since it allows for the reduction in the340

total simulation time needed to obtain converged statistics. A necessary first
step in the process is the identification of a homogeneous direction, namely a
direction where the flow exhibits similar properties, along which spatial aver-
aging can be performed. Such directions are for example the azimuthal and
stream-wise directions in the study of circular pipes [66], or the stream-wise345

and spanwise directions in channel flows [67]. In a complex flow such as that
inside an ICE, such an averaging direction is not obvious. The cross-tumble



Springer Nature 2021 LATEX template

14 ICE boundary layers

Fig. 7: Spatial averaging procedure employed for the extraction of bound-
ary layer quantities from the DNS data: (a) near-piston stream-wise velocity
profiles extracted from SRS1 using phase- (black lines) or spatial (gray lines)
averaging, (b) schematic of the tumble direction with respect to the averag-
ing planes employed in this work, and (c) instantaneous wall-parallel velocity
component 1 mm away from the piston surface obtained from the DNS data.
The blue rectangles in (b) and numbered black rectangles in (c) denote sam-
pling domains referenced in the text.

(spanwise) direction was considered as a good candidate for the pent-roof cylin-
der head geometry considered here, and the rest of this section attempts to
elucidate and justify this choice.350

We start by examining the correspondence between a single cycle and
the multi-cycle process. For SRS1, Fig. 7(a) displays the wall-normal pro-
file of the piston-parallel velocity component formed through two processing
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methods: (i) phase-averaging from the multi-cycle simulation at the central
plane (similar to the processing of measurements), and (ii) spatial averaging355

of instantaneous fields from individual cycles. The results indicate that for the
majority of the 25 cycles, the velocity profiles obtained by spatial averaging
in the spanwise direction correspond well with the mid-plane, phase-averaged
one. It should be acknowledged that there is substantial cycle-to-cycle variation
in the large-scale tumble flow, inducing variation in both near-wall velocities360

and their spatial homogeneity. It is argued however that, while the DNS data
cannot provide statistics fully equivalent to phase-averaging, the flow field is
sufficiently representative of the multi-cycle process for further analysis and a
meaningful comparison with experiments.

To further examine the sensitivity to the sampling domains, the spatial
flow variation is considered from several perspectives. First, the sensitivity of
the near-wall flow statistics to the post-processing domain size was examined.
Figure 8 presents normalized and scaled wall-parallel velocity profiles as a
function of the distance from the piston for different time instants during
compression and for three sampling domains of different size centered at the
cylinder axis. The inner scaling has been adopted for the transformation from
physical to wall-normal units, where the scaled wall-normal coordinate is

z+ =
z

νw
uτ (4)

and the scaled velocity

u+ =
u

uτ
(5)

with uτ =
√

τw/ρw the friction velocity, τw = µw∂ux/∂z the wall shear stress
with µw, ux the dynamic viscosity and stream-wise velocity component respec-
tively, and ρw, νw the gas density and kinematic viscosity at the wall at the
fixed coolant temperature of 333 K. The black dashed lines in Fig. 8(b) and
in all subsequent figures represent the so-called law of the wall defined as [68]

u+ =

{
z+ if z+ < 10

1/κ ln z+ +B if z+ > 10
(6)

where, κ = 0.41 is the von Karman constant and B = 5.2 the log-law constant.365

The top, middle and bottom rows correspond to data sampling regions of
increasing size. As can be observed, qualitatively similar trends are overall
obtained for both the normalized and scaled velocities across different sampling
domain sizes. The scaled profiles for the small sampling region in the upper
right graph of Fig. 8 constitute an exception, indicating that the sample size370

for this region is small, such that localized flow patterns are pronounced in
the collected statistics, as opposed to very similar profiles obtained for the two
larger regions. Unless otherwise noted, the largest region (covering 3×6 cm2 of
the piston surface area) was used to collect near-wall statistics on the piston
surface.375
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Fig. 8: (a) Normalized and (b) scaled wall-parallel velocity profiles as a
function of the distance from the piston surface for sampling domain size of
1×2 cm2 (top), 2×4 cm2 (middle) and 3×6 cm2 (bottom).

3.3.2 Momentum boundary layer

Having established a post-processing workflow to extract near-wall statistics of
the wall-parallel flow, we now compare the statistical behavior of the velocity
profiles with those obtained from experiments. The evolution of the momen-
tum boundary layer close to the piston surface as compression progresses is380

shown by the solid curves in Fig. 9 together with the corresponding profiles
from the optical measurements (open symbols). Increasing velocity gradients
are observed near the wall as a result of the decreasing kinematic viscosity and
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the consequent increase in the Reynolds number, indicating that the boundary
layer becomes thinner during compression (Fig. 9(a)). Furthermore, in con-385

trast to canonical flow configurations no steady mean flow inside the cylinder
exists and the velocity outside of the boundary layer (for example, at z = 1
mm) changes during compression, adapting to the continuously varying bulk
flow due to the presence of the transient tumble motion within the cylin-
der. Overall, a good agreement is evident between the DNS and experimental390

data, especially considering the different approaches used to extract them (i.e.
spatial vs. phase averaging).
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Fig. 9: Wall-parallel velocity profiles, normalized with the mean piston speed,
as a function of the distance from the piston surface at different CAD during
compression: (a) dimensional values, (b) inner-scaled values (Eqs. 4-5), (c)
semi-local scaled values (Eqs. 7-8). The open symbols in all figures denote the
experimental measurements [6] and solid lines represent the DNS results. The
black dashed lines denote the profiles predicted by the law of the wall (Eqs. 6
and 9 for (b) and (c), respectively).

The scaled velocity profiles shown in Figs. 9(b) and (c) exhibit a rather
universal behavior, especially when the density variation inside the boundary
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layer is taken into account in the case of semi-local scaling

z∗ =
z

ν

√
τw
ρ

, (7)

u∗ = u

√
τw
ρ

−1

(8)

with the corresponding law-of-the-wall

u∗ =

{
z∗ if z∗ < 10

1/κ ln z∗ +B if z∗ > 10
(9)

where again, κ = 0.41 and B = 5.2. Indeed, curves corresponding to different
time instants during compression collapse, albeit at values which differ signifi-
cantly from those predicted by the law of the wall. They approximately follow395

the viscous sub-layer linear trend and start deviating thereafter, leading to
values of up to 80% lower in the logarithmic region. In particular, the viscous
sub-layer extent, commonly defined as the distance beyond which the scaled
velocity profiles are not linear, depends heavily on whether the density vari-
ation across the boundary layer is taken into account. A comparison of the400

inner-scaled and semi-local scaled velocities in Figs. 9(b) and (c) respectively
demonstrates a large increase of the linear region from z+ ≈ 2 to z∗ ≈ 5.
This emphasizes the need for clear definition of the quantities and metrics
used to characterize the boundary layer, especially when reporting results from
non-isothermal flows.405

The above-mentioned deviation from the law of the wall is in agreement
with previous studies [8, 23, 38, 69] and confirm that algebraic wall-function
models based on this scaling are not suitable for describing the evolution of
ICE boundary layers, except perhaps in conditions they have been specifically
tuned for. The deviation originates from the underlying assumptions intro-410

duced to derive these ideal laws, such as quasi-steady flow, high Reynolds
number regime, and zero pressure gradient. To assess the importance of the lat-
ter, we split the observation region into three stream-wise sub-regions marked
in Fig. 7(c).

A visualization of the velocity field on the tumble plane (y = 0 mm) and415

its spatial average is provided in Fig. 10 at different time instants during com-
pression. The direction of the tumble-induced flow above the piston surface is
from right to left, i.e. from region 3 to 1. The corresponding scaled velocity
profiles are shown in Fig. 11 for the same time instants. Of interest here is
the relation between those profiles and the flow stream-wise pressure gradient420

reported in the legend of each figure. We note that the known phenomenol-
ogy from developing boundary layers is reflected, especially in the context of
impinging flows (e.g. [70]). As the tumble vortex impinges on the piston sur-
face, the flow experiences blockage close to the stagnation region that induces
an adverse (positive) pressure gradient (APG) resulting in a “low” profile of u+

425
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(a) tumble plane (y = 0 mm) (b) average (-30 mm < y < 30 mm)

Fig. 10: In-plane velocity vectors and magnitude above the piston surface at
different time instances (rows): (a) along the tumble plane (y = 0 mm) and
(b) average across the tumble direction (-30mm < y < 30mm). The dashed
gray lines in (b) denote the sub-regions 1 to 3, where the profiles of Fig. 11
were extracted.

(e.g. the green curve in all graphs of Fig. 11). Mean velocity profiles in devel-
oping turbulent boundary layers have been reported to lie below the log-law
with increasing APG strength [71].

As the flow develops from region 2 to 1, a favorable (negative) pressure
gradient is noted, which corresponds to profiles progressively approaching430

developed wall jets, leading to high values of u+. This brings further evidence
towards the fact that the near-wall flow field not only deviates from ideal con-
ditions, but does so also in a localized manner, suggesting that non-equilibrium
factors such as the stream-wise pressure gradient have a strong effect. As a con-
sequence, modeling the momentum boundary layer with a single wall function435

does not appear to be well-suited: the wall model should adopt non-equilibrium
principles, or alternatively, the solution should be integrated to the wall, as in
hybrid LES/RANS methods with a low-Reynolds turbulence model.
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Fig. 11: Scaled wall-parallel velocity profiles as a function of the scaled dis-
tance from the piston surface for the sampling sub-regions shown in Figs. 7(c)
and 10(b) at different time instances during compression: (a) 660 CAD, (b)
690 CAD and (c) 705 CAD. The corresponding values of the stream-wise pres-
sure gradient are given in the legend.

In order to gain a better understanding of the near-wall turbulence char-
acteristics and how they evolve and interact with the bulk flow during440

compression, the Favre-averaged Reynolds stress tensor components are shown
in Fig. 12 at different CAD as compression progresses. By examining the diag-
onal stress components in Figs. 12(a), (c) and (e), a non-isotropic turbulent
flow development in the wall vicinity is apparent. The stream-wise compo-
nent ρux

′′ux
′′ exhibits an increasing trend with CAD, clearly affected by the445

deceleration-stagnation-acceleration mechanism discussed above. At the same
time, the location of the peak values moves to higher z+ distances towards the
edge of the boundary layer. In contrast, rather constant profiles throughout the
compression are encountered along the cross-tumble direction ρuy

′′uy
′′. Only

when the piston stops moving at 0 CAD a redistribution of turbulent kinetic450

energy seems to take place, and the two wall-parallel stress components acquire
similar values towards two dimensional isotropy [72]. In the wall-normal direc-
tion, the piston motion induces a uniform flow directed upwards, suppressing
the generation of turbulent fluctuations close to the wall, as evidenced by the
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low stress values in Fig. 12(e). Consequently, the off-diagonal stress compo-455

nents involving vertical fluctuations uz
′′ are also affected, leading to much

lower values compared to the off-diagonal ρux
′′uy

′′ element that involves only
wall-parallel stress components.

(a) (b)

(c) (d)

(e) (f)

Fig. 12: Favre-averaged Reynolds stress tensor components at different CAD
during compression for the 2×4 cm2 sampling domain: (a), (c), (e) diagonal
components, (b), (d), (f) off-diagonal components.
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In this tumble-dominated engine flow, the selected post-processing region
features a clear, dominant flow direction that allowed to study the wall-parallel460

velocity statistics and compare with experimentally obtained values. How-
ever, in other regions and in engines without a tumble motion, it is often not
meaningful to observe flow variables in a single direction. Instead, a magnitude-
based processing is more appropriate, where the wall-parallel velocity mag-
nitude uxy =

√
ux

2 + uy
2 and wall shear stress τwxy = µw

√
τwx

2 + τwy
2

465

are used (the x− and y−direction denote the wall-parallel components). To
monitor whether the boundary layer statistics change substantially between
directional and magnitude-based processing, Fig. 13 presents the resulting
dimensional and scaled velocity profiles close to the piston surface using
both methods. As can be observed, they yield very similar profiles, and the470

magnitude-based processing can be used in the following to extract near-wall
statistics from other regions of the engine.
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Fig. 13: Dimensional (top row) and scaled (bottom row) velocity profiles as a
function of the distance from the piston surface using (a) directional and (b)
magnitude-based processing.

The velocity profiles of Fig. 14 were extracted from a parallelepiped sam-
pling region on the intake valve surfaces (blue regions in Fig. 7(left)). For
brevity, results from one of the two intake valves are shown, but the trend is475

similar for all valves. The momentum boundary layer evolution is analogous
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to the one observed along the piston surface, clearly indicating that near-wall
flow deviations from ideal flow behavior are not restricted to the piston surface.
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Fig. 14: Magnitude-based, wall-parallel velocity profiles as a function of the
distance from the intake valve surface at different CAD during compression:
(a) dimensional values, (b) inner-scaled values (Eqs. 4-5), (c) semi-local scaled
values (Eqs. 7-8). The black dashed lines denote the profiles predicted by the
law of the wall (Eqs. 6 and 9 for (b) and (c), respectively).

3.3.3 Thermal boundary layer

The evolution of temperature profiles as compression progresses is plotted as a480

function of the distance from the piston and valve surfaces in Figs. 15 and 16,
respectively. The near-wall temperature gradients in the dimensional profiles
of Figs. 15(a) and 16(a) increase monotonically during compression. Unlike the
momentum boundary layers, the profiles flatten out with increasing distance
from the wall to the increasing bulk values resulting from the pressure increase,485

and are unaffected by the rapidly varying bulk flow due to the tumble motion
within the cylinder.
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Fig. 15: Temperature as a function of the distance from the piston surface
at different CAD during compression: (a) dimensional values, (b) inner-scaled
values (Eqs. 4, 10), (c) semi-local scaled values (Eqs. 7, 11). The black dashed
lines denote the profiles predicted by the thermal law of the wall (Eqs. 12 and
13 for (b) and (c), respectively).

Along with the inner and semi-local scaled temperature profiles

T+ = ρwcp(Tw − T )uτ/qw (10)

and

T ∗ = ρwcp(Tw − T )

√
τw
ρ
/qw (11)

shown in Figs. ??, the thermal law of the wall [73]

T+ =

{
z+Pr if z+ < 10

2.075 ln z+ + 3.9 if z+ > 10
(12)

T ∗ =

{
z∗Pr if z∗ < 10

2.075 ln z∗ + 3.9 if z∗ > 10
(13)
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Fig. 16: Temperature as a function of the distance from the valve surface
at different CAD during compression: (a) dimensional values, (b) inner-scaled
values (Eqs. 4, 10), (c) semi-local scaled values (Eqs. 7, 11). The black dashed
lines denote the profiles predicted by the thermal law of the wall (Eqs. 12 and
13 for (b) and (c), respectively).

is plotted in the same figures, where Tw is the temperature at the wall and
qw = λw∂T/∂z the wall heat flux with λw the thermal conductivity at Tw.
As can be observed, the thermal boundary layer also deviates considerably490

from the law of the wall for both investigated regions. A reasonable agreement
is only noted in the viscous sublayer, especially when the density variation
within the boundary layer is taken into account (Figs. 15(c), 16(c)). Notably,
in contrast to observations in [38], where a consistent scaling between different
time instances was achieved with the semi-local formulation, no such consis-495

tency is observed here. In fact, the curves span a wider range of values than
the inner scaled ones. Since semi-local scalings for turbulent boundary lay-
ers have mainly been investigated in the context of fully developed flows (e.g.
[36, 74, 75]), it is perhaps not surprising that the observed near-wall profiles
do not collapse with such scaling.500
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(a) -60 CAD (b) -15 CAD

Fig. 17: Iso-contours of heat flux along the cylinder walls at (a) -60o bTDC
and (b) -15o bTDC. Top: bird’s eye view, middle: cylinder head view, bottom:
piston view.
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3.3.4 Wall heat flux

To provide a qualitative understanding of the heat flux behavior and its dis-
tribution across different regions of the engine, Fig. 17 presents isocontours
of the wall heat flux on the cylinder liner, head and piston surfaces at two
time instants: half-way through (660 CAD, left column) and towards the end505

(705 CAD, right column) of compression. In general, the correlation between
the flow and heat flux scales is evident, where finer heat flux structures are
observed as the Reynolds number increases due to compression. In agreement
with [42], higher heat fluxes are noted at regions where the flow is predomi-
nantly impinging/stagnating, as for example evidenced by the higher values at510

the right part of the piston surface compared to the left (bottom right graph
in Fig. 17), which is the impingement region of the tumble vortex into the pis-
ton. For the same reason, the heat flux is higher on the left part of the cylinder
head.
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Fig. 18: Evolution of the component-wise (a) heat flux, (b) heat transfer rate
and (b) area during compression.

Furthermore, significant heat flux values are noted at the entrance of the515

piston-liner crevice volume (top row in Fig.17) as a result of the intense, jet
flow in this region. In fact, the crevice volume is the largest contributor in the
total heat losses, as shown by the evolution of the transfer rate on different
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surfaces in Fig. 18(b). It is important to note however, that the enlarged piston
clearance and the lower positioning of the piston rings in this optical setup520

are not representative of production engines. Nevertheless, the study of crevice
flows in general is an interesting topic, regarding not only heat transfer aspects
but also pollutant emissions [76].

Finally, in terms of the global metrics shown in Fig. 18(a), heat fluxes on
different parts of the domain are on the same order of magnitude. However,525

due its much larger surface area (at least twice than the liner and more than
four times the piston/head), the crevice dominates the process.

4 Conclusions

In this study, a workflow that exploits the complementarity between state-of-
the-art optical diagnostics, scale-resolving and fully resolved direct numerical530

simulations was developed to investigate the flow evolution in internal com-
bustion engines, with focus on the near-wall phenomena. Through validation
of multi-cycle scale-resolving simulations against experimental measurements,
realistic and well-characterized initial conditions were generated that enabled
the DNS of a single compression stroke. After carefully assessing the methodol-535

ogy, representative statistics were extracted from the DNS data to analyze the
evolution of the momentum and thermal boundary layers at different engine
regions.

The flow statistics were found to deviate considerably from ideal scenar-
ios, such as those described by the law of the wall. Phenomenologically, they540

are similar to those for developing boundary layers, particularly for imping-
ing flows. As the intake-induced large scale directed flow (i.e. tumble vortex)
approaches the cylinder walls, it experiences a deceleration–stagnation–
acceleration process, leading to a dynamically changing boundary layer (BL)
behavior, not only temporally but also locally. Consequently, these fluctuations545

give rise to alternating stream-wise pressure gradients, eventually rendering
invalid the flow equilibrium assumptions commonly adopted in many wall-
modeling approaches. This suggests that for the investigation of ICE flows and
in similar configurations, a wall model should adopt non-equilibrium principles.
An analysis of the Reynolds stress components during compression revealed550

a complex, anisotropic turbulence generation mechanism in the wall vicinity,
affected both by the presence of the tumble motion and the uniform upward
flow induced by the piston motion.

The high resolution DNS also allowed the investigation of the thermal
boundary layers and their evolution, which were also found to deviate consid-555

erably from ideal scaling laws, even with the use of scaling that accounts for
variation of the fluid material properties within the boundary layer. Inspec-
tion of the heat flux distribution confirmed the similarity between the flow
and heat flux patterns and identified regions of intense heat flux, mainly in
places of strong directed flow against the wall. Such a region is the entrance560

to the crevice, which, in the optical engine configuration and for the motored
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conditions considered in this study, accounts for most of the heat lost through
convective transfer.

A possible reason for many of the above observations is the relatively low
Reynolds number in the chosen (low) engine speed and throttled conditions.565

Wall-resolved simulation campaigns at higher engine speed and intake pressure
adopting the methodology proposed here are currently underway. Furthermore,
the generated data was used together with DNS results from different setups
to develop an algebraic [77] and a data-driven neural network [78] model for
wall heat transfer. Comparisons with the present dataset will prove useful in570

further identifying dependencies, derive scaling laws, as well as enable a priori
and a posteriori model testing.

Even within its limitations, this work constitutes a first step towards the
next generation of internal combustion engine simulations and paves the way
for detailed investigations of more complex phenomena in the future, such575

as fired engine operation. In tandem, the computational cost limitations are
being addressed through continuous evolution of the solver capabilities, with
the aim to prepare for the next generation of hardware architectures, allowing
the direct numerical simulation of more demanding conditions.
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