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A B S T R A C T

KITE is a novel mixed-mode CMOS electron counting ASIC developed for the readout of pixelated semiconduc-
tor radiation detectors targeted to 4D STEM applications. The chip features a pixel pitch of 100 μm arranged in
a 192 × 192 matrix and can be bump-bonded to both Si and high-Z sensor materials. The design of an extremely
fast front-end electronics and the use of the instant retrigger mechanism allow for a non-paralyzable counting
mode up to above 108 cts/s/pix, which corresponds to a 300 keV electron beam current of 14 pA/pix. The
massive parallel readout in combination with two on-chip data compression techniques – 2 × 2 pixel digital
binning and floating-point counter encoding – allows for frame rates higher than 100 kfps (this work), in
principle extendable to almost 500 kfps with improved readout boards. We successfully characterized a first
detector prototype featuring a 1500 μm-thick CdZnTe sensor with fluorescence X-rays from elemental targets
and with 200 keV and 300 keV electrons in terms of energy response, threshold trimming accuracy, single
event multiplicity distribution, spatial uniformity and temporal stability, count rate capability and imaging
performances (MTF and DQE). Custom Monte Carlo simulations complemented when possible the experimental
data for cross-validation purposes, generally with a very good matching. Finally, a proof-of-concept 4D STEM
acquisition is presented and discussed.
. Introduction

In the last decade, Scanning Transmission Electron Microscopy
STEM) has become the prominent technique for the investigation of
aterials structure and properties down to the atomic scale thanks

o the advent of aberration corrector devices, which have pushed the
patial resolving capability of modern instruments down to the sub-
ngstrom regime [1–3]. These remarkable technological advances in
lectron optics paved the way for a range of new techniques which
llow for the study of nanoscale structures and phenomena such as
tomic electric fields [4,5] and charge distributions [6–8].

However, the effort devoted to the improvements of electron optics
as not yet been balanced by a corresponding and equal development
f a suitable detection technology. Conventional, state-of-the-art STEM
etectors consist indeed of an array of circular and annular-shaped
harge integrating detectors, each of them collecting a portion of the
lectron diffraction pattern obtained underneath the specimen and
eturning single values for each point of the raster scan performed on
he specimen. The serial recording of single values has the undeniable
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key advantage of allowing extremely fast acquisition speeds with dwell
times usually on the order of the microsecond or less. The reason
assuring the long-term success of this technology lies in the fact that
short dwell times allows the minimization of the undesired effects
of specimen drift – leading to scan distortions and image artifacts –
and beam-induced specimen degradation – like sample contamination,
charging and radiation damage – all factors of particular importance
for the reliability of STEM techniques [3]. All this comes at the cost of
a loss of information — all the fine spatial details of the diffraction pat-
tern intensity distribution are averaged out in the azimuthal-integrated
signal generation.

The capability of retaining the entire spatial information of the
diffraction pattern for each scan position was demonstrated to be
beneficial e.g. in the field of STEM imaging [9,10], of strain mea-
surement [11], of charge density and distribution imaging in [12,13]
and of electron ptychography in [14,15], leading to a flourishing of
improved or new techniques which are collectively covered with the
name 4D STEM. From the point of view of the detection system,
however, it was clear since the beginning that using already available,
multi-purpose chips – see e.g. CCD [16], pn-CCD [17], MEDIPIX [16,18]
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and TIMEPIX [19] – would not suffice to satisfy all the demanding
requirements of 4D STEM applications, one above all the lack of an
adequate framerate. As clearly pointed out in [3], indeed, a detector
should be able to achieve a frame rate in the range 10-100 kfps to
become competitive. A number of developments in this direction was
already ongoing with e.g. the CMOS APS-based 4D Camera detector
20,21], the hybrid pixel integrating detectors EMPAD [22,23] and
MPAD-G2 [24], and a MAP-based Ultrafast Direct Electron Cam-
ra [25]. All these systems come with advantages and drawbacks.
or example, the 4D Camera is expected to be able to handle frame
ates as high as 87 kfps, but the generated data rate of more than
00 Gb/s constitute a serious challenge which needs a supercomputer
o be processed; the EMPAD-G2 features a very high dynamic range
hundreds of pA/pixel) but the frame rate is still limited to 10 kfps;
he Ultrafast Direct Electron Camera can achieve frame rates on the
rder of 100 kfps but on a limited ROI and with suboptimal modulation
ransfer function (MTF) and detective quantum efficiency (DQE) due to
he relatively small pixel size.

Aiming to find an optimal balance among the often conflicting re-
uirements we developed a novel electron counting application-specific
ntegrated circuit (ASIC) named KITE and dedicated to the readout of
ybrid counting pixelated semiconductor detectors. The chip features
pixel size of 100 μm × 100 μm arranged in a matrix of 192 × 192

lements. While the total number of pixels is not particularly relevant
n applications involving the definition of arbitrary virtual segmented
etectors like differential phase contrast (DPC), where no strict require-
ents are set on the matrix dimension (but rather on the acquisition

peed), it plays an important role in imaging and diffraction techniques.
n the latter, in particular, the number of pixels affects the resolution
n the reciprocal space and, in combination with the electron dose,
efines the measurement precision. Excellent results were obtained
lready with a smaller matrix of 128 × 128 pixels (EMPAD) both

in ptychography [23] and in orientation/strain mapping [26,27] and
therefore we consider the size of our matrix appropriate for the needs
of such relevant 4D STEM applications. The pixel analog front-end stage
was optimized in terms of signal processing speed, which, together with
the instant retrigger technology [28], allows to process up to 108 events
per pixel per second. Signals with energy as high as 300 keV can be
detected with a threshold energy as low as a few keV, depending on
the chip settings. High data readout speed was also a design driving
force. Beyond a massive parallel data fan-out, the chip includes two
data compression mechanisms, namely 2 × 2 pixel digital binning
and floating-point counter encoding. Currently limited by the 10 Gb/s
bandwidth of the available readout electronics, the ASIC can operate at
the continuous speed of 120 kfps, although values up to 500 kfps are
theoretically reachable with an improved readout hardware. The chip
can be bump-bonded to either Si or high-Z sensors (acting as direct
detection layer) according to the expected beam energy. The greater
stopping power of high-Z materials allows indeed for a better MTF
and DQE response at high spatial frequencies even for highly energetic
electrons, and constitute a very effective intrinsic radiation shield with
respect to the ASIC itself.

In Section 2 we present the chip in its architecture and function-
alities with particular emphasis on the strategies adopted to achieve
high frame rates and high count rate capabilities. In Section 3 we
describe the first detector prototype which consists of a single-chip
assembly featuring a 1500 μm-thick CdZnTe sensor. In Section 4 we
show a comprehensive set of characterization results in terms of en-
ergy response, threshold trimming accuracy, single event multiplicity
distribution, spatial uniformity, temporal stability, count rate capability
and imaging performances – MTF and DQE – using X-ray fluorescence
from elemental targets and electrons of energies 200 keV and 300 keV.
Finally, in Section 5 we report a realistic proof-of-concept 4D STEM
experiment to prove the effectiveness and benefits of the proposed
detector.
2

Table 1
Key technical parameters of the KITE ASIC.

Power supply voltage 1.2 V
Pixel size 100 μm × 100 μm
Pixel array 192 × 192 pixels
Active area 19.2 mm × 19.2 mm
Die size (incl. pads) 20.5 mm × 20.5 mm
Operating mode Particle Counting
Input polarity Positive (Si)/Negative (High-Z)
Number of thresholds 1
Instant retrigger Yes
Continuous readout Yes
Readout modes Full frame/2 × 2 pixel digital binning
Counter encoding 12-bit integer/8-bit floating-point
Operating temperature Room temperature

Fig. 1. Simplified block diagram of the KITE ASIC.

2. ASIC description

The read-out chip (ROC) was designed and fabricated in the com-
mercially available UMC 110 nm CMOS technology process with eight
metal layers. Enclosed layout transistors (ELT) were used to ensure a
higher tolerance toward ionizing radiation [29]. Pixels with a physical
size of 100 μm×100 μm are arranged in a square gapless matrix of
192 × 192 elements for a total of 36’864 pixels, covering an active area
of 19.2 mm×19.2 mm. The die has an overall size of 20.5 mm×20.5 mm
and a total number of transistors of 31.1 million. The ASIC, intended
for single-chip hybrid detector assembly, features wirebond pads for
power, control and readout on all the four sides.

Table 1 summarizes the main technical parameters of the KITE ASIC.
Fig. 1 shows the high-level block diagram of the ASIC. Organized in

a modular and hierarchical structure, the chip consists of three main
blocks: the pixel array, the row, column and configuration control
blocks and the I/O pad ring.

2.1. Pixel architecture

A simplified block diagram view of the architecture of the single-
pixel is shown in Fig. 2. Each pixel has three independent power supply
domains: analog, comparator and digital, in order to limit the cross-
talk between the switching digital circuitry and the sensitive analog

circuitry.
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Fig. 2. Simplified macro-pixel block diagram with pixel 1 as the master pixel. Pixels
to 4 are the same as pixel 1, except that the output from the multiplexer after the

etrigger logic goes either to the local counter or to the binning logic of pixel 1.

The electric charge generated in the semiconductor sensor is col-
ected by a low-noise charge sensitive amplifier (CSA). The CSA accepts
ipolar input signals, allowing the use with both Si and High-Z sensor
aterials collecting holes and electrons, respectively. The feedback
etwork includes either a n-channel or a p-channel transistor – enabled
ccording to the selected polarity – working in Ohmic regime for the
ast discharge of the feedback capacitor and to provide a path for the
ensor leakage current. The gain of the CSA can be tuned to cope
ith the desired dynamic range by varying the value of the transistors’

mpedance through the back-gate voltage, exploiting the body effect. The
input of each CSA is further equipped with a capacitor acting as charge
injection circuit for testing and calibration purposes.

The CSA output directly feeds into the comparator stage, which
implements the thresholding mechanism. It is constituted by a fast,
single-ended differential amplifier with p-channel input transistors. The
DC current of the stage is set by a voltage controlled current source,
common to all the pixels. In order to compensate for unavoidable
device mismatches and process variations across the ROC, each com-
parator is equipped with a 6-bit digital-to-analog converters (DAC)
trimming circuit for precise and individual threshold equalization.

Like its predecessors PILATUS3 and IBEX ASICs [30], KITE im-
plements the instant retrigger technology [28], whose functionality is
described in detail in Section 2.4. The retrigger block is implemented
after the comparator and can be enabled or bypassed at wish.

The comparator/retrigger output signal feeds the counter logic
which comprises two identical 12-bit asynchronous ripple counters
with an additional bit for the overflow indication. In the 2 × 2 pixel
binning mode of operation, one pixel every 2 × 2 pixels block (a macro-
pixel) acts as master pixel. The master has additional logic that, if
enabled, performs the digital OR among the comparator signals of each
pixel in the group and feeds the output to the counters of the master
pixel only.

2.2. Control blocks

The main chip control block, located on the left-hand side of the
block diagram of Fig. 1 is used to configure the ASIC and its operation.
It contains a configuration register which defines the value of internal
DACs and operation parameters, like the signal polarity (according to
the sensor material), the pixel digital binning mode or internal test
features. The configuration register allows also to activate in each row
the calibration pulse or a monitoring output. The operation mode,
like readout or trimming, is defined with three mode select inputs.
Depending on the mode, the input pins have different functionalities
and internal control signals are set accordingly.

All reference and bias voltages are generated on-chip with internal
DACs, referenced by a bandgap circuit based on dynamic threshold-
voltage MOSFET (DTMOS) devices. The use of a bandgap circuit allows
3

Table 2
Static power dissipation in the ASIC.

Supply domain Static power (mW)

Analog 560
Comparator 480
Digital 7

for enhanced stability of the chip performance over a wide temperature
range. The bandgap block also includes an auto-calibration circuit
which uses external references to reduce chip to chip variations. In-
ternal DACs are of two types, namely 6-bit current DACs and 10-bit
voltage DACs. The bias signals generated by the DACs are distributed
to the pixel array and used to set the global threshold, the operating
points of the feedback devices, of the comparator supply current, of
the retrigger logic and of the trimming circuitry.

The row control logic is implemented in the free area in between the
central columns (the pixel circuitry occupies about 60% of the pixel
geometrical area) and it is used to select the active row through a
mechanism based on the token concept. The token is moved along the
row with a dedicated clock and the active row can be either read out
or the trimbit values be written within. The row control logic is split
into two parts – one dedicated to the upper half of the pixel matrix
and the other to the bottom one – allowing for a parallel readout of
the two halves, which happens from the center to the periphery. In the
pixel digital binning mode, every second row is skipped to increase the
readout speed.

The column control blocks, located at the top and bottom of the
ROC, are almost identical and they control their respective half of the
pixel matrix. The column readout logic contains a 12-bit shift register
per column, connected with a bus of the same width to each pixel
along the column. The shift registers can be used either to write the
trimbit values or to read out the pixel counters (the selection of the
active counter is done with an external signal). Each column features
also an encoding logic which compresses the 12-bit integer value read
out from the pixel counters into a 8-bit floating-point value (5-bit
mantissa, 3-bit exponent), thus reducing the amount of data that needs
to be transferred to the external world. This operation comes with
negligible time overhead. Output signals are transmitted in a double
data rate (DDR) fashion – i.e. they are sampled on both the rising and
falling edge of the readout clock – with a clock frequency that can
reliably reach 120 MHz, corresponding to a data rate of 240 Mb/s per
output.

2.3. I/O pad ring

The ROC has a total of 322 bonding pads organized on all the four
sides. Two (opposite) sides are dedicated to the I/O interface, providing
a total of 2 × 64 single-ended, serial data out (SDO) lines for massive
arallel readout. The number of pixel (semi-) columns per SDO and the
umber of used SDOs is flexible and can be configured at firmware level
n the readout board.

The remaining two sides of the ROC are used to provide clock
ignals, digital control signals, ground and power supply voltages. The
atter two have been multiplied and interleaved along the entire chip
dge in order to minimize the voltage drops in the pixel array and
o minimize the cross-talks. The static power dissipation amounts to
.25 W. The break down measurement by power supply domains is
hown in Table 2. The dynamic power dissipation, on the other hand,
s expected not to exceed ∼4 W, in the worst-case scenario.

All digital input and output signals are implemented with single-
nded classical CMOS drivers including series resistance for impedance
atching, except for the data readout clock which uses a low-voltage
ifferential signal (LVDS) receiver.
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Fig. 3. Relative error of the 8-bit floating-point encoding (3-bit exponent and 5-bit
mantissa, with implicit leading bit) with respect to the integer representation. For
comparison, the theoretical Poisson limit intrinsic to the statistics of the incoming
radiation is also shown.

2.4. ASIC features

Detector operations under intense electron beams poses stringent
requirements in terms of count rate capabilities. The pixel front-end
electronics was carefully designed to provide fast signals and the typical
FWHM of the analog voltage signals after the CSA is in the order
of 6 ns. In addition, in order to extend the response linearity range
toward higher count rates and to improve the resilience against signal
pile-up, the instant retrigger capability allows the pixel to work in
non-paralyzable mode by counting the time-over-threshold of piled-up
signals in multiples of a predefined and selectable retrigger time 𝜏𝑅. The
etrigger circuitry can be enabled or disabled by an internal register. It
rovides values of 𝜏𝑅 down to below 10 ns. The minimum measured
etrigger time was 9.5 ns with a 5–95 percentile among the full pixel
rray within 1 ns.

Particular attention was dedicated to the optimization of the read-
ut speed and the frame rate capability. Beyond the massive paral-
elization of the output signals, the ASIC implements two additional
trategies to reduce the output data per frame (and therefore to increase
he frame rate), which are the floating-point encoding and the 2 × 2
ixel digital binning. In ‘‘normal’’ mode the pixel counter represents a
2-bit integer (12INT ) value with a maximum representable number of
095. By enabling the floating-point encoding the value in the 12-bit
ounter is convert on-chip into an 8-bit floating-point number (8FP)
uring the readout phase. In the 8FP encoding, 3 bits are dedicated to
he exponent and 5 bits to the mantissa. The technique of the implicit
eading bit is also implemented [31]. The maximum representable
umber is 4032, close to the one of the 12-bit integer mode, but the
mount of output data is scaled by a factor 2/3. The discretization
rror introduced by the floating-point encoding is shown in relative
alues Fig. 3 and it is smaller or of the same order of magnitude of
he Poisson limit, corresponding to the intrinsic noise of the incoming
ignal. In the 2 × 2 pixel digital binning mode (2 × 2B) the counts of
he pixels constituting a macro-pixel are digitally summed and stored
n the counter of the master pixel, which is the only one that is read
ut. In this mode, the frame size is scaled by 1/4 to 96 × 96 pixels,
s well as the amount of output data. The digital summation has the
dvantage of not introducing addition pile-up effects since the analog
ront-end of each pixel is kept independent.

The 2 × 2 pixel binning can also be used in combination with the
loating-point encoding for the highest compression level, reaching an
utput data scaling factor of 1/6. In all the cases, the ASIC can be
eadout in continuous mode, thanks to the presence of two counters.

hile one counter is read out, the other counter is used to count the

4

Table 3
Maximum frame rates for the different readout modes in kfps.

Read-out mode Achieved in this work Theoretical limit

12INT 20 100
8FP 30 146
2 × 2B 80 354
8FP + 2 × 2B 120 496

incoming signals, thus allowing for a very low dead time associated to
the read-out operation.

Table 3 summarizes the maximum frame rates achievable with the
four different readout modes. The ‘‘Achieved in this work’’ column
refers to the experimental values obtained with the available setup
described in Section 3 (bandwidth-limited by readout boards config-
uration to 10 Gb/s). In this case, the maximum frame rate ranges from
20 kfps full frame 12INT to 120 kfps using 8FP combined with 2 × 2B.
The ‘‘Theoretical limit’’ column refers instead to the values calculated
through VHDL simulations with a readout frequency of 180 MHz. The
maximum frame rate ranges from 100 kfps full frame 12INT to 496 kfps
using 8FP combined with 2 × 2B, while the data rate is on the order of
45 Gb/s.

3. Materials

3.1. First detector prototype

A KITE ASIC was bump bonded to a commercially-available
1500 μm-thick CdZnTe sensor, with a pixel size matching the one
of the ROC. A bias voltage of −1000 V was applied to the uniform
side of the sensor. The assembly was glued and wire-bonded to a
support PCB which was mounted on a vacuum flange equipped with
a feed-through connector to the readout board. The readout board also
provides the trigger signal and the ASIC power supplies. The flange was
manufactured with a hollow pipe serpentine connected to a chiller for
active water cooling at 25◦ C. The readout board was connected via
single fiber optic cable to a Linux server for control (through Python
API) and data storage. For this prototype, the system bandwidth was
limited to 10 Gb/s by the readout board and fiber optic connection to
the server.

3.2. Electron and X-ray sources

Experimental investigations using electrons of energy up to 200 keV
were performed with a FEI Tecnai F20 microscope in our in-house
laboratory. Electron energies up to 300 keV were investigated using
a FEI Titan Themis microscope available at the Electron Microscopy
Center of the Eidgenoessische Materialpruefungsund Forschungsanstalt
(EMPA) in Dübendorf, Switzerland. In both cases, the detector assembly
was mounted on-axis at the bottom of the electron microscope column.
On the FEI Tecnai F20 microscope a Faraday cup was available for
absolute flux reference.

Further tests involving X-rays were taken in our in-house laboratory
with a GE ISOVOLT TitanE 160 kVp with a W anode, exploiting
fluorescence radiation of a set of elemental samples.

3.3. Monte Carlo simulations

When possible, experimental data were complemented by numerical
simulations for cross-validation purposes. The simulation workflow
consisted of several steps and namely: i. the simulation of a statistical
relevant number of electron tracks (‘‘events’’) in the sensor semiconduc-
tor material using the FLUKA Monte Carlo tool [32]; ii. the calculation
of the signal collected by the pixels, taking into account charge sharing
effects due to the electron track size, the thermal diffusion of the
charge cloud and the electronic noise of the analog front-end; iii. the
ounting process and iv. possibly image post-processing. Steps ii. to iv.
re performed in a Python environment.
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Fig. 4. Pulse height spectra obtained with Mo and Sn K𝛼 X-ray fluorescence at 17.5 keV
and 25.3 keV, respectively, and electrons of energies in the range 60–300 keV. The
thicker solid blue line overlapped to the Sn K𝛼spectrum corresponds to the result of the
fitting using the model described in [33]. The threshold energy axis (top) was obtained
from the result shown in Fig. 5.

4. Experimental results

Unless otherwise indicated, the following results were obtained in
full frame 12INT mode.

4.1. Energy response

Integral pulse height spectra were obtained by scanning the global
threshold voltage of the comparators, with the detector kept under
uniform illumination. By derivation, differential pulse height spectra or
energy spectra were obtained. Fig. 4 shows a series of (median) energy
spectra obtained with beams of different nature and of several energies,
namely X-ray fluorescence K𝛼-lines of Mo (17.5 keV) and Sn (25.3 keV)
and monochromatic electrons with energies in the range 60–300 keV.
The positions of the full energy peaks were obtained by fitting with a
Gaussian function and they are shown in the energy calibration curve
in Fig. 5. The calibration curve tends to saturate for increasing energies
above 150–200 keV and it was found that a 5th degree polynomial well
describes this behavior. The gain of the stage has a value of 0.95 DAC
u./keV at low energy and decreases for increasing energies. Given that
the analog out of the CSA does not suffer any major distortions over the
whole probed energy range, the reason of the saturating behavior has
to be ascribed to the comparator, which, for signals of high amplitude,
approaches the limits of the input dynamic range pushing the circuit
outside the linear region. This effect is therefore not a concern for the
detector use since in most of the realistic cases the threshold energy is
unlikely to exceed few tens of keV.

In order to get a further insight on some of the physical properties of
the sensor-ASIC assembly, we used the pixel response model described
in [33] as fitting function on the Sn K𝛼 pulse height spectrum. The
choice of using the Sn K𝛼 was motivated by considering that the
interaction of X-rays with the sensor material can be assumed point-like
— as required by the model, that in this energy range no fluorescence
effects are triggered within the CdZnTe sensor, that the penetration
range of Sn K𝛼 photons is 152 μm, very similar to the one of 300 keV
electrons, and that the system basically works in a linear regime. The
result of the fitting is shown in Fig. 4. The fitting parameters, namely
the charge cloud size at the pixel side and the pure electronic noise of
the front-end electronics, were estimated to be 14.4 ± 0.36 μm rms and
1183 ± 101 eV rms, respectively. The first gives an important measure
of the contribution of the thermal diffusion and Coulomb repulsion to
5

Fig. 5. Energy calibration curve obtained from the energy spectra of Fig. 4, shown in
black, and the fitting with a 5th degree polynomial, shown in gray. In blue, the fitting
error, or differential non-linearity (DNL). In red, the gain obtained by derivation of the
polynomial fitting.

the expansion of the charge cloud experienced along the path toward
the collecting pixel at the given bias voltage of −1000 V. The spectral
distortion brought by charge sharing effects is reflected in a total energy
resolution slightly bigger than the pure electronic noise which indeed
amounts to 1643 eV rms (from Gaussian fit).

4.2. Threshold trimming

A careful threshold trimming is of fundamental importance to guar-
antee a uniform response across all the pixel matrix and to achieve,
if needed, a threshold energy as low as possible. The rationale behind
the choice of the threshold energies used in this work was driven by
considering the opposite dependence of several performance metrics.
In particular for 300 keV electrons and CdZnTe sensors, lower thresh-
old energies guarantee higher values of DQE, while higher threshold
energies guarantee higher count rate capabilities. To cope with such
conflicting requirements, we chose a set of three threshold energies.
The first maximizes the DQE and was set to 7 keV, which corresponds
to the lowest achievable threshold energy, obtained by equalizing the
pixels on the basis of their noise level. The second offers a good balance
between DQE and count rate speed and was set to 17.5 keV, which
corresponds to the Mo K𝛼 X-ray fluorescence. The third maximizes the
count rate capability and was set to 43 keV, which corresponds to the
Gd K𝛼 X-ray fluorescence and it is also the highest value that can be
correctly handled by the retrigger mechanism. Above this level the
time-over-threshold of 200 keV and 300 keV electron signals would
becomes indeed shorter than the lower allowed limit of the retrigger
time 𝜏𝑅. Details on the calibration algorithm can be found in [34].

Fig. 6 shows the trimbit map of the entire pixel matrix at the
threshold energy of 17.5 keV (a) and the trimbit distributions for all the
probed thresholds (b). The trimbit map does not show any significant
pattern or spatial gradient, meaning that apart from a random pixel-to-
pixel natural variation, the front-end electronics has a uniform behavior
throughout the whole ASIC. The trimbit distributions also do not show
any significant dependence on the threshold energy, meaning that the
pixel-to-pixel variation is mainly dominated by constant offsets rather
than gain mismatches.

The accuracy of the trimming algorithm was evaluated by measur-
ing the pixel-to-pixel threshold dispersion before and after the process.
The threshold dispersion was obtained by fitting on a pixel-wise basis
with a Gaussian function the pulse height spectra recorded with Mo
X-ray fluorescence. The resulting distributions of the peak positions
are shown in Fig. 7. The trimming algorithm improves the threshold
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t

Fig. 6. Trimbit map at the threshold of 17.5 keV (a) and trimbit distributions for all
he probed threshold energies (b).

Fig. 7. Threshold dispersion before and after the trimming algorithm, measured using
pulse height spectra of Mo X-ray fluorescence. The threshold dispersion decreased by
a factor 6.78 after the trimming process.

dispersion by a factor 6.78, from 3.25 DAC u. rms to 0.48 DAC u. rms,
which means from 3.68 keV rms to 0.54 keV rms, knowing that the
gain at 17.5 keV is 0.882 DAC u./keV.

4.3. Event multiplicity

The statistical distribution of the pixel cluster size generated by
single events was studied for 200 keV and 300 keV electrons and at
the three chosen threshold energies of 7 keV, 17.5 keV and 43 keV.
The electron beam intensity was kept low enough not only to clearly
distinguish each individual cluster, but also to minimize the probability
of cluster overlaps. Fig. 8(a) and (b) show the experimental event
multiplicity distributions together with the theoretical predictions from
 e

6

Fig. 8. Event multiplicity probability distribution 200 keV (a) and 300 keV (b)
electrons. Experimental data are in continuous line, simulations in dashed line.

Monte Carlo simulations for the two energies, respectively. Since it is
not possible to directly measure clusters of size 0, i.e. events where
the electron deposits in a pixel an energy smaller than the threshold
energy,3 we proceeded in the following way. For the case of 200 keV
electrons the probability of having clusters of size 0 was inferred from
the knowledge of the probabilities of having cluster sizes greater than 0
(measured experimentally) and the average event multiplicity obtained
in Section 4.5 in the context of the count rate capability study. For
the case of 300 keV electrons we relied on the other hand on Monte
Carlo simulations. For increasing electron energies the multiplicity
distributions become wider as a consequence of the longer electron
tracks. Monte Carlo simulations showed indeed that the lateral range of
200 keV electrons impinging onto CdZnTe at right angle is on the order
of 75 μm, while for 300 keV electrons it is on the order of 125 μm. The
multiplicity distributions become wider also for decreasing threshold
energies, since smaller signals from partial energy deposition along the
electron track can trigger counts on neighboring pixels.

While for the two highest thresholds the simulated values match
well the experimental data, for the lowest threshold simulations deviate
significantly from the observations. This behavior can be explained
considering that the simulation framework does not take into account

3 This may occur e.g. when electrons scatter back from sensor from the
ntrance side, depositing only a small fraction of energy.
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Table 4
Experimental and simulated average value of the multiplicity distributions.

Beam energy Th. energy Ave. exp. Ave. sim.
(keV) (keV) multiplicity multiplicity

7 2.44 2.11
200 17.5 1.57 1.48

43 1.03 0.99

7 3.35 2.77
300 17.5 2.03 2.03

43 1.43 1.41

more complex phenomena of signal induction by charge motion on
the pixel matrix. According to Ramo’s theorem [35], indeed, there can
be the case of bipolar current signals induced on neighboring, non-
collecting or partially collecting pixels [36]. Preliminary calculation
have shown that their time width is (like regular signals) on the order
of 5–10 ns. Given the extremely fast shaping times of the KITE ASIC,
this type of induced signals are not completely attenuated and therefore
becomes detectable especially at low threshold energies. The effect on
the event multiplicity is to shift the distribution toward higher cluster
sizes. It is also interesting to note how the probability distribution for
300 keV electrons at a threshold energy of 7 keV exhibits two local
maxima, with the counter-intuitive phenomenon of a higher probability
for the cluster size of 4 with respect to a size of 3.

Table 4 summarizes the average values of all the reported multiplic-
ity distributions.

4.4. Response uniformity

The spatial response uniformity probed with 300 keV electrons,
impinging with a flux intensity of approximately 8 kcts/s/pix. The
threshold energy was 17.5 keV (trimmed) and the exposure time was
0.25 s. Fig. 9 top-left shows an example of raw, uncorrected image.
The main source of response non-uniformity is the sensor itself but
nevertheless there are no major crystal defects or gradient hampering
the overall performance. The small square light region at the bottom-
left corner corresponds to the Al landing pad for providing the high
voltage to the sensor used in this prototype. The figure at the bottom-
left shows the image after the application of the flat field correction,
obtained by averaging a statistical relevant number of images taken
under the same conditions. The flat field correction proves to be very
effective and, as shown by the histograms of the pixel counts on the
right-hand side of Fig. 9, the signal-to-noise-ratio (SNR) increases from
3.4 to 41.5 (factor 12.2) basically limited by the Poisson statistics of
the incoming beam corrected by the effect of the event multiplicity.

4.5. Count rate

Count rate capabilities were investigated for 200 keV and 300 keV
electrons, for the three selected threshold energies of 7 keV, 17.5 keV
and 43 keV and with or without the use of the retrigger mechanism. The
recorded count rates were obtained by illuminating the detector with an
electron beam of constant intensity on a progressively decreasing area
(obtained by focusing the beam through the condenser lenses of the mi-
croscopes) in order to increase the current per pixel. The incoming count
rates were obtained from the knowledge of the size of the illuminated
area and assuming a linear relationship between the incoming and the
ecorded rates at low beam intensities. The results are shown in Fig. 10
or the paralyzable counting mode i.e. retrigger capability disabled, and

in Fig. 11 for the non-paralyzable counting mode i.e. retrigger capa-
bility enabled. In case of paralyzable counting mode, there is almost
no dependence on the threshold energy and the maximum recorded
count rate is achieved at approximately 55 Mcts/s/pix for electrons
of 200 keV (Fig. 10(a)), while at approximately 60 Mcts/s/pix for
electrons of 300 keV (Fig. 10(b)). In case of non-paralyzable counting

mode, the dependence on the threshold energy is more pronounced

7

Fig. 9. Response uniformity probed with 300 keV electrons. The threshold energy was
17.5 keV (trimmed), the flux intensity 8 kcts/s/pix and the exposure time 0.25 s. ‘‘Raw’’
and ‘‘corrected’’ refers to the case without and with flat field correction applied. The
histograms to the right-hand side show the pixel counts distribution, for both the cases.

especially at high incoming rates. This reason is that the maximum
achievable count rate for the limiting case of infinite incoming rates is
inversely proportional to the retrigger time 𝜏𝑅 (see Eq. (1)), which was
set according to the corresponding time-over-threshold not to incur in
spurious double counts, and clearly it decreases for increasing threshold
energies.

As a measure of the linearity we calculated the value of the in-
coming count rate which yields a count loss of 10%, for the non-
paralyzable counting mode. For the 200 keV electron case, it ranges
from 32.1 Mcts/s/pix at 7 keV threshold energy to 71.5 Mcts/s/pix at
43 keV threshold energy, while for the 300 keV electron case it ranges
from 31.0 Mcts/s/pix at 7 keV threshold energy to 63.4 Mcts/s/pix at
43 keV threshold energy. Measuring the absolute electron flux with a
Faraday cup for the 200 keV electron case enabled us to translate values
of incoming count rate into incoming electron rate and to compute,
through their ratio, the average event multiplicity. Thus, the 10% count
rate loss occurs at 13.2 Mel/s/pix (2.1 pA/pix) at 7 keV threshold
energy and 69.4 Mel/s/pix (11.1 pA/pix) at 43 keV threshold energy.
For the 300 keV electron case no Faraday cup was available and there-
fore we relied on the average values of event multiplicity presented in
Section 4.3 and summarized in Table 4. The 10% count rate loss then
occurs at 9.2 Mel/s/pix (1.5 pA/pix) at 7 keV threshold energy and at
44.3 Mel/s/pix (7.1 pA/pix) at 43 keV threshold energy. Table 5 reports
the full list of the results.

In order get a deeper understanding of the ASIC behavior we used
the analytical dead-time model developed in [37] specifically for the re-
trigger case as a fitting function on the experimental count rate curves.
The expression relating the recorded count rate 𝑚 to the incoming count
rate 𝑛 is:

𝑚 = 𝑛
𝑒−𝑛𝜏𝑃 + 𝑛𝜏𝑅

(1)

where 𝜏𝑃 is the effective pulse time length, usually slightly longer than
the bare time-over-threshold due to the influence of the non-ideal
(non-rectangular) pulse shape. The fitting parameters are reported in
Table 5. The retrigger time 𝜏𝑅 ranges from a lower boundary of 11 ns
observed for both electron energies at 43 keV threshold energy and
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Fig. 10. Count rate curves for 200 keV (a) and 300 keV (b) electrons for 7 keV,
17.5 keV and 43 keV threshold energies in paralyzing counting mode (retrigger
disabled).

for (max. count rate 90.9 Mcts/s/pix), to an upper boundary of 23 ns
observed for 200 keV electrons at 7 keV threshold energy (max. count
rate 43.5 Mcts/s/pix). Similarly, 𝜏𝑃 ranges from a lower boundary of
13.4 ns observed for 300 keV electrons at 43 keV threshold energy, to
an upper boundary of 27.6 ns observed for 300 keV electrons at 7 keV
threshold energy.

The knowledge of the count rate behavior allows for the correction
of the recorded counts thus extending the linearity range of the system.
The definition of an upper boundary (‘‘count rate cutoff’’) up to which
the curves can be reliably rectified is somehow arbitrary and by the
experience gained in the field we defined it as the point where the
slope equals 0.2. This leads to the cutoff values reported in Table 5 in
different measurement units, spanning a range from 61 Mcts/s/pix for
300 keV electrons at 7 keV threshold energy to 126 Mcts/s/pix always
for 300 keV electrons at 43 keV threshold energy.

4.6. Imaging properties

Imaging properties were investigated using the MTF and DQE met-
rics for 200 keV and 300 keV electrons and for the three selected
threshold energies of 7 keV, 17.5 keV and 43 keV. The MTF was
obtained using the standard slanted-edge technique, i.e. a highly ab-
sorbing edge was placed in front of the detector slightly tilted with
8

Fig. 11. Count rate curves for 200 keV (a) and 300 keV (b) electrons for 7 keV,
17.5 keV and 43 keV threshold energies in non-paralyzing counting mode (retrigger
enabled). Experimental data are shown with error bars, the fitting with Eq. (1) is shown
in solid line.

respect to the pixel matrix orientation (∼3◦) in order to allow for an
oversampling of approximately 20. Direct outcome of the measurement
was the edge spread function (ESF), which was derived to obtain the
line spread function (LSF), whose Fourier transform was the MTF. The
data acquisition was performed in condition of low flux intensity to
maintain the system well in the linear regime and the images were flat
field corrected to eliminate the fixed pattern noise. Fig. 12(a) and (b)
show up to twice the Nyquist frequency (𝑓𝑁𝑦 =5 mm-1) the MTF for the
two electron energies, respectively. The curves exhibit higher values
for increasing threshold energies, as a consequence of the reduction of
the average event multiplicity, and slightly lower values for increasing
electron energy, as a consequence of the increased track length of
the impinging electrons. An excellent matching is observed between
experimental data and simulation results except at 7 keV threshold
energy, for the same reasons pointed out in Section 4.3.

The DQE was computed using the following relation:

𝐷𝑄𝐸 = 𝑀𝑇𝐹 2

𝑁𝑁𝑃𝑆
1
𝑄

(2)

where the NNPS is the normalized noise power spectrum and Q is the
flux intensity of the incoming electron beam. The NNPS was obtained
by computing the average power spectral density on series of images
taken under uniform illumination, in condition of low flux intensity,
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Table 5
Count rate parameters for the non-paralyzable counting mode.

Beam energy Th. energy 10% loss 𝜏𝑅 𝜏𝑃 ‘‘Cutoff’’
(keV) (keV) (Mcts/s/pix)/(Mel/s/pix)/(pA/pix) (ns) (ns) (Mcts/s/pix)/(Mel/s/pix)/(pA/pix)

7 32.1/13.2/2.1 21.43 ± 0.05 25.7 ± 0.3 66.37/27.20/4.35
200 17.5 38.8/24.7/3.9 15.28 ± 0.02 17.21 ± 0.09 93.28/59.41/9.51

43 71.5/69.4/11.1 11.00 ± 0.01 15.93 ± 0.07 121.83/118.28/18.92

7 31.0/9.2/1.5 23.05 ± 0.06 27.6 ± 0.3 60.60/18.09/ 2.89
300 17.5 35.8/17.6/2.8 17.03 ± 0.03 18.6 ± 0.1 83.97/41.36/ 6.62

43 63.4/44.3/7.1 11.03 ± 0.02 13.4 ± 0.1 126.08/88.17/14.10
f

s
l
d
s
e

w

Fig. 12. MTF for 200 keV (a) and for 300 keV (b) electrons at the threshold energies of
7 keV, 17.5 keV and 43 keV. Experimental data are displayed in solid line, simulation
results in dash-dotted line. In solid gray is displayed the ideal MTF (sinc function) for
a pixel of 100 μm.

flat field corrected and normalized to the average signal. Fig. 13(a)
and (b) show the DQE for the two electron energies, respectively.
The DQE(0) exhibits an increasing behavior for decreasing threshold
energies, ranging from 0.59 to 0.71 for 200 keV electrons and from 0.64
to 0.76 for 300 keV electrons. This trend is in line with the expectations,
considering that i. higher energy electrons have less probability to be
back scattered from the sensor without depositing enough energy to
trigger a count and ii. lower thresholds guarantee that a higher fraction
f events, even the extremely shared ones, can be detected. At higher
 s

9

Fig. 13. DQE for 200 keV (a) and for 300 keV (b) electrons at the threshold energies of
7 keV, 17.5 keV and 43 keV. Experimental data are displayed in solid line, simulation
results in dash-dotted line. In solid gray is also displayed the ideal DQE (sinc2 function)
or a pixel of 100 μm.

patial frequencies the DQE decrement is slightly more pronounced for
ower threshold energies, as a consequence of the spatial resolution
egradation given by higher event multiplicities. Also in this case,
imulations agree with experimental data except at 7 keV threshold
nergy.

As a consistency check, we compared the DQE(0) values computed
ith Eq. (2) with the ones obtained from the knowledge of the first two

tatistical momenta of the event multiplicity distribution 𝑃 , according
𝑚
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Table 6
DQE(0) computed from multiplicity distribution (Eq. (2)) and from NNPS analysis
(Eq. (3)).

Beam energy Th. energy DQE(0) DQE(0)
(keV) (keV) from multiplicity from NNPS

7 0.75 0.71
200 17.5 0.68 0.67

43 0.59 0.59

7 0.75 0.76
300 17.5 0.72 0.73

43 0.66 0.64

Fig. 14. Temporal stability at 110 kfps (8FP + 2 × 2B enabled) under illumination of
200 keV electrons and at the threshold energy of 17.5 keV.

to the formula in [38]:

𝐷𝑄𝐸(0) =
⟨𝑃𝑚⟩

2

⟨𝑃 2
𝑚⟩

. (3)

Table 6 summarizes the results. The two methods give very similar
esults with a discrepancy which is in the worst case 0.04.

.7. Temporal stability

The temporal stability of the detector response was probed at ex-
reme operating conditions in terms of high frame rate or high electron
lux intensity.

Fig. 14 shows the time behavior of the readout counts over the
hole pixel matrix at the frame rate of 110 kfps (8FP + 2 × 2B

nabled) for a series of 500 images taken with 200 keV electrons and
t the threshold energy of 17.5 keV and in a condition of low electron
eam intensity. In the plot, the ±1% variation bands are displayed for
eference as well as the histogram of the counts distribution. Despite the
ounts histogram is nicely fitted with a Gaussian function – indicating

dominant random nature of the variations – a feeble sinusoidal
omponent, which we impute to the electron beam itself, is also visible.

The behavior under high electron beam intensities was investi-
ated with 300 keV electrons impinging with a flux of approximately
7 Mel/s/pix (5.9 pA/pix) – meaning a count rate of 50 Mcts/s/pix at
he threshold energy of 17.5 keV and in non-paralyzable counting mode
on a circular portion of the sensor with radius ∼11 pixel. Images were

aken every 10 s for a total of 5500 s. The top plot of Fig. 15 shows the
adial mean of the counts for increasing irradiation times (color coded
rom blue to red), while the bottom plot shows the time evolution of
he average counts for pixels within a radius of 8 pixels, expressed as
ercentage variation with respect to the initial condition. For every
mage of the series, the beam center was computed with a dedicated
lgorithm in order to compensate for possible slow drifts of the electron
10
Fig. 15. (Top) radial mean of the counts over a circular area illuminated with 300 keV
electrons with an intensity of 37 Mel/s/pix, at the threshold energy of 17.5 keV, for
a total time span of 5500 s. Increasing times are indicated with the line color from
blue to red. (Bottom) time evolution of the average counts for pixels within a radius
of 8 pixels, expressed as percentage variation with respect to the initial condition.

beam during the data acquisition. The radial mean count profile do not
show a significant change in dimensions, quantifiable in less than half
a pixel. The count variation in the illuminated area shows a slight non-
monotonic time dependence before to achieve a complete stabilization.
The highest variation is observed at around 1000 s which does not
exceed 1.5%. This might be due to a minimal sensor polarization – i.e.
a progressive space charge buildup within the sensor volume causing
distortions in the electric field profile and leading to non-trivial signal
variations, common to all high-Z materials [39]. However, considering
the harsh illumination conditions tested here, the impact of polarization
appears anyway of small or almost negligible significance.

4.8. Radiation tolerance

Computations performed with Monte Carlo simulations showed that
a CdZnTe sensor of thickness 1.5 mm constitutes an extremely effective
shielding for the ASIC underneath. In the worst case of 300 keV
electrons the total dose released in the ASIC amounts to only 133 RAD
per 1012 primaries, mainly due to fluorescence and bremsstrahlung
X-rays produced during the electron–semiconductor interaction. For
comparison, in the case of a Silicon sensor with thickness of 1 mm the
delivered dose is relatively higher, but still extremely small, amounting
to 157 RAD per 1010 primaries. From experience with previous ASICs
implemented with the same technology, the minimal dose needed to
observe the first effects of radiation damage, namely threshold energy
shifts, amounts to approximately 0.1-1 MRAD.

5. Proof-of-concept 4D STEM

A series of proof-of-concept 4D STEM datasets were taken at the
EMPA institute using the FEI Titan Themis, with the electron energy
set to 300 keV. The microscope was equipped with a CEOS Cs-probe
corrector and the probe semi-convergence angle was set to 18 mrad.
As a case study, we used as a specimen a transparent lamella of multi-
ferroic BiFeO3, oriented along the [100] direction of the pseudocubic
perovskite system. The specimen was raster-scanned over a region of
512 × 512 points with a dwell-time of 8.9 μs (112 kfps) – for a total
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Fig. 16. (a) 4D STEM dataset obtained with a 512 × 512 points raster scan of an
electron transparent multiferroic BiFeO3 specimen. The inset shows a magnified view on
a subset of 128 × 128 points, where the atomic columns can be localized as a variation
of CBED intensity. (b) Selected example of the 96 × 96 full CBED pattern recorded in
two different positions with respect to the atomic columns. (c) Reconstructed signals
obtained from the 4D STEM dataset by means of a virtual ADF detector and image
moments integration, respectively.

exposure time of 2.33 s – and with a probe current in the range
70–90 pA. The detector was operated in the 8FP + 2 × 2B read-
out mode. Given the probe semi-convergence angle and the cho-
sen camera length, we obtained a transmitted disk whose diameter
was 21 pixels and corresponding to a diffraction space resolution of
1.714 mrad/pixel.

Fig. 16(a) shows the composition obtained by cutting the central
part (transmitted disk) of the Convergent Beam Electron Diffraction
(CBED) pattern for each scan position and juxtaposing them at their
raster scan coordinates. In this way, the 4D STEM dataset is reduced
 t

11
to a 2D plot. The central parts of the CBED patterns show remarkable
intensity redistribution that allows for the qualitative identification of
the atomic columns in the raw 4D STEM dataset. As an example, two
full CBED patterns corresponding to two different beam positions are
shown in Fig. 16(b)4. The annular region called Annular Dark Field
(ADF) surrounding the transmitted disk and containing low- and mid-
angle scattered electrons is also highlighted for reference. The patterns
in the two subfigures display different intensity distributions over the
transmitted disk, due to the different relative positions with respect
to an atomic column. Fig. 16(c) shows to the left and to the right,
respectively, the reconstructed signals obtained either by integrating
the 4D-STEM dataset with a virtual ADF detector or by calculating the
shift of the Center of Mass (CoM shift) of the CBED pattern, obtained
by the first-order image moments. The ADF signal allows distinguishing
between the BiO and FeO2 columns due to their different average
atomic number. In particular, the heavier BiO atomic columns appear
with a brighter contrast in the image. On the other hand, being the CoM
shift related to the momentum transfer [40] it is possible to retrieve
direction and magnitude of the atomic electric field in the specimen,
represented in the 2D map with a spectral color code. This type of anal-
ysis is of particular relevance as it enables the understanding of material
properties at a microscopic scale with important potential implications
in the design of novel devices and technologies (e.g. [41]). Overall,
the results are already in line with the state-of-the-art standards. In
particular, the short total exposure time needed for the recording of the
dataset assured great stability against specimen drifts, contamination
and charging, enabling the imaging over large fields (raster scans up to
1024 × 1024 points did not show any noticeable distortion) of views
normally non-achievable in 4D STEM/ptychography experiments.

6. Conclusion

We presented the novel electron counting KITE ASIC developed
at DECTRIS Ltd. and targeted to 4D STEM applications. With a pixel
size of 100 μm arranged in a matrix of 192 × 192 it can be used in
combination with both Si and high-Z direct detection semiconductor
materials in a single-chip hybrid assembly configuration. The front-end
electronics was designed to achieve extremely short signal pulses (∼6 ns
FWHM) and the instant retrigger capability was included to extend
to response linearity up to count rates on the order of 108 cts/s/pix.
Beyond a highly parallel ASIC readout, two data compression strategies
were implemented to reduce the output data rate thus increasing the
frame rate capability, namely the 2 × 2 pixel digital binning and
the floating-point counter encoding. Currently limited by the 10 Gb/s
bandwidth of the read-out electronics, the ASIC can operate at the
(continuous) speed of 120 kfps, although values up 500 kfps are in
principle achievable with an improved setup.

We built and characterized a first detector prototype featuring a
1500 μm-thick CdZnTe sensor with fluorescence X-rays from elemental
targets and with 200 keV and 300 keV electrons. We investigated the
spectral response for energies in the range 17.5 keV to 300 keV, observ-
ing a saturation of the threshold voltage vs. incoming energy curve for
energies above 150 keV. The analysis of the Mo K𝛼-lines (17.5 keV)
revealed that the noise of the front-end electronics is 1183 eV rms,
allowing for a minimum threshold energy of 7 keV. The possibility
of threshold trimming allows for a pixel-to-pixel dispersion of 540 eV
rms in the linear range, reducing the pristine threshold dispersion by
a factor 6.78. We reported the probability distribution of single event
multiplicities for 200 keV and 300 keV electrons and for three notable
threshold energies, namely 7 keV, 17.5 keV and 43 keV. The average
event multiplicity is in the range 1.03–3.35, increasing for increasing
beam energy and decreasing threshold energy. Count rate capabilities
and imaging performances (MTF and DQE) were evaluated for the

4 A probe semi-convergence angle of 18 mrad corresponds to 36 mrad on
he central pattern of the CBED.
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same beam energies — threshold energies combinations. Thanks to the
non-paralyzable counting mode enabled by the retrigger mechanism,
a 10% count rate loss is observed at 71.5 Mcts/s/pix (11.1 pA/pix)
and 63.4 Mcts/s/pix (7.1 pA/pix) for 200 keV and 300 keV electrons,
respectively, at the threshold energy of 43 keV. The knowledge of the
count rate curves allows for a reliable correction of the recorded counts
up to 121 Mcts/s/pix (19 pA/pix) and 126 Mcts/s/pix (14 pA/pix) for
the two cases, respectively. DQE curves show relatively high values
over the whole spatial frequency domain, thanks to the use of a high-
Z sensor. Values of DQE(0) increase for decreasing threshold energies,
ranging from 0.59 to 0.71 for 200 keV electrons and from 0.64 to 0.76
for 300 keV electrons. The temporal stability was probed both at high
frame rate (110 kfps) and at high beam current (5.9 pA/pix). Even
in the latter case the detector response is stable within 1.5% for over
5000 s.

Monte Carlo simulations were generally in very good agreement
with the experimental data except for the measurements performed at
7 keV threshold energy. Preliminary investigation suggest the origin of
the discrepancy may be due to the existence of more complex signal
induction phenomena (e.g. bipolar signals), which are not taken into
account in the simulated model.

Proof-of-concept 4D STEM datasets were taken on BiFeO3 specimen,
with results already comparable to the state-of-the-art standards. Dwell
times below 10 μs assured the possibility of scanning large fields of view
in a very short time (e.g. 512 × 512 in 2.33 s) and without significant
specimen drifts, contamination or charging.
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