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H I G H L I G H T S  

• The emission inventory of SO2, one of the causal factors of SO2 pollution, was estimated from the ground observations. 
• The inverse problem was solved by combing air quality models with Bayesian inference. 
• The response of the ambient SO2 to SO2 emissions was quantified as linear. 
• The updated emissions were more accurate in predicting the SO2 pollution than the baseline.  
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A B S T R A C T   

Chongqing, a metropolitan with over 32 million residents in southwest China, has suffered from SO2 pollution 
since 1980s. The emission inventory is an important tool to evaluate the SO2 pollution and to design the effective 
emission reduction policies. The present work developed a scheme to update the obsolescent SO2 emission in
ventory in Chongqing obtained from Multi-resolution Emission Inventory for China in 2008 (MEIC2008). The 
updated emission inventory was estimated by integrating the a priori knowledge of the baseline emissions and the 
current observations based on Bayesian inference, in which the source-receptor sensitivities were calculated by 
the Decoupled Direct Method in Three Dimensions in the Community Multiscale Air Quality Modeling System 
(CMAQ DDM-3D). An analytical solution of the Bayesian theorem was derived based on the linear response 
assumption and applied to estimate the actual SO2 emissions. The updated emission inventory was comparable 
with the most recent MEIC emission inventory in 2016 and 2017, and was in line with the decline trend of SO2 
emissions in Chongqing in the last decade. The adjustment of the emissions improved the accuracy in predicting 
SO2 concentrations with the developed method.   

1. Introduction 

Air pollution often plagues metropolitan areas. Sulfur dioxide (SO2) 
is one of the major atmospheric pollutants, indicating rapid industrial
ization and urbanization. High levels of SO2 pose a risk to human health. 
During the early development of large cities, the extremely high level of 
SO2 and sulfurous smog killed or sickened thousands of people in a short 
time (Davis, 2002; Helfand et al., 2001). Regarding long term effects, 
SO2 irritates the respiratory system and aggravates symptoms of respi
ratory and cardiovascular illnesses, which cause over one million pre
mature deaths each year (Chen and Kan, 2008; Pandey et al., 2005; 
Venners et al., 2003). SO2 can also harm the environment. Combined 
with water and air, SO2 transforms into the acid rain, damages the 

foliage and causes deforestation. The acid rain also erodes the archi
tecture and acidifies waterways (Clarke and Radojevic, 1987; Gaffney 
et al., 1987; Larssen et al., 2006). 

SO2 is released from both anthropogenic and biogenic emissions. The 
anthropogenic sources dominate the emissions of SO2, contributing to 
more than 70% of the global SO2 emissions (Whelpdale and Kaiser, 
1997). The primary anthropogenic sources of SO2 are mainly fossil-fuel 
combustion by power plants and industrial facilities, which account for 
50% of the total anthropogenic emissions. The eruption of volcanoes and 
biogenic dimethyl sulfide are the major natural sources of SO2 (Jain, 
2015). China is the third largest emitter of anthropogenic SO2 behind 
India and Russia, emitting 8% of the global anthropogenic SO2, which 
was 2156 kilotons SO2 in 2019 (Dahiya et al., 2020). 
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Chongqing, the sixth-largest Chinese city by economy size, located in 
the southwest of China, has suffered from the acid rain since 1980s. 
Chongqing has been assigned as the acid rain control area by the na
tional and local governments (Bingjiang et al., 1998). The coal with the 
sulfur content of 3.5% used to be the major fuel for the traditional in
dustrial Chongqing (Chang, 2022). By desulphurization of the fuel and 
using natural gas as the coal substitute, the frequency of acid rain 
declined significantly, from more than 90% in 1980s to 40% in 2018 
(Xuan et al., 2021). However, SO2 pollution is still one of the major 
environmental concerns in Chongqing. 

Despite of the monitoring of the SO2 concentrations, the emission 
inventory is one of the important tools to evaluate the SO2 pollution and 
to design the effective emission reduction policies. Bottom-up emission 
inventories, such as Emissions Database for Global Atmospheric 
Research (EDGAR) (Olivier et al., 1994), Multi-resolution Emission In
ventory for China (MEIC) (Li et al., 2017), Regional Emission inventory 
in ASia (REAS) (Kurokawa and Ohara, 2020), and the emission in
ventory developed by Peking University (PKU-FUEL) (Shen et al., 2013), 
tracked the spatial and temporal variations of SO2 emissions over the 
past decades. From the existing emission inventories, the global trend of 
SO2 emissions is declining due to the emission restrictions in countries 
such as USA and China (Streets and Waldhoff, 2000; Popp, 2006). 

The generic bottom-up method has been applied to establish the 
emission inventories (Zhang et al., 2019, 2022). Activities producing 
SO2 have been summarized and related parameters have been consid
ered, such as emission factors. However, the emission inventories have 
systematic bias in evaluating the real-time emissions and predicting air 
pollution. For instance, EDGAR v4.3.2 was estimated to have annual 
uncertainties on SO2 varying between 14.4% and 47.6% in 2012 (Crippa 
et al., 2018). The uncertainties of SO2 emissions in MEIC were also 
significant, up to 30% in Asia in 2012 (Hong et al., 2017). When 
considering a smaller scale, the spatial bias can be even larger (Zheng 
et al., 2017). Moreover, all the emission inventories have lags between 
the available time of the data set and real-time calculation needs. For 
instance, EDGAR has not been updated since 2012 and the latest public 
version of MEIC was in 2017, which poses challenges for calculation of 
the current air pollution due to the temporal uncertainties. 

The top-down methods can estimate SO2 emissions from observa
tions. Researches on updating emission inventories mainly focus on the 
greenhouse gases, such as carbon dioxide (CO2) and methane (Thomp
son et al., 2015; Mazzanti et al., 2006; Feng et al., 2021). The obser
vations from satellite measurements can be used to estimate the SO2 
emissions. The method benefits from the large spatial coverage, but has 
limitations on data retrieval uncertainties in the conversion of columnar 
to surface information (Qu et al., 2019; Lee et al., 2011). A previous 
study updated the SO2 emissions with the ground observations, but 
ignored the effects of observations in other regions (Bae et al., 2020). 
The Decoupled Direct Method in Three Dimensions (CMAQ-DDM-3D) 
can calculate the sensitivity of ambient pollutants to the predefined 
emissions, and has been used to estimate the source contributions from 
regions and sectors (Foley et al., 2014; Cohan et al., 2005). It also pro
vides the possibilities to update the emission inventories (Cheng et al., 
2021; Cohan, 2004). However, DDM-3D has not been widely adopted for 
emission update as it has not been widely reported in the literature. 

In the present work, the inverse model was used to update SO2 
emissions in Chongqing. The model integrated both the observations as 
well as the baseline emission inventory provided by MEIC2008. The 
baseline simulation was conducted with the chemistry transport model. 
The SO2 emissions were updated based on Bayesian inference in which 
the source-receptor sensitivities were calculated by the CMAQ DDM-3D 
model. The updated emission inventory was validated first, and then 
compared with the more recent MEIC inventory, from which the decline 
of SO2 emissions can be observed. The updated emission inventory 
predicted the SO2 pollution with a higher accuracy. 

2. Data and methods 

2.1. Measurements of ground-level SO2 concentrations 

The observation data in Chongqing were obtained from the China 
National Environmental Monitoring Center. There were 40 monitoring 
stations, distributed in 39 counties in Chongqing, shown in Fig. 1a. Most 
of the stations gathered in the southwestern counties, which were also 
the political and economic center of Chongqing. Some counties 
possessed more than one monitoring stations, such as the central YuZ
hong district, while other mountainous counties had no observation 
station, such as the northern WuXi county. The observations were 
averaged monthly as one representative value in the counties with 
multiple monitoring stations. Since the information of the device per
formance was difficult to be obtained from Chinese monitoring stations, 
the observation uncertainties were estimated by calculating the stan
dard deviations among the monitoring stations in the same county. 

The monitoring stations recorded the hourly and daily average 
pollutant concentrations, such as PM2.5, PM10, SO2, NO2, O3, CO and 
also an Air Quality Index (AQI). The SO2 concentrations were collected 
in all the monitoring stations within the calculation domains (Fig. 1) in 
2021. The measurement methods were UV fluorescence analyzer or 
differential optical absorption spectroscopy according to China’s 
ambient air quality standards GB 3095–2012. Cubic spline interpolation 
was applied when the data set had null values. We discarded the data 
sets that contained only null values. 

The measurements were utilized to update the emission inventory by 
maximizing the a posteriori probabilities of the model results being real. 
However, the uneven distribution of observation stations caused the 
absence of constraints in some counties when updating the SO2 
emissions. 

2.2. Baseline emissions 

Emission inventory is the indispensable input data for air quality 
models. This study employed the Multi-resolution Emission Inventory 
for China version 1.3 (MEICv1.3) as the baseline emission inventory (Li 
et al., 2017). MEIC is a static anthropogenic emission inventory of major 
pollutants with the resolution of 0.25◦ × 0.25◦, including the emission 
information from five different sectors in China, i.e. power sector, in
dustry sector, residential sector, transportation sector, and agriculture 
sector. The time coverage of the currently available MEIC ranges from 
2008 to 2017. In this study, the emission inventory from 2008 was 
adopted as the baseline emissions. The updated emission inventory of 
SO2 was compared with the most recent emission inventories, 
MEIC2016 and MEIC2017, in Section 4. 

2.3. Chemistry transport model 

Chemistry transport model calculated the pollutant concentrations 
with the developed emission inventory (Zhang et al., 2020, 2021, 2022; 
Gao et al., 2022). In the study, we applied the chemistry transport model 
to calculate the SO2 concentrations based on the baseline emission in
ventory and then analyzed the deviations between the simulated SO2 
concentrations and the observations. The chemistry transport model was 
also used to validate the updated emission inventory. 

The combined Weather Research and Forecasting Model (WRF) 
version 3.8 and Community Multiscale Air Quality Modeling System 
(CMAQ) version 5.2 were used in the study (United States Environ
mental Protection Agency, 2020; Skamarock et al., 2008). Driven by the 
meteorological field generated by the WRF model, the CMAQ system 
calculated the process of the pollutants’ formation, transport, evolution, 
and removal. In the study, WRF-CMAQ model calculated the pollutant 
concentrations with the a priori knowledge of the baseline and the 
updated emission inventories. 

In the WRF-CMAQ model, two nested domains were set up using one- 
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way nesting in the Lambert Conic Conformal projection with horizontal 
resolutions of 30 km × 30 km and 5 km × 5 km, respectively, shown in 
Fig. 1b. The larger domain covered South China. The smaller domain 
covered Chongqing and some areas of the neighboring provinces. The 
choice of the horizontal grid setting was a compromise between the 
accuracy of problem solving and the limitation of the computational 
power. The grid of the large domain was coarse to reduce the calculation 
time. Two domains were set instead of three. The intermediate domain 
was omitted due to the limitation of the computational power. The 
resolution of the small domain should be fine enough for the question. 
However, the fine grid would increase the calculation time dramatically, 
especially in calculating the sensitivity matrix (See Section 2.4.2). 
Currently, it would not be feasible to use a finer grid than 5 km for the 
small domain. The simulation utilized 30 terrain-following σ-levels up to 
10 hPa (i.e., ~20 km a.s.l.). The land use information was obtained from 
the MODIS (Moderate Resolution Imaging Spectroradiometer) IGBP 
(International Geosphere–Biosphere Programme) 21-category data 
(ORNL DAAC, 2018). Sparse Matrix Operator Kernel Emissions 
Modeling System (SMOKE) version 4.5 was used to preprocess the 
baseline MEIC emission inventory before running the chemistry trans
port model CMAQ (Coats, 1996). The emission inventory was re-gridded 
to match the spatial and temporal configurations of CMAQ. The pol
lutants from the emission inventory were classified into more specific 
species to fit the CMAQ chemical mechanism. 

The configuration information of WRF and CMAQ was listed in 
Table 1. WRF was initialized by the meteorological field from the final 
global tropospheric analyses by National Centers for Environmental 
Prediction (NCEP) Final (FNL) Operational Global Analysis data. The 
NCEP FNL data also provided the boundary conditions for the WRF 
model. For the CMAQ model, the boundary and initial conditions were 
given by the default profiles embedded in CMAQ. January, April, July 
and October 2021 were chosen as the simulation periods and repre
sented four seasons. To reduce the influences of the initial conditions, 
the first 10 days were regarded as the ‘spin-up’ period of the simulation 
(Itahashi et al., 2012). Simulation results on the rest days were 
compared and analyzed. The chemical mechanisms used in the model 
were Carbon Bond 2005 e51 (CB05e51) and aerosol6. The only chemical 
reaction related to SO2 in the mechanisms was 

SO2+OH = SULF + HO2 + SULRXN (1)  

where OH was hydroxyl radical, SULF was gaseous sulfuric acid, HO2 
was hydroperoxy radical, and SULRXN was the precursor of aerosol 
sulfate. 

CMAQ-DDM-3D was also used in the study. DDM-3D is a separate 
version of the CMAQ model that provides an efficient approach for 
probing the sensitivity of atmospheric pollutant concentrations to 
various changes in model inputs including emissions (Hakami et al., 
2003). The detailed information of DDM-3D was introduced in Section 
2.4.2. 

2.4. Inverse model 

In the logical direction contrary to the CMAQ simulation, it was 
possible to estimate the emissions with the observations, known as the 
top-down method. We adopted the inverse model to update the emission 
inventory based on observations, source-receptor sensitivity and the a 
priori knowledge of baseline emissions. The flowchart of the top-down 
method was shown in Fig. 2. 

2.4.1. Bayesian inference 
Bayesian inference was used in the study to yield the maximum 

probability of the real emission inventory (Bayes, 1763), which has been 
successfully utilized to estimate the emissions based on observations 
(Zhang et al., 2014, 2015; Wang et al., 2018). Two datasets were 
considered, which were the observations dobs and unknown emission 

Fig. 1. (a) Observation stations in Chongqing counties. The red dots referred to the locations of the stations. (b) Model domains. The color referred to terrain heights 
of the two nested model domains with horizontal resolutions of 30 km × 30 km (large domain), and 5 km × 5 km (small domain). (For interpretation of the references 
to colour in this figure legend, the reader is referred to the Web version of this article). 

Table 1 
Configuration of WRF and CMAQ.  

WRF 
Initial field NCEP FNL 
Microphysics WRF Single-Moment (WSM) 3-class simple ice 
Cumulus scheme Kain-Fritsch 
Land surface model scheme Noah 
Planetary boundary layer 

scheme 
Yonsei University (YSU) planetary boundary layer 
(PBL) 

CMAQ 
Chemical mechanism cb05e51 
Chemical solver Euler Backward Iterative (EBI) 
Aerosol module aerosol6 
Advection scheme Yamartino (YAMO) 
Horizontal diffusion multiscale 
Vertical diffusion Asymmetric Convective Model version 2 (acm2) 
Cloud scheme acm_ae6 
Initiation Default profile  
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parameter e. Except for dobs, all the SO2 concentrations mentioned in 
Section 2.4 were modeled concentrations. The possibility density of a 
posteriori emissions was given by Bayes’ theorem: 

p
(
e
⃒
⃒dobs)=

p
(
dobs⃒⃒e

)
p(e)

p
(
dobs) (2)  

where p(dobs |e) was the a priori of observed data, also named as the 
likelihood function, p(e) was the a priori of the emissions, p(dobs) was a 
normalization factor, named as evidence. The evidence scaled the a 
posteriori, and its numerical value did not affect relative likelihoods of 
the emissions e. The a posteriori was the solution of the inverse problem. 
The a priori information of the observation data, the baseline emissions, 
and the source-receptor sensitivity were integrated to estimate the a 
posteriori emissions. 

The likelihood function was assumed to be in the form of Gaussian 
distribution, since the measurement errors were considered to follow the 
normal distribution. The a priori knowledge of the emissions was also 
described as Gaussian distribution, considering the uncertainties of the 
baseline emissions. 

p
(
dobs⃒⃒e

)
= const.e−

1
2(d− dobs)

T
Cd

− 1(d− dobs) (3)  

p(e)= const.e−
1
2(e− eprior)

T
Ce

− 1(e− eprior) (4)  

where d was the concentrations calculated by CMAQ with the dimension 
of n (number of the observations) by 1. eprior was the baseline emissions. 
Cd was the covariance matrix of the SO2 concentrations, and Ce was the 
covariance matrix of the emissions. The dimension of the covariance 
matrixes Cd was n (number of observations) by n, while the dimension of 
the covariance matrixes Ce was m (number of the emission areas) by m. 
Ce captured the a priori uncertainties of the baseline emissions. Cd 
described the observational uncertainties. The detailed construction 
method of covariance matrices was described in Section 2.4.3. Com
bined with the probability distribution of the a priori, the a posterior can 
be rewritten as: 

p
(
e
⃒
⃒dobs)= const.eχ(e) (5)  

χ(e)= −
1
2

[(
d − dobs)T Cd

− 1( d − dobs)+
(
e − eprior)T Ce

− 1( e − eprior)
]

(6) 

We assumed that the response of the ambient concentrations d to the 
emissions e was linear. G was the source-receptor sensitivity matrix. 

d=Ge (7) 

When the a posteriori had the maximum probability, the estimated 
emissions can be solved in the following equation: 

ẽ=
(
GT CdG + Ce

− 1)− 1( GT Cddobs +C− 1
e eprior) (8)  

where ẽ was the estimated emissions. the sensitivity matrix described 
the small change of the SO2 concentration in response to the small 
change of the emissions. The generation of the sensitivity matrix was 
introduced in Section 2.4.2. 

2.4.2. Sensitivity matrix 
The sensitivity matrix was a Jacobian matrix, describing the response 

of the SO2 concentrations to the changes of the emissions. The entry of 
the sensitivity matrix G(i,j) was the first order derivative of SO2 con
centration d at the location i with respect to the emission e at location j, 
shown in the following equation. 

G(i, j)=
∂d(i)
∂e(j)

(9) 

CMAQ-DDM-3D was used to generate the sensitivity matrix in the 
study. The entries of the sensitivity matrix generated by DDM-3D were 
the gradient normalized by the local emissions strength P (Hakami et al., 
2003). 

GD(i, j)=P(j)
∂d(i)
∂p(j)

=
∂d(i)

∂[p(j)/P(j)]
(10)  

where GD was the sensitivity matrix generated by DDM-3D. p was the 
emission variable and P was the nominal value of p used in the 
simulation. 

In our case, the setup of CMAQ-DDM-3D was the same as that of 
CMAQ in the small domain. When constructing the sensitivity matrix, 
the small domain was further divided into 41 areas, including 39 
counties of Chongqing, the area in the small domain but out of 
Chongqing (as shown in Fig. 1), and the boundary of the small domain. 
The sensitivity of SO2 concentrations responding to the SO2 emissions in 
each area was calculated. Therefore, the dimension of the sensitivity 
matrix was n (number of observations) by m (number of the emission 
areas, which was 41). The simulation with CMAQ-DDM-3D was con
ducted after 10 days’ ‘spin-up’ to generate sensitivity matrix. The 
sensitivity matrix in each month was constructed based on the monthly 
average. 

2.4.3. Covariance design 
The design of the covariance matrix was elucidated in the section. 

The a priori covariance matrix described uncertainties of baseline 
emissions and correlations of emission strength between areas. Data 
covariance matrix described the measurement uncertainties. The errors 
of baseline emissions and observations were dispensable for updating 
the emissions. The errors indicated that the baseline emissions and ob
servations deviated from the reality. 

The a priori covariance matrix was symmetric. The diagonal elements 
of Ce were the uncertainties of baseline emissions in each area, pro
portional to the a priori emissions by a relative uncertainty factor of fe. fe 
was around 15%, estimated by predicting surface concentrations of SO2 
based on MEIC in previous research (Hong et al., 2017; Zheng et al., 
2017). Meanwhile, the off-diagonal elements of Ce were allowed to be 
non-zero. They showed the correlations of emission strength between 
two areas. Realistically, it was difficult to acquire the information how 
the emission strength in one area was correlated with strength in 
another area. Therefore, an empirical spatial correlation was proposed, 
depicting the exponential decay with the distance between two areas 
(Tarantola and Valette, 1982). 

Fig. 2. Flowchart of the emission update method.  
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(Ce)ij = e−
|xi − xj|

λ
̅̅̅̅̅̅̅̅̅̅̅
Ce,(i,i)

√ ̅̅̅̅̅̅̅̅̅̅̅
Ce,(j,j)

√
(11)  

where |xi-xj| was the distance between the centers of area i and area j. λ 
was the correlation length. The relative magnitude of |xi-xj| and λ 
determined the gradient of emission strength among areas. When λ was 
small compared with |xi-xj|, the emission strength changed rapidly from 
an area to the surroundings. In contrast, λ with a large value compared 
with |xi-xj| implied that the emission strength in an area correlated with 
other areas over relatively large distance, and the emission strength 
changed smoothly. In previous studies, λ was estimated to be around 
8–50 km based on comparisons of the spatial structures of multiple 
emission inventories (Hiller et al., 2014; Henne et al., 2016). The un
certainty of the total emissions was given by σ(Etot). 

σ(Etot)=

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅∑

i

∑

j
Ce,(i,j)

√

(12) 

Both the observation and model uncertainties were contained in the 
data covariance matrix. The data covariance matrix was also symmetric. 
The diagonal elements of the matrix were constructed as quadratic form 
of the observation uncertainties σobs and model uncertainties σmodel in 
each area, shown as Equation (13). Since the device performance in
formation was difficult to be obtained from Chinese monitoring stations, 
the observation uncertainties were estimated by calculating the stan
dard deviations among the monitoring stations in the same counties. The 
model uncertainties were estimated from model residuals. It was 
assumed that the model uncertainties were various among different lo
cations. However, for each location, the model uncertainties remained 
constant and were estimated by calculating the root mean square error 
(RMSE) of the difference between the simulation results and the obser
vations (Henne et al., 2016). The off-diagonal elements of the data 
covariance matrix were set to 0. 

Cd(i, i)= σ2
obs + σ2

model (13)  

2.4.4. Validation 
We validated the updated emission inventory by calculating the 

value of root-mean-square misfit, shown in the following equation: 

χrms =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

1
N

∑N

i=1

(
dobs − dest)T C− 1

d

(
dobs − dest)

√
√
√
√ (14)  

where dest was the simulated SO2 concentration with the updated 
emissions calculated by the linear Equation (7). The root-mean-square 
misfit compared the SO2 concentration from simulation and observa
tions. When the simulated results were close to observations and roughly 
within the observational errors ε, dobs − dest ≈ ε, and the root mean- 
square misfit should equal to 1. When χrms was significantly larger 
than 1, the difference between the simulations and observations was 
larger than the observational error. The situation was referred to as 
under-fitting the data. On the contrary, when χrms was significantly 
smaller than 1, the observational error was fitted instead of the credible 
data, called over-fitting. 

Besides, the SO2 concentrations was calculated based on the updated 
emission inventory with CMAQ model, and then compared with the 
observations in order to validate the updated emission inventory 
directly. 

3. Results 

3.1. Updated SO2 emission inventory 

3.1.1. Sensitivity matrix 
The DDM-3D model probed how the sensitivity of SO2 concentra

tions to perturbations in SO2 emissions propagated through every 

physical and chemical model in CMAQ. Therefore, the sensitivity matrix 
presented not only the change of the ambient concentrations in response 
to the change of emissions, but also included the meteorological 
information. 

Fig. 3 shows the averaged values of the sensitivity matrix in January, 
April, July and October based on MEIC2008 with the meteorological 
conditions of 2021. The local emissions contributed more than the 
remote emissions, since the values of diagonal entries were higher than 
the off-diagonal ones. The sensitivity matrix can be divided into 3 areas, 
Chongqing downtown, east Chongqing and west Chongqing. Chongqing 
downtown had the strongest emissions, followed by the west and east 
Chongqing. Regarding the gradient of concentrations, the change of the 
SO2 concentration to the normalized emission was the highest in 
downtown, the central area of Chongqing, but lowest in the east, the 
rural and mountainous Chongqing. 

The sensitivity matrix was not diagonally symmetrical, which meant 
the impact from emissions in area A to the SO2 concentration in area B 
was not equivalent to that from B to A. The orientation of emission 
contribution implied the meteorological and terrestrial conditions. For 
instance, in July, the emissions from BaNan on the south side of the 
downtown had a strong impact on the areas in the downtown, such as 
DaDuKou, JiuLongPo and NanAn. However, the impact of BaNan 
decreased in January. In the meantime, the emissions from YuBei, 
located on the north side of the downtown, had increased impact on the 
downtown. It can be explained by that the prevailing wind in summer 
was often from south and reversed in winter in Chongqing. 

3.1.2. Updated emissions 
We updated the SO2 emissions in Chongqing by integrating the in

formation of observations and the baseline emissions. The gridded 
emissions from MEIC2008 in each month was aggregated and averaged 
by county as the baseline. The observations from monitoring stations 
were also averaged in each county as one representative value. 

Fig. 4a shows the baseline emission inventory. The spatial distribu
tion of the baseline emissions was similar to each other in four months, 
while the emission strength in the same area varied slightly across the 
year. The downtown Chongqing accounted for the largest amount of SO2 
emissions, followed by the west Chongqing outside of the downtown. 
The emission strength in the east was the lowest. The emissions in April 
were higher than the rest of the months, while July was the lowest. 
However, the observations were not consistent with the temporal vari
ations and spatial profiles of the emissions, shown in Fig. 4b. The 
observed SO2 concentrations in the downtown were not significantly 
higher than the observations in the east. Moreover, the SO2 pollution 
was highest in January and lowest in July, not only affected by the 
emissions, but by the meteorological conditions as well. 

Combining the baseline emissions and the observations, we obtained 
the updated emissions. Adjustment ratios of the updated emissions to 
the baseline emissions were shown in Fig. 4c. The emissions decreased in 
all counties after adjustment in the four months, except that the updated 
emissions in the east counties increased 1%~4% in April. The emissions 
in the downtown decreased most and the updated emissions were about 
10% of the baseline. The emissions from west Chongqing were reduced 
to 60% compared with the baseline. The emissions from the east 
remained almost the same after the update. Regarding the temporal 
variations, the updated emissions were highest in January and lowest in 
July. The updated emissions became more consistent with the spatial 
and temporal variations of the observations. 

3.2. Validation 

To show the improvement of the updated emissions, we compared 
the deviations of the simulated concentrations based on the baseline and 
the updated emissions from the observations. The observations and the 
simulated results were averaged annually in this section. The monthly 
average of the observations and the simulated results were shown in the 

X. Feng et al.                                                                                                                                                                                                                                     



Atmospheric Environment 294 (2023) 119519

6

supplementary material. 
The observations did not vary abruptly among counties. However, 

the simulation results based on the baseline showed an abrupt change 
from the downtown to the east. The area with the highest emission 
strength was polluted most heavily, while the east had the lightest 
pollution and the lowest emission strength, shown in Fig. 5(a1). The 
simulation results based on the baseline were higher than the observa
tions in most counties, and the difference between the observations and 

the simulation results was largest in downtown Chongqing and smallest 
in the east, shown in Fig. 5(b1). 

After applying the top-down method to update SO2 emissions, the 
simulation results are shown in Fig. 5(a2). Compared with the simula
tion results based on the baseline, the SO2 concentration in the down
town, the west and the east respectively decreased by 78.8%, 60.0%, 
35.0%. Meanwhile, the difference between the simulation results and 
the observations decreased more than 85% in all the counties, shown in 

Fig. 3. Sensitivity matrix in 4 months. (a)–(d) were the sensitivity matrixes in January, April, July and October, respectively. The matrix showed the emission impact 
from 39 counties (x axis) on SO2 concentrations in the corresponding counties (y axis). 
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Fig. 5(b2). The updated emissions flattened the concentration peak of 
SO2 in the downtown, minimized the concentration difference between 
the downtown and the east, and made simulation results more compa
rable with the observations. 

Fig. 5c shows the comparison between the observations and simu
lation results point by point. The simulation results with the baseline 
overestimated the SO2 concentration significantly with the RMSE of 
11.19. The simulation results overestimated SO2 concentration by 
611.0%, 166.4%, in the downtown and the west of Chongqing, and 
underestimated it by 27.0% in the east. The simulation results with the 
updated emissions performed better. The RMSE decreased to 1.56. The 
concentration in the downtown decreased significantly, overestimated 
by 50.7%. The concentration in the west was overestimated by 7.8% and 
underestimated by 38.3% in the east. 

The root mean square misfit was 0.93, 1.20, 0.98, 1.32 in the four 
months, respectively, indicating the observations was under-fit in April 
and October, but slightly over-fit in January and July. The uncertainties 
of the observations were slightly larger in January and July than those in 
April and October, which caused the different fitting results. 

Other statistical comparisons were shown in Table 2. The mean bias, 
mean gross error, root mean square error, mean fractional bias and mean 
fractional error described the deviations of the simulation results from 
the observations. Compared the difference between the observations 
and the simulation results with the baseline emissions, the errors and 
biases between the observations and the simulation results with the 

updated emissions were smaller. The index of agreement and Pearson 
correlation coefficient showed the quality of the linear correlation be
tween simulation results and observations. Simulation results with the 
updated emissions had better correlation with the observations, indi
cated by its larger index of agreement than that based on the simulation 
results with the baseline emissions. The Pearson correlation coefficient 
of the simulation results with the baseline emissions and the observa
tions was slightly negative. With the updated emissions, the simulation 
results had a positive correlation with observations. Therefore, the 
updated emissions performed better in simulating concentrations of SO2 
than the baseline emissions. The definition of the metrics was given in 
the supplementary material. 

4. Discussion 

The MEIC emission inventory showed the SO2 emissions declined in 
Chongqing from 2008 to 2017 (Li et al., 2017). We compared the 
updated emission inventory with the baseline and the latest MEIC2016 
and 2017, shown in Fig. 6. The RMSE was 0.0121 between the updated 
emissions and MEIC2016, and 0.0074 between the updated emissions 
and MEIC2017. Comparing the baseline and MEIC2016 and MEIC2017, 
the RMSE was 0.027 and 0.0315 respectively. In general, the updated 
emission inventory was more comparable with MEIC2016 and 2017 
than the baseline. The updated emissions were lower than the emissions 
of MEIC2016 and 2017 in the downtown, which also included the areas 

Fig. 4. Emission update with the baseline emissions and the observations. (a1) – (a4) were the profiles of baseline emissions in January, April, July and October. (b1) 
– (b4) were the monthly average of the observations in monitoring stations in the 4 months. (c1) – (c4) were the adjustment ratios of the updated emissions in the 4 
months. The blue outline encompassed the downtown area in Figure (a1), while the red and black outlines encompassed the area of the west and east Chongqing. (For 
interpretation of the references to colour in this figure legend, the reader is referred to the Web version of this article). 
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with the highest SO2 emissions. The updated emissions were comparable 
with or higher than MEIC2016 and MEIC2017 in the west outside of 
downtown and the east in Chongqing. The emissions in the county of 
WanSheng were not updated much. The baseline emissions in Wan
Sheng were high, but there was no observation station in the county. We 

had no constraint in updating emissions in the area. The sensitivity also 
showed that the influence from WanSheng on other counties were 
limited. Therefore, it was difficult to use the observations in other 
counties to update the emissions in WanSheng efficiently. In general, the 
updated emission inventory was in line with the declining trend of SO2 

Fig. 5. Model validation. The annual average of the simulated SO2 concentrations with the baseline emissions and the updated emissions was shown in (a1) and (a2). 
The differences between the annual average of the observations and simulation results were shown in (b1) with the baseline and (b2) with the updated emissions. 
Point by point comparisons of the monthly average of the observations and the simulation results were shown in (c1) with the baseline and (c2) with the upda
ted emissions. 
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emissions in Chongqing. 
More statistical analysis on the updated emissions was shown in 

Table 3. The negative mean bias showed that the updated emissions 
were lower than the baseline emissions. The mean gross error and root 
mean square error both indicated that the difference between the 
baseline emissions and the updated emissions was the larger than the 
difference between the updated emissions and MEIC2016/2017, and the 
updated emissions were most comparable to MEIC2017. The index of 
agreement of the updated emissions and MEIC2017 was the largest in 
Table 3, which also indicated that the updated emissions had the best 
agreement with MEIC2017, compared with baseline emissions and 
MEIC2016. 

The analytical solution for the Bayesian theorem was based on the 
assumption of linear forward Equation (7). Therefore, the linearity and 
deviation of the forward model should be further discussed. The simu
lated SO2 concentrations from CMAQ model and the multiplication of 
the sensitivity matrix and the baseline emissions were compared and 
shown in Fig. 7. The nonlinearity was defined as the root mean square of 
the deviation from an ideal straight line (the diagonal) (Emancipator 
and Kroll, 1993). The relative nonlinearity of the 4 months was calcu
lated as 0.058, 0.005, 0.012, 0.013, respectively. The results from 
January had the largest nonlinearity, followed by October. The 
nonlinearity in April was the smallest. The results in Fig. 7 showed that 
the response of SO2 concentration to emissions was approximately linear 
based on CMAQ. Therefore, the assumption of the linearity was 
reasonable when we applied Equation (8) to update emissions of SO2. 

The mismatch between the simulation results and the observations 
was partially caused by the lack of constraints and influence of the 
baseline emissions, and affected by the errors of the model and obser
vations. For instance, the updated emissions in WanSheng was 

insufficient to capture the real emissions, which was dominated by the 
baseline. However, the baseline information was indispensable in the 
study. The sensitivity matrix shown in Fig. 3 presented the source- 
receptor relation. The non-zero values in the matrix accounted for a 
small fraction of the total entries. Therefore, the matrix was unfilled and 
did not provide enough details of the spatial distribution of the emis
sions. Considering the eigenvalue of GTG, we found that less than 30% of 
the eigenvalues of GTG were larger than 0.1 and none of them were 
larger than 1. Therefore, if the baseline information was not inserted, the 
problem was unsolvable, because the inverse of GTG was required in the 
analytical solution. 

5. Conclusion 

In the present work, we updated the SO2 emission inventory from 
MEIC2008 with the observations in 2021 in Chongqing. 

The method to update SO2 emissions was established. The WRF- 
CMAQ model provided the method to simulate SO2 concentrations 
with the a priori knowledge of the emissions. The top-down method was 
adopted based on Bayesian inference, in which the sensitivity matrix 
was estimated by CMAQ DDM-3D model. An analytical solution of the 
Bayesian theorem was derived based on the linear response assumption 
and applied to estimate the actual SO2 emissions. 

Baseline emission inventory MEIC2008 within Chongqing was 
updated with the observations in 2021. The updated emissions showed a 
better performance in predicting SO2 concentrations. It was time 
consuming to calculate the sensitivity matrix. However, the sensitivity 
matrix was relatively constant if the emission inventory was static in 

Table 2 
Comparison between the simulation results and observations.   

observations vs. simulation 
results with the baseline 
emissions 

observations vs. simulation 
results with the updated 
emissions 

mean bias (ppb) 7.76 0.43 
mean gross error 

(ppb) 
8.25 1.27 

root mean square 
error (ppb) 

11.19 1.56 

mean fractional 
bias 

0.78 0.12 

mean fractional 
error 

0.94 0.37 

index of 
agreement 

0.12 0.56 

Pearson 
correlation 
coefficient 

− 0.002 0.30  

Fig. 6. Comparison between the updated emissions and the baseline, the latest MEIC2016 and MEIC2017 in 39 Chongqing counties.  

Table 3 
Comparison between the updated emissions and baseline emissions/MEIC2016/ 
MEIC2017   

updated emissions 
vs. baseline 
emissions 

updated 
emissions vs. 
MEIC2016 

updated 
emissions vs. 
MEIC2017 

mean bias (mol/ 
km2/s) 

− 0.0182 − 0.0028 0.0001 

mean gross error 
(mol/km2/s) 

0.0182 0.0062 0.0045 

root mean square 
error (mol/km2/ 
s) 

0.0358 0.0121 0.0074 

mean fractional 
bias 

− 0.66 0.23 0.58 

mean fractional 
error 

0.66 0.75 0.91 

index of agreement 0.15 0.24 0.40 
Pearson 

correlation 
coefficient 

0.35 0.18 0.24  
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each month. Therefore, after obtaining the sensitivity matrix, the 
obsolescent emission inventory can be renewed dynamically with the 
real time observations. 

The decline of SO2 emissions in Chongqing can be viewed by the 
MEIC emission inventories over years, and also the updated emission 
inventory with the current observations. The nonlinearity of the forward 
model was discussed. The nonlinearity of the source-receptor response 
was quantified and showed to be small. The assumption of linearity was 
reasonable and practical based on CMAQ. The a priori knowledge of the 
baseline emissions was indispensable. 

Overall, the adjustment of the emissions improved the accuracy in 
predicting SO2 concentrations, and confirmed the declining trend on 
SO2 emissions in Chongqing. 
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