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Abstract

In a low‐temperature plasma, the electrons pick up energy from the electric field in

collisions with atoms and molecules, gaining high kinetic energy that must be

sufficient for ionizing reactions to sustain the plasma. For molecular gases, an

average energy per heavy gas particle is thus available in the plasma, the specific

energy input, yielding plasma activation by inelastic collisions. Following a

distribution law, the probability for the activation mechanism can be described by

an Arrhenius‐like equation. The
potential of this approach is

demonstrated on the basis of

plasma polymerization and

plasma CO2 conversion. For

perspective, energy efficiencies

are discussed as a function of

conversion indicating the opti-

mum that can be achieved by

electron impact activation

compared with additional

ways of energy transfer, prob-

ably depending on certain

constraints.
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1 | INTRODUCTION

The specific energy input (SEI) describes the average
energy available per molecule in a low‐temperature
plasma yielding plasma‐chemical reactions such as

excitation, dissociation, and ionization. This concept
has already been developed in the 19th century regarding
plasma synthesis of ozone as described by the “Becker
formula” and has been further applied to various plasma
gas conversion processes.[1,2] In 1969, Neiswender
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introduced the amount of energy absorbed per mole of
monomer to qualitatively describe the conversion of
benzene in a low‐pressure plasma into a solid polymer.[3]

In the late 1970ies, Yasuda further elaborated on this
concept for plasma polymerization.[4] At low SEI,
deposition rates of plasma polymer films typically
increase linearly with energy input, approaching satura-
tion at higher energies. From this general trend of
deposition rates as a function of SEI, it was realized that
the behavior above an apparent activation energy can be
described by an Arrhenius‐like equation with SEI
replacing temperature.[5] Meanwhile, this approach was
demonstrated to be applicable for many different
monomers, that is, polymerizable molecules, yielding
plasma polymerization.[6–11] Moreover, the concept also
comprises the use of power modulation by applying on/
off pulses to reduce the average power input in the
plasma aiming to enhance the structural retention of
monomers.[12,13] Likewise, replacing temperature by SEI
following an Arrhenius‐like form might be useful for
plasma conversion, plasma catalysis, and plasma jet
sintering[14–16]—though this is still a debated subject.[17]

Therefore, this work aims in giving a more solid
foundation for plasma activation mechanisms governed
by the SEI, showing Arrhenius‐like behavior (or devia-
tions thereof).

Conventionally, chemical reactions are activated by
temperature, which can be assisted by the presence of a
catalyst. For two colliding molecules, for example in a gas
(but not limited to it), a chemical reaction might occur
depending on an activation barrier, Ea. At a given
temperature, there is a distribution of kinetic energies for
all the molecules (Boltzmann distribution). For reactants
gaining kinetic energies above Ea (here, in [J]), provided by
the temperature T, the probability for their reaction follows a
distribution law, giving the rate resulting in a reaction
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with a pre‐exponential factor, A, and Boltzmann
constant, kB.

[18,19] The probability that colliding particles
have sufficient energy to react is given by the exponential
term of the equation, giving the portion of collisions with
energies above Ea, while A gives the probability that
particles with sufficient energy to react do react, which
also involves orientation effects. For kBT= Ea, thus not
all collisions result in a reaction but only a fraction of exp
(–1) ≈ 0.368 at maximum. This phenomenological
approach has been advanced by Svante Arrhenius in
1889 and holds for many molecules unless internal
energy or steric factors become important.[20] The

reaction rate, ϱ, depends on kinetic energy, the type of
reaction partners and on other factors such as catalyst
presence. It should be noted that for most chemical
reactions, the validity of Equation (1) is limited to a
restricted temperature range.[21] In some cases, the T‐
dependence of the pre‐exponential factor, A', needs to be
considered yielding the modified Arrhenius equation
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whereby its validity can be extended to a broader
temperature range.[21,22] Note that the Arrhenius equa-
tion typically describes bimolecular chemical reactions
with hard sphere interaction.

Similar to the above‐described temperature‐driven
chemical reactions, energy provided by a weakly ionized
plasma can also trigger chemical reactions (with a
threshold energy) without the need for a heat source.
Low‐temperature (cold) plasmas are electrical gas dis-
charges that gain their energy from the electric field in
electron‐neutral collisions without substantially heating
the heavy gas particles. To sustain the plasma, electron
energies reach the ionization potential of the used gas and
thus also deliver sufficient kinetic energy for excitation
and dissociation of any atom/molecule in the plasma.
When sufficient electron–electron scattering takes place,
the energy distribution of electrons can be described by a
Maxwellian distribution function, which maximizes the
entropy of the system.[23] Note that despite a low
ionization degree (typically 10−4 to 10−6), the total
electron–electron scattering cross section is rather large,
that is, σe–e ≈ 3·10−12 cm2 for an electron temperature, Te,
around 1 eV.[24] Electron‐neutral collisions have three to
four orders of magnitude lower cross sections (up to about
10−15 cm2) as shown for Ar and CO2 in Figure 1.[25,26]

Furthermore, only the high‐energy electrons of the
electron energy distribution function (EEDF) cause
inelastic scattering in noble gases by energy transfer
exceeding the threshold energies. Hence, inelastic colli-
sions result in a depletion of high‐energy electrons
affecting the EEDF, however, a “nearly” Maxwellian
EEDF might be maintained.[27] Molecular gases such as
CO2, on the contrary, have much lower threshold energies
for (vibrational) excitation and the total cross section is
comparable to the cross section of elastic collisions.

A Maxwellian EEDF has been added in Figure 1,
showing the distribution of the electron impact energy, ϵ,
for a given Te (here, in [eV])
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noting that the mean electron energy taken up by the
electrons from the electric field is

ε T m v¯ =
3

2
=
1

2
¯ ,e e e
2 (4)

with the electron mass,me, and electron thermal velocity, v̄e.
Te is largely independent of discharge power or plasma
density, which is applicable for all kinds of low‐pressure
discharges, that is, direct current (DC) or high frequency
(HF) with radio frequency (RF) or microwave (MW)
excitation.[27] Considering an EEDF at a typical Te (e.g.,
3 eV in Ar plasma), most electron‐neutral collisions in a
noble gas plasma are elastic, that is, low momentum transfer
collisions (gas heating). However, with increasing electric
field (or Te>1 eV), the electron energy loss is deposited
mainly into the inelastic channels, that is, energy is
transferred.[28,29] On the contrary, energy transfer already
starts at much lower threshold energies for molecular gases
due to the many ways for excitation, which is crucial for the
discussion of plasma activation mechanism.

2 | PLASMA ACTIVATION
MECHANISMS

In this section, the plasma activation in ionizing collisions
and, in more general, in inelastic collisions is discussed
providing the fundamentals to introduce the SEI.

2.1 | Arrhenius‐like behavior of ionizing
collisions in a plasma

Applying an electric field between electrodes in a gas,
electrons with an initial density of n0 are accelerated in

z‐direction by the uniform electric field, Ep, that is,
inducing a drift velocity following the field vertical to the
electrode. According to the classical Townsend mecha-
nism, electrical breakdown occurs in the gas, when the
kinetic energy of an electron exceeds the threshold for
ionization, allowing neutral gas atoms or molecules to be
ionized by electron impact.[30] To ignite (and sustain) a
plasma, multiplication of charges in the gas is caused by
further collisions of electrons with the heavy gas particles
under the action of the electric field.[31] The ionization
probability that the mean free path length of electrons for
ionizing collisions, λion,||, parallel to the field (following a
distribution law) exceeds the ionization length, zion, (in z‐
direction), which corresponds to the path length of
electrons in the electric field to achieve the necessary
translational energy for ionization, is then given by
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(5)

which considers ionization as a chemical reaction.[24,31,32]

Due to the distribution law (Boltzmann distribution) thus
only the fraction exp(–1) of all electrons traveling on average
the length of λion,|| = zion actually cause an ionizing collision.
The electron energy gain in the field over zion is set equal to
the ionization energy, Eion (here, in [eV]) by

E eE z= .pion ion (6)

The first Townsend coefficient, the probable number
of ionizing collisions per length, dividing Pion by λion,||, is
expressed by[24,31,33,34]

FIGURE 1 (a) Electron energy distribution function (EEDF) for Te= 3 eV and electron impact cross sections of Ar for elastic and
inelastic scattering. Excitation has a threshold energy of ~11.5 eV and ionization of 15.76 eV. (b) EEDF for Te= 1 eV and electron impact
cross sections of CO2 for elastic and inelastic scattering. Excitation already starts at low energy, while ionization has a threshold of 13.8 eV.
Analytical approximations for cross sections of Ar and CO2 are taken from the literature.[25,26]
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The rate of ionization (per colliding electron per
second) in the Townsend breakdown mechanism is then
given by
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,

ion,

ion

ion,
(8)

regarding the electron collisional drift velocity,
ve,||.

[35,36] Note that the translational motion parallel
to the field is considered here (denoted by ||) yielding
field‐depending quantities. The collision frequency
for ionization, νion, on the contrary, which is the
average of the related cross section over a Maxwellian
distribution, is independent of plasma density and
discharge power (and thus independent of the electric
field).[27] Moreover, single‐electron ionization with one
type of gas is considered. Although the drift velocity is
typically lower than the mean electron velocity, v̄e, of
electrons moving in all directions, an electron can
accumulate a tremendous amount of energy by drifting
in the electric field, which is repeatedly reduced in
inelastic collisions.[37] Hence, the fast electrons of the
translational motion originating from the (thermal)
mean electron velocity are responsible for ionizing
collisions in the classical Townsend mechanism,
comprising a swarm of electrons having both a random
and a drift velocity.[31] Note that the distinction
between random and drift velocity is only for mathe-
matical convenience and has no physical significance,
the same holds for the mean free path lengths
considered to be parallel to the field. However, only
those electrons moving in field direction contributing
to the drift velocity can draw energy from the field.

The pre‐exponential factor in Equation (8) can be
considered as the ultimate rate for electron impact
ionization if all molecules were to get ionized, thus
defined as




ν
v

λ
= ,

e
ion,0

,

ion,
(9)

related to electron drift velocity and mean free path
length in field direction, as illustrated in Figure 2. While
νion,0 might only be approached for very high electric
fields, a sufficiently large field is required to ignite and
sustain the discharge.

Following the discussion as given, for example, by
von Engel,[35] the electron drift velocity in sufficiently
large electric fields can be found by balancing the energy
gained per electron per second, θabs, (in [eV s−1]) against
that lost by electron‐neutral collisions at the rate νc,
when δϵ̄ is the energy loss per collision with the mean

electron impact energy, ϵ̄, and the average fraction of
energy lost, δ (energy transfer coefficient), yielding[29,38]

θ eE v δ ν= = ϵ̄ .p e cabs , (10)

The drift velocity of the electrons in the electric field
can be related to the thermal velocity using the electron
mobility parallel to the field[39]


μ

v

E

e

m ν
= = .e

e

p e c

,
(11)

Using Equation (10), it follows that (in [eV m−1])




eE v m ν
δ ν

v
= =

ϵ̄
.p e e c

c

e
,

,
(12)

With Equation (4), the ratio of drift velocity to
thermal velocity of the electrons can eventually be
given as

v

v

δ

¯
=

2
.

e

e

,
(13)

This ratio is solely dependent on the energy transfer
coefficient within the validity of this approximation,
since only the electrons moving in field direction draw
energy from the field. Since δ increases with Te,

[29] ve,||

FIGURE 2 Drift velocity, ve,||, in the z‐direction of an electron
comprising the random (thermal) and superimposed drift motion
by the electric field, Ep. While the electron gains energy in elastic
collisions during the residence time, τe, in the plasma being
accelerated in field direction, it transfers energy in inelastic
collisions (excitation and ionization), changing direction and again
starting acceleration on average in the field direction. The ideal
(minimum) mean free path for ionizing collisions, λion,||, or (in
general) inelastic collisions, λin,||, parallel to the field is indicated by
dashed arrows.
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growths even stronger with Te. Note that electrons have
much higher velocities in the plasma than neutrals and
still higher velocities compared with ions of comparable
kinetic energy due to the low electron mass. Remarkably,
with Equations (10) and (12), the absorbed power per
electron per second becomes

θ m v ν= ,e e cabs ,
2 (14)

thus depending on the “kinetic energy” of the electron
drift motion in the plasma electric field.

For the purpose here, the classical Townsend
description has thus been followed.[31] The first
Townsend coefficient, the probable number of ionizing
collisions per length in field direction, normalized to the
gas number density, N, can then be expressed as
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(15)

with the related ultimate rate coefficient for electron‐
neutral impact ionization, kion,0, and the parameter,
A, depending on the type of gas. Note that kion,0 is a
constant for a given gas. The ionization probability is
thus governed by the reduced electric field, Ep/N. The
first derivative of the exponential function of Equation
(15) yields the Stoletow point (named after Alexander
Stoletow), which provides the optimum (Ep/N)opt for
ionization and the minimum of the Paschen breakdown
curve for gases.[24,32] Based on measurements of αT/N
versus Ep/N for ionization in various (not contami-
nated) gases,[24,31,33,34] the range of validity of this
simple Arrhenius‐like expression was found to yield a
good agreement for (Ep/N)opt/2 ≤ Ep/N ≤ 3(Ep/N)opt.

[32]

It should be noted, however, that A in Equation (15)
is not a true constant, as often considered, but also
depends on the electric field affecting the drift
velocity.[24]

It has been argued that an effective ionization
energy E* might be taken instead of Eion with
E* = Eion/a, where a < 1, since an electron will lose
energy by various collisions besides ionization.[32]

Furthermore, it can be considered that, within certain
limits, the energy which is transferred to the electron
scales with Ep/N.

[37] The ionization probability
according to the Townsend mechanism can thus also
be related to the distribution of the electron impact
energy, ϵ, with its mean value, ϵ̄. Based on Equations
(10) and (15), it follows that
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This approach also enables to unify DC and HF
descriptions, since the loss mechanism (energy transfer)
in the plasma is comparable.[29] Further discussion on
electron motion in DC and HF plasmas can be found in
the literature.[37,39] Regarding that the main loss chan-
nels for the absorbed power of electrons in the field are
inelastic collisions (excitation, ionization, and potentially
dissociation),[29,40] where only the fraction a (<1) is lost
into ionizing collisions, it can be noted for the energy lost
per ionizing collision per second that

   θ aθ ν E aν E= = = ,l,ion abs ion,0 in,0 (17)

with an (averaged) plasma energy available for ioniza-
tion, <E>, exceeding Eion. Here, the ultimate collision
frequency, νin,0, for the total inelastic scattering in the
plasma is introduced. Hence, a ν ν= /ion,0 in,0. With
Equation (10), it follows that

ν
θ ν

δ ν
=

ϵ
.

l

c
ion,0

,ion in,0
(18)

With Equations (17) and (18), the ionization in the
field per length and per particle density, the equivalent of
an ionization cross‐section, can eventually be expressed
as
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(19)

Figure 3 compares Equation (19) to ionization cross
sections for various gases using analytical approxima-
tions as given in the literature.[25,26,41] Note that for ϵ ≤
Eion, the probability of a direct (one‐step) electron impact
ionization process to occur is zero. With increasing
energy above Eion, the probability is known to rise at first
and after passing a maximum to decrease again.[31] For ϵ
> Eion, a reasonable good agreement can be observed
between the ionization cross section, σion, and αT/N,
which considers ionization as a plasma‐chemical
reaction. Further modifications of this simplified
Arrhenius‐like equation (also including Coulomb inter-
action for electron‐ion collisions) might be intro-
duced,[42] which is outside the scope of this work.
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The optimum cross section based on Equation (19)
yields

ν

δν
Eϵ = .

c
opt

in,0
ion (20)

and for the pre‐exponential factor


A

θ

Nv E
(ϵ ) = .

l

e
opt

,ion

, ion
(21)

The average power lost per electron into ionization,
θl, ion/N, normalized to the gas density, is dependent on
Te but also on ve,∥ according to Equation (14).[29,35]

Table 1 lists the obtained values from the fitting
for the considered gases. It can be seen that substan-
tial ionization, for example, of 36.8% at ϵopt, requires
high electron temperatures (about 50–80 eV) consid-
ering Equation (4), which is why the ionization
degree in low‐temperature plasmas is typically only
around 10−6−10−4. The factor a (in the last column)
denotes the fraction of energy transferred to ionizing
collisions for energies exceeding Eion, that is, at
high ϵ, as taken from the literature.[32] For inert
gases, most of the energy is thus transferred to
ionization, whereas molecular gases still show a
substantial contribution by other inelastic collisions
at high electron energies. Note that other plasma
reaction rates such as, for example, dissociative
electron attachment to an ozone molecule might
also follow a modified Arrhenius form as given by
Equation (19).[43]

The field‐independent ionization frequency is related
to the first Townsend coefficient by

∞

 



ν N σ v σ m f d α

v ν P

= = (2ϵ/ ) (ϵ) ϵ =

= ,

e e T

e

ion ion

0

ion
1/2

, ion,0 ion

(22)

with f (ϵ) according to Equation (3) for Maxwellian
electrons.[35] The right‐hand side of Equation (22),
however, is not only depending on ϵ (for a given Te),
but also on electron drift velocity. Hence, ϵopt/Eion and A
(ϵopt) are not true constants. The random and drift
motion of the swarm of electrons result in a different
(physical) mean free path for ionization collisions, λion,
as compared with the ideal (mathematical) pathway,
λion,||, in z‐direction yielding ionization (see Figure 2).
Note that electrons might undergo several inelastic

FIGURE 3 (a) Ionization of cross sections for inert gases and (b) total ionization across sections for molecular gases using analytical
approximations of experimental data.[25,26,41] Fitting is based on the Arrhenius‐like curve according to Equation (19), matching the optimum
cross section.

TABLE 1 Fitting parameters as used in Figure 3 for the
Arrhenius‐like approach to describe ionization cross sections in
different gases depending on electron impact energies.

Gas
Eion

(eV)
ϵopt
(eV)

ϵopt/
Eion (‐)

A(ϵopt)
(10−16

cm2)
a= Eion/E*
(from [32])

Ar 15.76 80.4 5.1 7.71 0.94

He 24.59 118 4.8 0.92 0.88

N2 15.58 99.7 6.4 6.77 0.49

CO2 13.8 116 8.4 9.92 0.60

H2O 12.6 97.0 7.7 6.18 0.57
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collisions with frequencies, νion,i, during the electron
confinement time, τe, of one electron in the plasma,
which can be estimated by

τ
ν ν

=
1

=
1
,e

i iion, ion
(23)

assuming that Te is constant.[40] The right‐hand side holds
for gases forming only one type of ion as considered so far.
Equation (23) is thus a simplified condition to sustain the
plasma (neglecting secondary electrons and ion losses).

Furthermore, a mixture of two gases (or generally two
possibilities in the plasma to form ions) can be treated by
using an additive model in which the ionization densities
produced in the mixed gas is the sum of the densities in
each gas

















 


 


P p
E p v p v

aeE v

p
E p v p v

aeE v

= exp −
( + )

+ exp −
( + )

,

p e

p e

ion 1
ion,1 1 ion, ,1 2 ion, ,2

,

2
ion,2 1 ion, ,1 2 ion, ,2

,

(24)

where p1 and p2 are the relative partial pressures, Eion,1

and Eion,2 the ionization energies and νion,||,1 and νion,||,2
the ionization frequencies of the two gases parallel to the
electric field.[34] Regarding Equations (16) and (17), it can
be noted that

   aeE v aθ θ p ν p ν E= = = ( + )p e l, abs ,ion 1 ion, ,1 2 ion, ,2

(25)

provided that the available energy for ionization, <E>,
exceeds the ionization energies. Hence, Arrhenius‐like
expressions can be added up using an averaged plasma
energy[44]



  







  



P p

E

E
p

E

E
= exp − + exp − .ion 1

ion,1
2

ion,2
(26)

2.2 | SEI

To overcome issues by relating the probability for chemical
reactions in a plasma to either the (reduced) electric field,
Ep/N (Equation (15)), or the electron impact energy, ϵ
(Equation (19)), yielding “constants” that might actually be
dependent on both parameters, as noticed above, the SEI can
be introduced, which will be discussed in the following.
Here, molecular gases are considered to allow multiple
excitation and dissociation collisions already at low SEI.

In a more general framework, the probability, Pin, that an
inelastic chemical (activation) reaction might take place in a

molecular gas passing through a low‐temperature plasma,
can be derived analogous to the Townsend mechanism. The
fraction of excited molecules, cin, over the length zin in the
electric field yielding an inelastic collision with respect to the
maximum conversion of the molecule, c0 (for a given
experimental set‐up), can then be noted as









P
c z

c

z

λ
=

( )
= exp − ,in

in

0

in

in,
(27)

for the case that the mean free path length of electrons
for the inelastic collision, λin,|| (in z‐direction), following
a distribution law exceeds the length, zin. As discussed
above for ionization, the electron energy gain over zin can
be set equal to a threshold energy, an apparent activation
energy, Eth (in [eV])

E eE z= ,pth in (28)

yielding









P
c z

c

E

eE λ
=

( )
= exp − .

p
in

in

0

th

in,
(29)

Since the denominator in the exponential term is
equivalent to an energy, the average energy available per
molecule in the plasma, the SEI, can simply be defined as

E eE λ= .ppl in, (30)

Following the Arrhenius‐like formalism as for the
Townsend mechanism as in Equation (8), the collision
rate for inelastic collisions is then expressed by


















 

ν
v

λ

E

eE λ
ν

E

E
= exp − = exp − ,in

e

p

,

in,

th

in,
in,0

th

pl

(31)

which holds for Epl ≥ Eth, introducing the maximum rate
for inelastic collisions, νin,0, if all molecules would get
excited, analogous to Equation (9). Unlike ionization
having a high Eth, this scenario is realistic for reactions
with low Eth such as vibrational excitation. Based on
Equations (10), (14) and (30), SEI can be expressed as


E eE

v

ν

θ

ν
m v

ν

ν
= = = .p

e
e e

c
pl

,

in,0

abs

in,0
,
2

in,0
(32)

Microscopically, Epl largely depends on the kinetic
energy of the electron drift motion in the plasma
obtained by electron‐neutral collisions provided to any
inelastic collision.
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The SEI can also be related to macroscopic (external)
parameters, the absorbed power in the plasma, Wabs, and
the molecular gas flow rate through the plasma, Fm, by

E
k T

p

W

F
= ,B

m
pl

0

0

abs
(33)

(in [eV], which can be related to the energy density by
1 eV ≡ 4.3 J cm−3) with temperature, T0, and pressure p0,
at standard conditions (273.15 K, 101325 Pa).[38] Further-
more, the power taken from the electric field by the
electrons (per unit volume, in [W m−3]) for a plasma
with a uniform electron density, ne, can be related to the
delivered power per plasma volume, Vpl, by

[29]

P n θ
W

V
= = .eabs abs

abs

pl
(34)

Note that Equation (34) is a consequence of the
electron energy balance in self‐sustained low‐
temperature plasmas independent of the type of dis-
charge,[27] which has been supported by experi-
ments.[38,45] Regarding the residence time of the mole-
cules in the plasma volume given by

τ n
V

F

k T

p
= ,m

m

B
act

pl 0

0

(35)

with the molecule density, nm, SEI is eventually
expressed as

E τ
n

n
θ= ,e

m
pl act abs (36)

thus combining microscopic and macroscopic parame-
ters. With Equation (32) the relation

τ
n

n ν
= ,m

e
act

in,0
(37)

is obtained (compared with Equation (23)), giving the
residence time required for the full conversion of
molecules by inelastic collisions in the plasma. Frequent
collisions such as vibrational excitation or high electron
densities require a shorter residence time than reactions
with high energy thresholds.

Coming back to the definition of Epl by Equation (33)
and considering Equations (10) and (36), the SEI (in
[eV]) is physically defined by

E
k T

p

W

F

n

n
τ θ

n

n
τ ν δ= = = ϵ̄.B

m

e

m

e

m
cpl

0

0

abs
act abs act

(38)

Regarding Eq. (10) and nm=N, it further follows that

E
n

n
τ θ n τ v

eE

N
= = .e

m
e e

p
pl act abs act , (39)

Equations (38) and (39) thus relate the SEI to the
mean electron impact energy and the reduced electric
field, respectively. Note that in chemical kinetics models,
Epl is typically calculated by integrating the power
deposition over the residence time, which agrees with
Equation (39).[46] Contrary to the reduced electric field,
Ep/N, which cannot easily be set by the operator, Epl can
be defined by macroscopic parameters, the (absorbed)
power input per gas flow rate. While ve,∥·Ep/N (see
Equation (8)) can be quite different for DC and HF
fields,[27,29] ne can be adjusted by the power input (per
plasma volume) and τact by the gas flow rate (per plasma
volume). Unlike the EEDF, which describes the potential
energy transfer in a single electron‐neutral collision, Epl

comprises the energy transfer considering several
inelastic collisions of (excited) molecules during their
residence time, τact, in the plasma. Microscopically, the
plasma properties are determined by the average power
absorbed per electron independent of the used plasma
source (see Equation (32)).

2.3 | Arrhenius‐like behavior of a
plasma‐chemical activation mechanism

Since the energy available per molecule in the plasma is
following a distribution law, not all molecules do react
when the average value, Epl, just meets the energy
threshold, Eth, for the considered chemical reaction. If
the energy distribution follows the Boltzmann distribu-
tion with Epl = 3/2 kBT given as















f E

π E
E

E

E
( ) =

2 3

2
exp −

3

2
,

pl

3/2

pl

(40)

only the fraction of exp(–1) of all molecules receives the
required energy when Epl = Eth, as shown in Figure 4a.
For Epl > Eth, the portion of collisions with sufficient
energy is increasing following Arrhenius‐like behavior,
since the area under the graph from Eth to ∞ generates an
exp(−Eth/Epl) form. Hence, Arrhenius‐like activation
reactions, where kBT is replaced by SEI, might determine
many plasma‐chemical activation mechanisms with an
apparent activation barrier, Eth, for Epl ≥ Eth, as long as
the considered activation mechanism prevails.

Considering a specific plasma‐chemical reaction
pathway with the energy barrier Eth in a molecular gas
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passing through the plasma zone, where the fraction a' of
the inelastic collisions is contributing to the considered
activation reactions, the energy lost per collision per
second can be noted as

θ a θ a ν E ν E= ′ = ′ = ,l a, abs in,0 pl act,0 pl (41)

which is analogous to Equation (17).[38,40] For the
lumped reaction rate, ν̄a (in [s−1]), of the specific
plasma‐chemical reaction, it follows based on Equation
(31) that















ν ν

E

E

a θ

E

E

E
¯ = exp − =

′
exp − .a act,0

th

pl

abs

pl

th

pl
(42)

This equation holds for Epl ≥ Eth, thus yielding a
reaction rate depending on SEI and the fraction of power
absorbed per electron lost into the activation
reactions.[38] Again, νact,0 can be seen as the ideal rate
for plasma activation if either Eth would be zero, or if Epl

would exceed Eth in a way that all molecules react.
Equation (42) is a modified Arrhenius equation similar to
Equation (2) with m= –1 as displayed in Figure 4b.

For Epl ≤ Eth, it has been argued that the energy
required for all excitation/dissociation reactions with
energies below Eth can be assumed to be just of the order
of Eth with the fraction a' contributing to the considered
specific activation reaction[38,40]

≈ θ a θ a ν E ν E= ′ ′ = .l a i i i, abs act,0 th (43)

Excited states activated by electron impact at Ei < Eth

act as intermediates supporting the overall reaction with
the threshold energy, Eth.

It thus follows for Epl ≤ Eth considering Equations
(41), (42) and (43) that







ν ν

E

a θ ν

a θ

E
α a

θ

E

¯ = exp −
′ /

=
′

exp(−1) = ′ .

a act,0
th

abs act,0

abs

th
0

abs

th

(44)

Hence, the maximum lumped rate for a low‐
temperature plasma activation mechanism, comprising
all potential inelastic collisions contributing to the
overall activation mechanism, following Arrhenius‐like
behavior, is fixed to α0 = exp (−1), that is, ~36.8%, of the
absorbed power of electrons provided for activation
reactions, normalized to the related energy threshold.
This finding is a consequence of the many excitation
levels and intermediate states in a molecular plasma
contributing to the chemical reaction pathway. Hence, ν̄a
is approximately constant for Epl ≤ Eth, while it decreases
for Epl ≥ Eth.

Considering now a rate equation for the low‐
temperature plasma activation mechanism yielding
species of density, na, it can be written that

FIGURE 4 (a) Energy distribution according to Equation (40) for three different average energies Epl with respect to Eth. The percentage
gives the portion of collisions with energies above Eth following an Arrhenius‐like form. (b) Characteristics of the modified Arrhenius
equation with varying (Epl/Eth)

m in the pre‐exponential factor according to Equation (2). The curve for m= –1 (solid orange line) represents
the reaction rate according to Equation (44). The solid blue line represents Equation (47), showing the difference of the linear regime for
Epl < Eth to the Arrhenius curve (dashed blue line). All curves meet in one point, α0 (normalized to c0), denoted as “alpha point.”

HEGEMANN | 9 of 21

 16128869, 2023, 5, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1002/ppap.202300010 by Paul Scherrer Institut PSI, W

iley O
nline L

ibrary on [08/05/2023]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



dn

dt
n ν= ¯ ,a
e a (45)

with the lumped reaction rate, ν̄a, at which the specific
plasma‐chemical reaction takes place in a closed system,
that is, in the active plasma zone.[38,47] This rate equation
for activation reactions can be further developed
considering that activation occurs during the residence
time of the molecules in the active plasma zone, τact,
yielding the plasma‐chemical conversion of the reactant
into the activated product

c
τ

n

dn

dt
τ

n

n
ν= = ¯ .a

m

a e

m
a

act
act (46)

The factor τact ∙ ne/nm is a well‐known reaction
parameter that can be related to Epl according to
Equation (36).[38,48] Using Equations (42) and (44), the
plasma‐chemical conversion depending on Epl can
eventually be expressed by a linear and an Arrhenius‐
like regime as

≤

≥

















c E
ν

θ
c

α
E

E
E E

E

E
E E

=
¯

=

,

exp − ,

.a
a

pl
abs

0

0
pl

th
pl th

th

pl
pl th

(47)

Different operational conditions (plasma source,
reactor geometry, pressure) might affect the maximum
conversion as given by

c
α

α
a= = ′,0

0
(48)

with α0 = exp(–1), that is, α is the conversion at Epl = Eth

and a' equals the maximum conversion, c0. Figure 4b
exemplarily shows the curve characteristics of some
(modified) Arrhenius equations, including the linear
regime for Epl ≤ Eth (for m= 0).

Following Equation (26), if a reaction pathway
comprises several branches with similar Eth, averaging
yields

 















c

c
p

E

E

E

E
= exp − = exp − ,a

i i
i

0

th,

pl

th

pl
(49)

with pi the fraction for every branch i, yielding one
apparent threshold energy, E E=th th, which is thus the
average over the considered reaction pathway.[44] On the
contrary, if for example Eth,2 is sufficiently larger as Eth,1,

the reaction pathway with Eth,1 prevails at lower Epl

(around Eth,1), while the second pathway becomes
dominant at higher Epl (exceeding Eth,2). Importantly, a
gas molecule might undergo several inelastic collisions
(or none) while traveling through the active plasma zone
governed by the average available energy per molecule
following a distribution law. Note that dissociation
reactions yield N> nm during the residence time of one
molecule in the plasma, while reactive species readily
stick to surfaces, thus reducing N. These opposite effects
might well be neglected in a flow system as commonly
used in plasma processing.

3 | APPLICABILITY OF THE
ARRHENIUS ‐LIKE APPROACH

Plasma polymerization and plasma gas conversion might
be two fields that are predestined to apply the Arrhenius‐
like approach based on the SEI, since they comprise a
plasma‐chemical reaction pathway based on the many
possibilities for inelastic collisions in molecular gases.
The energy available in the plasma per molecule defines
the possible plasma activation with a threshold energy
yielding conversion of the starting molecules into a
desired product.[1] While for plasma gas conversion
gaseous products are seeked, reactive film‐forming
species are produced by plasma activation yielding a
solid deposit, the plasma polymer, at surfaces surround-
ing the plasma. Examples for both fields are discussed in
the following.

3.1 | Plasma polymerization

It has long been realized that dissociation of molecules in
a plasma—such as, for example, methane—are governed
by the SEI.[2] Soo Young Park et al. related the yield of
plasma polymer deposition, that is, the conversion of
monomer in the gas phase to the plasma polymer deposit
in the solid phase, to a plasma‐chemical activation
step.[5,6] It was postulated that the activation step is a
kind of “activated process” by the specific energy
supplied per molecule that activates molecular bonds.
Hence, an Arrhenius‐like behavior with an apparent
activation energy was inferred.

To relate SEI to plasma‐chemical processes, a
consistent and sufficiently precise measurement of the
absorbed power in the plasma zone and the monomer gas
flow rate through the plasma zone is required. Wabs

might readily vary between 10% and 90% of the
nominally applied power by the generator using different
types of reactors and plasma sources. Furthermore, the
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plasma expansion needs to be taken into account, that is,
geometrical factors.[8] Well‐defined conditions, for ex-
ample, are given in a symmetric RF capacitively coupled
plasma (CCP) set‐up, enabling a rather constant plasma
volume filling the full chamber between the plane
parallel electrodes with distance, d, independent of
power input and pressure. Due to the self‐adjusting
plasma zones with plasma length, dact (active plasma
zone), which depends on pressure, Epl can be given by[38]

E
k T

p

W

F

d

d
= .B

m
pl

0

0

abs act
(50)

Likewise, Epl can be assessed in asymmetric CCP or
inductively coupled plasmas (ICPs) taking the plasma
expansion into account given that the gas flow passes the
active plasma zone.[8,49,50]

The plasma–chemical reaction pathway generates
reactive film‐forming species by activation reactions with
the used monomer gas depending on SEI (i.e., Epl). These
species travel to the electrodes, chamber walls, and
samples placed in the plasma chamber. A deposit forms
at the surfaces regarding the sticking probability, s, of the
incident species, that is, the likelihood that they are
embedded in the growing film (and not leaving the
chamber by the pumping system). Hence, a suitable way
to assess conversion in plasma polymerization processes
is the measurement of deposition rates. The mass
deposition rate, Rm, normalized by monomer flow rate,
Fm, and deposition area, Adep, is then related to the
fraction of activated molecules, ca, that is, the conversion
of monomer into film‐forming species, by

R
A

F
s
M

N

p

k T
c= ,

dep

B
m

dep

m A

0

0
a (51)

with the mass of the deposited species, Mdep, and
Avogadro's number, NA.

[38] Further normalizing by
dividing Equation (51) by the mass of the used monomer
molecule, Mmol, gives the dimensionless effective conver-
sion yielding a deposit

c R
A

F

N

M

k T

p
s
M

M
c= = ,m

B
dep

dep

m

A

mol

0

0

dep

mol
a (52)

which is thus smaller than the actual conversion in the
gas phase. When the film‐forming species and their
sticking probabilities are known, the conversion in the
gas phase can thus be derived depending on the SEI.
Note that this approach is similar to Yasuda's seminal
work by normalizing the deposited mass by the molecu-
lar mass of the considered monomers, which allows,
for example, comparing plasma polymerization of

homologous series of monomers.[51,52] Unlike using the
SEI proportional to Wabs/Fm, which indicates the
available energy for bond dissociation, Yasuda also
normalized the reaction parameter using Wabs/(Fm ∙
Mmol)— the so‐called Yasuda parameter.[4] It should be
noted that special care has to be taken to assess the
“global” conversion in the gas phase considering that the
deposition rates might vary on the electrode and the
chamber walls.

Hexamethyldisiloxane (HMDSO, (CH3)3–Si–O–-
Si–(CH3)3; Mmol = 162 gmol−1) is a well‐studied mono-
mer for plasma polymerization that shows a sticking
probability of s ≈ 1 due to the generation of highly
reactive biradicals, ●O–Si●–(CH3)2, as film‐forming spe-
cies (Mdep/Mmol ≈ 0.46) using suitable plasma deposition
conditions.[38] Polydimethylsiloxane (PDMS)‐like films
can thus be deposited. HMDSO might be used as a model
molecule to apply the Arrhenius‐like approach using
different plasma operational conditions.[6,53–55] Optimum
conversion of HMDSO into film‐forming species can be
achieved, for example, in an asymmetric CCP RF plasma
at sufficiently high Te and/or Ar admixture (Figure 5).
Beside electron impact activation, Ar metastables
(≥11.5 eV) also contribute to the transfer of energy to
the molecules, that is, to the polymerizable gases.[56,57]

Furthermore, the plasma‐chemical reaction pathway of
HMDSO activation involves a multistep mechanism via
activated intermediates, including vibrational excitation
followed by the removal of a –CH3 group and opening of

FIGURE 5 Conversion of hexamethyldisiloxane (HMDSO)
into a deposit within an asymmetric capacitively coupled plasma
(CCP) radio frequency (RF) plasma (Ar/HMDSO 1:1, 30 Pa;
Te ≈ 2 eV). The assessment of the deposition rate at the RF‐driven
electrode (10 ×15 cm2) indicates that the asymmetric set‐up
strongly promotes local deposition (93% at the electrode assuming
optimum conversion). The inset diagram displays the related
Arrhenius‐like plot for Epl ≥ Eth, where Eth ≈ 15 eV can be derived
from the slope of the fit.
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a Si–O bond. The activation energy for the overall
reaction might thus slightly vary for the different possible
pathways. On average, a threshold energy of 14–15 eV
has been observed using different plasma geometries and
plasma sources.[38]

Up to Eth, a linear increase in conversion can be
noticed, while Arrhenius‐like behavior is observed for
higher energy input following Equation (47). The linear
increase for Epl ≤ Eth indicates that the assumption in
Equation (43) might well be fulfilled, that is, the
summated energy of all excitation/dissociation reactions
is just of the order of Eth contributing to the plasma‐
chemical reaction pathway. Since for Epl > Eth, on
average, more energy per HMDSO molecule is available
as required to form the biradical, ●O–Si●–(CH3)2, further
–CH3 abstraction is promoted. Hence,Mmol is reduced on
average, which can be considered to calculate ca
regarding the chemical film composition ranging from
SiOC2 (PDMS‐like) to SiO1.1C1.7.

[38] Following the
Arrhenius‐like approach, plasma polymer deposition
can thus be optimized regarding conversion, that is,
optimum use of resources, and also film properties. The
highest functionality in terms of –CH3 group retention
within a cross‐linked Si–O–Si backbone resulting in
stable, hydrophobic PDMS‐like PPFs is just obtained for
Epl around Eth. Aging effects have been observed for
lower energy input, whereas increased energy input
allows higher conversion albeit with an increasing
number of trapped radical sites yielding post‐plasma
oxidation.[38,53] Furthermore, the plasma deposition
process can be transferred to industrial size reactors
maintaining optimum conversion, while simplified
modeling defining the plasma zone as the origin of the
known film‐forming species allows optimizing distribu-
tion and homogeneity of film growth for large‐area
deposition. The hydrophobization of textiles and the
corrosion protection of biomedical implants are just two
examples.[58–60] Similarly, atmospheric plasma jets with
HMDSO introduced in the postdischarge are used to
locally deposit corrosion‐resistant coatings on automo-
tive parts.[61]

Besides organosilicon compounds, hydrocarbons are
frequently used for plasma polymerization. Most of all,
acetylene (C2H2) and ethylene (C2H4) as unsaturated
monomers as well as ethane (C2H6) and methane (CH4)
as saturated hydrocarbon molecules are of interest for
fundamental understanding. Those monomers were thus
investigated based on the Arrhenius‐like approach, both
in low and atmospheric‐pressure plasmas.[47,62,63] Here, a
refined comparison is presented using a symmetric RF
CCP plasma reactor with the same range of parameters
(16 sccm of pure hydrocarbon gas at 7.5 Pa) for all
monomers examined, enabling high conversion (yet not

necessarily optimum conversion). Due to the symmetry
of the reactor, the same uniform deposition rate was
obtained on both electrodes of the same size, supporting
the assessment of the global conversion. All four
hydrocarbons show comparable threshold energy
(slightly below 10 eV) for hydrocarbon abstraction by
electron impact dissociative excitation.[64,65] Therefore,
the experimental data of the normalized deposition rates
yielding cdep according to Equation (52) can be fitted with
the Arrhenius‐like approach at an energy input close to
10 eV and higher (Figure 6). Apparent threshold energies
of 9–11 eV were attained with a linear increase in cdep for
lower energies. However, only the C2H2 plasma follows
the Arrhenius fit over a broad range of Epl ≥ Eth, whereas
the other three hydrocarbons tend to show a stronger
increase in cdep for higher energies.

Recall that cdep still depends on sticking probability, s,
which might change upon further hydrogen abstraction
at increasing Epl. In C2H2 plasma, mainly ●C2H radicals
are formed having a reported high sticking probability of
0.8 up to 0.92.[66,67] Assuming a value of s ≈ 0.9 and that
the plasma‐chemical reaction pathway prevails over the
entire range of examined energies, the conversion, ca, of
C2H2 into

●C2H radicals can be derived. Using cdep,max =
0.55 from the Arrhenius‐like fit, it is found that α ≈ 0.23
(conversion at Epl = Eth), that is, about 63% of the
optimum conversion. Furthermore, assuming that a
similar conversion is obtained for the other three
hydrocarbons, their sticking probabilities around Epl ≈

FIGURE 6 Sticking probability‐dependent conversion of
hydrocarbons into a deposit within a symmetric capacitively
coupled plasma (CCP) radio frequency (RF) plasma (Ø 30 cm; 16
sccm, 7.5 Pa; Te ≈ 2 eV). The inset diagram displays the related
Arrhenius‐like plots for Epl close to Eth, indicating the deflection
from the fit at increasing Epl (except for C2H2), likely due to the
generation of film‐forming species with higher sticking
probabilities.
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Eth can be inferred from the Arrhenius‐like fit regarding
Mdep/Mmol (Table 2).

The assessment of deposition rates depending on SEI
gives further hints about the involved reaction mecha-
nism for plasma activation. The derived Eth (of about
11 eV) and s (of about 0.8) for the C2H4 plasma, which
are both higher as for ●C2H3 radicals, indicate an
additional reaction pathway yielding ●C2H radicals by a
multistep mechanism. With increasing Epl, C2H4 conver-
sion thus approaches C2H2 conversion, likely due to the
prevailing contribution of ●C2H radicals with higher s.
Likewise, the plasma activation mechanisms of C2H6 and
CH4 can be understood by multistep reactions via
activated intermediates. The conversion in a C2H6

plasma also approaches the one of C2H2 for increasing
Epl, which is known as “lost memory effect,” that is, the
plasma‐activated products become independent of the
used hydrocarbon compound.[68] For CH4, s ≈ 0.65 is
obtained agreeing well with cavity experiments.[69] Note
that the considered approach only covers gas phase
reactions, while plasma‐surface reactions might further
abstract hydrogen from the growing film.[68] At elevated
pressure, recombination reactions in the gas phase
become important, and CH4 plasmas also abundantly
form C2H2.

[69] Molecular dynamics simulations have also
pointed out the important role of ●C2H radicals in
methane plasmas.[70]

From the above assessment, mainly C2H2 and C2H4

are well‐suited polymerizable monomers used, for
example, to deposit hard coatings or diffusion‐

controlling layers.[71–73] However, they do not bear
interesting functionalities, which is why they are also
mixed with nonpolymerizable gases such as N2, NH3,
CO2, CO, H2O, O2, and so on, to incorporate functional
groups in a cross‐linked hydrocarbon matrix. Impor-
tantly, the threshold energy for the hydrocarbon
molecules, as derived from the Arrhenius‐like
approach, was found to be retained independent of the
gas admixture.[74,75] Weak interaction of the polymeriz-
able and nonpolymerizable gases in the plasma might
thus be inferred for a broad parameter range, which
agrees with observations made by Yasuda.[76] Since the
plasma copolymerization with nonpolymerizable gases
reduces the quantity of free radicals trapped in
hydrocarbon plasma polymers, he assumed that the
incorporation of the activated nonpolymerizable gases
takes place during film growth by reacting with the free
radicals. Remarkably, plasma reactions in CO2/CH4

mixtures at atmospheric pressure were also found to
show parallel reaction pathways with negligible inter-
actions in the gas phase.[77] The interaction at the
surface can be used to enhance the stability of the
plasma polymer films, which has led to hydrophilic
plasma coatings that have been transferred to industrial
processing.[78,79] While the presented approach thus
enables insights into gas phase reactions, mainly for
plasma state polymerization but also for gas conversion
(as examined in the next section), further considerations
are required involving surface reactions, which is out of
the scope for this paper.

TABLE 2 Parameters for different molecules used in low‐pressure plasma polymerization are derived from the Arrhenius‐like
approach.

Gas Eth (eV) (observed) Film‐forming species (Epl ≈ Eth) Eth (eV) (reported)
M

M

dep

mol
s (reported) s (Epl ≈ Eth)

HMDSO 14–15 ●O–Si●–(CH3)2 multistep 0.46 ~1

C2H2 ~9 ●C2H 7.5a 0.96 0.8c/0.92d 0.9e

C2H4 ~11 ●C2H3 6.75a 0.96 0.25c

C2H2*→
●C2H multistep 0.89 ~0.9 ~0.8

C2H6 ~11 ●C2H5 7.45a 0.97 0.03c

C2H4*→
●C2H3/

●C2H multistep 0.9/0.83 0.25/~0.9 ~0.55

CH4 ~9 ●CH3/
●CH2 8.8/8.6b ~0.9 <0.025c

●CH3*/
●CH2*→

●CH multistep 0.81 ~0.65

→ ●C2H recombination

Abbreviation: HMDSO, hexamethyldisiloxane.
aElectron impact dissociation data taken from Janev & Reiter.[64]

bElectron impact dissociation data taken from Reiter & Janev[65]

cSticking probabilities taken from Bauer et al.[66]

dSticking probability taken from Hopf et al.[67]

eAssumed sticking probability for ●C2H.
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Finally, acrylic acid (H2C =CH–COOH) plasmas
might be mentioned as an example of a complex starting
molecule that shows two distinct Arrhenius‐like
regimes.[13] At moderate Epl, a threshold energy of about
7 eV can be observed indicating plasma activation of
acrylic acid, while a second threshold energy at around
23 eV activates dissociative excitation strongly resem-
bling CO2/C2H4 gas mixtures. In this case, again, the
stability of the functional plasma polymer films was
found to be strongly enhanced.

3.2 | Plasma gas conversion

Plasma‐driven CO2 conversion into CO might be an
interesting example to be studied in light of the SEI and
to be connected to the Arrhenius‐like approach.[80] The
chemical reaction CO2→CO+½ O2 is obtained at the
enthalpy of CO2 dissociation, ΔH, of 2.9 eV. The energy
transfer in the plasma comprises direct electron dissocia-
tion or dissociation through the so‐called vibrational
“ladder climbing.”[81] Direct electron impact dissociation
in a plasma occurs at a threshold energy of about 7 eV
with a further contribution at about 10.5 eV, that is,
noticeably higher than the dissociation energy to break
one C–O bond in CO2 of 5.5 eV.[82] To enable CO2

conversion into CO at reduced energies, a plasma‐
chemical reaction pathway involving many vibrationally
excited states, CO2*, with small energy gaps and
collisions among them, that is, vibrational ladder
climbing, can be exploited allowing dissociation at
5.5 eV. Moreover, conditions that favor the further
reaction of the generated side product, atomic oxygen,
with CO2 yield another CO molecule converted at 0.3 eV
resulting in the overall specific energy requirement
(threshold energy) of about 2.9 eV.[83] This reaction
pathway thus requires a high collisional plasma (pressure
higher than ~100mbar) at limited SEI, that is, adjusted
residence time, however, recombination and back
reactions should be avoided.[84–86]

Low‐pressure plasma conditions using RF excitation,
on the contrary, generally do not support gas phase
reactions among heavy species, thus promoting electron
impact dissociation, also involving vibrationally excited
intermediates. Only a few studies have thus been
conducted using low pressure (and low temperature)
RF plasmas for CO2 conversion. For example, Zhang
et al. used an ICP with varying power input (30–300W)
and CO2 gas flow rate (10–100 sccm) diluted in Ar
(1000 sccm) at a pressure of 14 Pa.[87] Ar admixture was
found to increase the CO2 conversion efficiency into CO,
probably by enhancing the energy transfer to the
molecules. Applying Equation (33), a broad range of

SEI, that is, Epl, from about 4.2–210 eV was covered,
however, neglecting possible power losses dissipating in
the copper coil during RF excitation. At the measured Te

of 2.0–2.5 eV, almost full conversion of CO2 into CO was
achieved at high SEI (Figure 7). The Arrhenius‐like fit
delivers an apparent activation energy of ~10 eV, which
agrees well with the threshold energy, Eth, for direct
electron impact dissociation of 7–8 eV by assuming
power losses of 20%–30%.

Since the energy efficiency is defined as

η c
H

E
=

Δ
,a

pl
(53)

with ΔH= 2.9 eV for CO2 conversion, the attainable
efficiency can be calculated depending on Epl/Eth. Based
on the Arrhenius‐like behavior regarding Equations (47)
and (48) it follows that







η c

H

E
c

H

E

E

E
=

Δ
=

Δ
exp − .a

pl
0

pl

th

pl
(54)

The maximum efficiency is thus obtained for Epl =
Eth, reaching about 14% due to the required higher Eth

compared with ΔH. For Epl < Eth, the measured conver-
sion as reported by Zhang et al. might follow a linear
increase or might indicate enhanced conversion, which,
however, remains unclear due to scarce data.[87]

Spencer and Gallimore also investigated RF‐excited
(13.56MHz) low‐pressure plasma conversion of CO2 at
high Te of 2–4 eV and a pressure of 10–36 Pa (increasing

FIGURE 7 CO2 conversion in an inductively coupled plasma
(ICP) radio frequency (RF) plasma at low pressure depending on
specific energy input (SEI) approaching full conversion at high
energies. The apparent threshold energy is derived neglecting
possible power losses. Data taken from Zhang et al.[87]
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with CO2 flow rate) that favors electron impact dissocia-
tion.[88] While clearly the same trend of conversion
versus SEI was observed, the use of different pressures
for every experimental series and low power coupling (as
reflected by their reported high SEI based on nominal
power per CO2 flow rate), however, resulted in noticeable
spreading of the observed data. As conclusion, optimum
conversion can be reached with low pressure and low‐
temperature RF plasmas at high Te following Arrhenius‐
like behavior, however, at limited energy efficiency.
Furthermore, by precisely measuring the SEI in a CO2

plasma, the threshold energy for CO2 dissociation by
electronic excitation might be clarified, while experi-
ments at low energies (below Eth) would help to
understand whether enhanced conversion is supported
in low‐temperature plasmas.

To enhance conversion, MW plasmas at elevated
pressure are studied, which also induce an enhanced gas
temperature, Tgas (3000–6000 K).[89] Such conditions
support effective excitation to vibrational states, which
can lead to the so‐called ladder climbing effect.[80]

Hecimovic et al. reported a maximum CO2 conversion
of ~31% at the SEI of 2.9 eV using a plasma torch
experiment at 2.45 GHz and 200mbar.[90] The generated
vortex configuration in the used quartz tube combined
with MW excitation is thought to favor vibrational
excitation, and a CO/O2 ratio of around two was
observed. As depicted in Figure 8, the conversion was
found to be slightly enhanced for Epl < Eth up to the
(expected) threshold energy of 2.9 eV compared with the

linear/Arrhenius‐like fitting of Equation (47) considering
a maximum conversion of c0 ≈ 0.95. Due to the high Tgas

the CO2 conversion was considered predominantly
driven by thermal dissociation. Importantly, the gas
composition was sampled at two positions, in the hot gas
and after passing a heat exchanger, thus reaching
thermally equilibrated conditions. By sampling only the
central hot part of the plasma, the authors could show
that high local conversions might be measured resulting
in high efficiencies for Epl < Eth, even exceeding 100%.[90]

Great care should thus be taken to assess values for the
global conversion that need to be considered for the
presented Arrhenius‐like approach.

Likewise, Bongers et al. examined CO2 conversion in
two different MW plasma set ups at 915MHz and
2.45 GHZ, reaching maximum conversion conditions
with enhanced conversion for Epl < Eth.

[85] Again, the
high Tgas might support predominant thermal dissocia-
tion of CO2. Interestingly, enhanced CO2 conversion was
also attained by increasing Epl above Eth (Figure 8), due
to the conversion of surplus energy to heat, which will be
further discussed below. As another example, Mitsingas
et al. investigated CO2 conversion using a direct‐coupled
MW plasma system at atmospheric pressure with a rather
low SEI ( < 1 eV).[91] Remarkably, as shown in Figure 8, a
nearly linear increase that would approach full conver-
sion at Epl = Eth was observed for SEI < 0.1 eV. This
means that there is indeed an effective mechanism which
transfers the entire plasma energy to a few molecules
that undergo the demanded chemical reaction, while all
other molecules remain in their thermal energy state.
This mechanism can thus be expected to be promoted at
suitable (elevated) temperatures. Due to constraints by
entropy, however, this is only possible for the limit of SEI
approaching zero, since a distribution of energies is
observed with increasing SEI. Therefore, the gradient of
conversion increase is steadily reduced, while constantly
revealing enhanced conversion compared with the linear
part of Equation (47).

The many possibilities for excitation in CO2 plasmas
yield a high cross section for inelastic collisions for low
electron impact energies (see also Figure 1).[92] Most of
all, the asymmetric stretching mode of vibrational
excitation for CO2 followed by vibration–vibration
relaxation collisions favors gradual population of the
higher vibrational levels, finally leading to dissociation
with Eth = 2.9 eV due to ladder climbing.[81,82] It can thus
be assumed that the probability that a specific activation
reaction takes place for Epl < Eth can be higher as given
by Equation (43), since CO2* intermediates also transfer
energy among each other pushing some to higher levels.

Based on Equations (43) and (47), it generally
follows that

FIGURE 8 CO2 conversion using MW plasma covering a broad
range of SEI (Epl). The conversion for Epl < Eth exceeds the linear fit
according to Equation (47). Also at higher SEI (above Eth) an
enhanced conversion is observed as compared to the Arrhenius‐
like behavior. Data taken from Bongers et al., Hecimovic et al., and
Mitsingas et al., where the inset shows an enlargement of the data
at low SEI.[85,90,91]
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As corroborated by the discussed experimental data
using MW plasmas and expected constraints, the

function ( )f
E

E

pl

th
takes the value of zero with a slope of

1 at Epl/Eth = 0 and approaches exp(–1) at Epl = Eth in a
continuous way, that is, reaching the slope of exp(–1), as
shown in Figure 8. In Equation (47), on the contrary, the
slope equals exp(–1) for all Epl < Eth (linear regime) and
follows Arrhenius‐like behavior for Epl ≥ Eth, due to the
distribution of energy—as typically observed for plasma
activation in plasma polymerization processes.

These data can be further discussed regarding energy
efficiency. Based on Equations (53) and (54), the energy
efficiency for Epl ≥ Eth can be expressed as a function of
conversion, yielding


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and finally
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(57)

Figure 9 represents experimental data and fits based
on Equation (57) for optimum conditions, that is, c0 = 1.
While the (optimum) efficiency, η, with ΔH= Eth = 2.9
eV can easily be derived for Epl ≥ Eth, the limiting

conditions for the function ( )f
E

E

pl

th
suggests to transform

Equation (57) for Epl ≤ Eth by mirroring, scaling, and
moving (see Supporting Information) to obtain a
function that is continuous at Epl = Eth, that is, at ca = α
such as


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with α0 = α/c0 = exp(–1). Equation (58) is also plotted in
Figure 9 for optimum conditions (ΔH= Eth, c0 = 1). Thus,
a slide‐shaped function results with the connecting point
at η= ca = α, the alpha point, where the gradient is zero
—as, to some extent, an equivalent to the Stoletow point
for ionization.[32] Using this function and Equation (53),
the conversion for Epl < Eth can be derived. From
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it follows that
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This function that is equivalent to Equation (55)
cannot be analytically solved for ca/c0 but easily plotted
(as has been used for Figure 8 with c0 = 1), yielding an
appropriate fit regarding the spreading of the data at low
Epl. Compared with the Arrhenius‐like form (see
Equation (47) for Epl ≤ Eth) using ΔH= Eth

E

E

c

η

c

c
= =

α
,a apl

th 0 0
(61)

as obtained for electron impact‐activated low‐
temperature plasmas, the denominator in Equation (60)
just gives the enhancement factor involving ladder
climbing (see Supporting Information).

In this way, the function displayed by the bold blue
line in Figure 9 describes the optimum energy efficiency

FIGURE 9 Energy efficiency, η, as a function of CO2

conversion, ca. The experimental data were used as in Figures 7
and 8. Note that the measurement error might be rather high
toward low conversion. The bold blue curve with η= α for Epl ≤ Eth

represents the optimum according to the Arrhenius‐like approach
for low‐temperature plasmas. Enhanced efficiencies, as given by
the bold orange slide‐shaped curve might thus indicate additional
energy transfer, also considering the range for Epl ≥ Eth by the
factor (Epl/Eth)

m, here with m= 0.1. Limiting cases for low and
high ca/η are drawn by dash‐dotted gray lines. The fit for low‐
temperature RF plasma (dashed black curve) reflects the higher Eth

of 7‐8 eV. The dotted dark gray curve indicates the best efficiencies
as reported by Rusanov et al.[81,83,93]
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that can be achieved for a demanded gas conversion by
electron impact plasma activation in low‐temperature
plasmas, where Epl covers all inelastic collisions follow-
ing a distribution law. A directed energy transfer among
(vibrationally) excited species, such as ladder climbing,
might enhance the conversion at a given Epl below Eth,
resulting in higher efficiencies as compared with the
linear regime of the Arrhenius‐like approach. Note that
further enhanced conversion resulting in even higher
energy efficiencies were reported for Epl < Eth by
Rusanov et al. dating back to the 1980ies.[81,83,93] Those
experimental data that have yet to be reproduced by
others are comprehensively summarized and discussed,
for example, by Bogaerts et al.[80,94] and will not be
further analyzed here. It might be recalled, however, that
special care has to be taken by assessing global CO2

conversion as discussed above.
As mentioned before, Bongers et al. also observed

enhanced conversion for Epl > Eth. Under all conditions
examined, the gas temperature, Tgas, was found to be in
excess of 4000 K, which is why predominant thermal
dissociation was assumed.[85] Thermal effects typically
increase with SEI, for example, by increasing the
residence time in the high‐temperature region of the
plasma. Hence, a T‐dependence of the pre‐exponential
factor might be considered yielding a modified Arrhenius
equation as in Equation (2), with Epl still replacing kBT in
the exponential term. Assuming that the increase in Tgas

(or in the size of the high‐temperature region) is roughly
proportional to Epl, the factor (Epl/Eth)

m can be
introduced in the pre‐exponential factor of the conver-
sion equation (Equation (55) or Eq. (47)), yielding for
Epl ≥ Eth
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(62)

A satisfactory fit using this approximation can be
found for m ≈ 0.1, at least up to a few times Epl/Eth before
ca approaches c0 (see Figures 4 and 8), probably
constrained by the thermal equilibrium limit (see
Supporting Information).[80] The enhanced conversion
efficiency for CO2 at Epl > Eth, fitted in Figure 9 by using
Equations (53) and (62) with ΔH= Eth and c0 = 1, might
thus be analyzed involving thermal effects. Plasma
activation as the base reaction yields numerous excited
states with increasing SEI that can be more efficiently
converted thanks to additional thermal energy.[95,96] In
this way, Tgas increases the number of collisions between
the excited molecules during the residence time in the
plasma, which can be reflected by the modified pre‐
exponential factor. In a similar way, using an MW

plasma torch as a heat source for plasma methane
pyrolysis (Tgas ≈ 4000 K), an almost linear increase in
CH4 conversion with SEI up to a conversion above Eth

exceeding 60% (probably revealing a small dip below
ca ≈ 0.4) has been recently reported, agreeing with curves
as shown in Figure 4 for positive m.[97] Such Tgas‐related
effects might be further investigated compared with
plasma activation for low‐temperature plasmas as
described by the Arrhenius‐like approach.

Remarkably, a distinctive point is observed at Epl =Eth

yielding η= ca = α for all conditions, denoted as alpha
point, giving a maximum value of α0 = exp(–1) ≈ 0.368 for
c0 = 1. Recent work by Mercer et al. using a vortex‐
stabilized MW reactor with a 2.45GHz magnetron also
showed that the optimization of CO2 conversion and
efficiency approaches the maximum of exp(–1).[98] The
occurrence of this distinctive point indicates that additional
energy transfer enhancing the conversion of the chemical
reaction might proceed differently for Epl <Eth and Epl >
Eth as described by the slide‐shaped curve centered at the
alpha point. For low SEI, the available energy can
effectively be distributed into vibrational excitation of CO2

resulting in ladder climbing up to Eth, which might be
supported by Tgas causing particles to have more energy.
Moreover, electron kinetics were found to be affected by
Tgas.

[99] Hence, the probability that colliding particles have
sufficient energy for plasma activation (by electrons and
among excited particles) can exceed α0 ∙Epl/Eth, yielding an
enhanced efficiency (>36.8%). However, the number of
CO2 molecules to reach the threshold for dissociation
remains low, thus limiting conversion (<36.8%). For SEI
above Eth, gas heating allows to transfer more energy over
τact for a given Epl, for example, due to an enlarged high‐
temperature region, considering Epl as defined in Equation
(36). Conversion and efficiency might thus be enhanced by
(Epl/Eth)

m. A high CO2 conversion (~75%) with reasonable
efficiency (~30% compared with ~20% for low‐temperature
plasmas) has been reached, for example, for Epl ≈ 3.5∙Eth

(an optimization that is also often used for plasma
polymerization).[85] A thorough analysis of CO2 conversion
based on the introduced Arrhenius‐like approach consider-
ing electron impact‐initiated inelastic collisions for low‐
temperature plasmas might help to clarify the different
aspects of energy transfer in plasma activation processes,
also extending experiments at low temperature such as in
low‐pressure RF plasmas.

4 | SUMMARY

The SEI has been microscopically and macroscopically
derived showing that it is based on the energy uptake by
electrons in the plasma distributed to inelastic collisions
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(see Equations (32), (33), (36), and (39)), which is driven
by the externally applied power input per gas flow rate
delivered to the active plasma zone:

E
θ

ν
n τ

θ

n
n τ v

eE

N

k T

p

W

F

SEI = = = =

= .

e
m

e e
p

B

pl
abs

in,0
act

abs
act ,

0

0

abs

m

(63)

The SEI thus defines the average energy available per
molecule in the plasma for plasma activation and
plasma‐chemical reactions with respect to the corre-
sponding threshold energy, Eth.

Following the classical Townsend mechanism for
ionization, the probability for a direct electron impact
ionizing collision to occur shows Arrhenius‐like behav-
ior, where the (reduced) electric field strength or the
electron impact energy replaces kBT. Likewise, plasma
activation of molecules via inelastic collisions can be
described by an Arrhenius‐like behavior, where it is more
convenient to use SEI as the energy parameter to replace
kBT. As distinguished from ionization as in noble gases,
low‐temperature plasmas with molecular gases involve
intermediate states with activation energies below Eth to
support a demanded plasma‐chemical reaction having
the activation barrier Eth. Therefore, the considered
reaction can occur more frequently for Epl < Eth,
however, still with limited conversion due to the energy
distribution in plasmas. Based on electron impact
inelastic collisions involving intermediates (see Equation
(43)), the conversion increases at maximum with Epl/Eth

up to Eth resulting in

≤

≥








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
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E E
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E
E E
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,
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0

0
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th
pl th

th

pl
pl th

(64)

(which is equivalent to Equation (47)) and is limited to
α0 = exp(–1) at Epl = Eth. Hence, also the energy effi-
ciency is limited to α0 (“alpha point”) for low‐
temperature plasmas. This behavior has been observed
for many different monomers as used for plasma
polymerization and might also be the basis to describe
low‐temperature plasma gas conversion.

For plasma gas conversion, however, additional
energy transfer into the demanded chemical reaction is
observed in different ways for Epl < Eth and Epl > Eth. At
low SEI, thermally enhanced ladder climbing via
vibrationally excited states with small energy gaps
support dissociation at the minimum energy required
to promote the chemical reaction at Eth, while the

surplus energy above Eth enables an increasing size of the
high‐temperature region yielding an increasing number
of collisions during the residence time in the plasma.
Based on experimental data from the literature, a
conversion enhancement factor, CEF, as compared with
the linear/Arrhenius‐like form of Equation (64) for low‐
temperature plasmas, is suggested:
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(65)

Note that the alpha point is conserved by this
provisional analysis (see Supporting Information). This
approach might thus provide a different point of view to
discuss energy transfer yielding plasma activation based
on SEI, which needs to be further elaborated.

5 | CONCLUSIONS AND
PERSPECTIVES

Introducing the SEI (SEI or Epl) in plasmas comprising
molecular gases, the energy transfer by the electric field
to the molecules via inelastic collisions can be governed
by one parameter that is microscopically (Equation 32)
and macroscopically (Equation 33) defined. Unlike the
EEDF describing the potential energy transfer in a single
electron‐neutral collision, Epl comprises the energy
transfer considering several inelastic collisions in the
plasma during the electron confinement time as well as
inelastic collisions with excited molecules during their
residence time. For a specific plasma‐chemical reaction
pathway, only a fraction of the inelastic collisions might
contribute to the related plasma activation mechanism.
Using an approach based on the probability for plasma
activation to occur, that is, to convert the starting
molecule into a desired product, Arrhenius‐like behavior
can be expected for Epl ≥ Eth, that is, for energy above the
apparent threshold energy for plasma activation, similar
to the classical Townsend mechanism for ionization.
While for direct electron impact reactions, no activation
would occur for electron impact energies below Eth, as,
for example, excitation in noble gases, the many
excitation states in molecular gases enable intermediates
that promote the plasma activation mechanism also for
Epl < Eth beside the distribution of energies.

Considering plasma polymerization to deposit a
desired plasma polymer film, typically a linear increase
in conversion into film‐forming species in the gas phase,

18 of 21 | HEGEMANN

 16128869, 2023, 5, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1002/ppap.202300010 by Paul Scherrer Institut PSI, W

iley O
nline L

ibrary on [08/05/2023]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



which can directly be related to deposition rates, is
observed for SEI up to Eth, followed by Arrhenius‐like
behavior, as long as one dominant reaction pathway
prevails. With a change in gas composition due to
increased dissociation, different plasma‐chemical path-
ways might occur depending on the range of SEI. The
presented (simplified) approach can thus be used to
investigate plasma polymerization processes based on the
average energy available per molecule, independent of
pressure, to gain insights into the plasma polymerization
mechanism, to optimize conversion and film properties,
and to scale plasma processes. Furthermore, deviations of
the Arrhenius‐like behavior might not only indicate
different reaction pathways but can also point to a
nonlinear dependence of power absorption on external
parameters. The reactor set‐up might thus be improved.
The low‐temperature plasma provides special (none-
quilibrium) conditions to physically activate plasma‐
chemical reaction pathways in the gas phase. Electron
impact creates reactive intermediates governed by SEI
yielding film growth of irregular “plasma polymer”
structures. Further energy delivered during plasma‐
surface interaction contributes additionally to the
irregularity of plasma polymer films, which has not been
discussed here. The plasma environment, however, still
comprises chemical features even at high SEI, favoring,
for example, sticking of C2H species using hydrocarbon
monomers.

Likewise, plasma gas conversion is based on plasma
activation mechanisms and can be examined in a similar
way. For example, global CO2 conversion was assessed
regarding optimum conversion and energy efficiency.
Enhanced conversion compared with a linear increase
for Epl ≤ Eth indicate an efficient (directed) activation
mechanism via collisions among intermediates, which is
known as vibrational ladder climbing. Thus, the type
and rate of inelastic collisions determine the reaction
pathway at low SEI. The analytical description of the low
and high energy range with respect to the threshold
energy for CO2 conversion based on the Arrhenius‐like
approach yields a unique, slide‐shaped curve for the
efficiency as a function of conversion. This curve
matches well with experimental results from the last
few years. Importantly, a distinctive point can be derived,
the so‐called alpha point, where both efficiency and
conversion can reach a maximum of 36.8%. It might be
mentioned that the underlying function –x ∙ ln x is also
known as “entropy term” having a maximum entropy at
x= 0.368.[100] One might thus speculate whether a
connection with the alpha point exists. To further
elucidate additional ways of energy transfer affecting
the energy distribution as described by the Arrhenius‐
like approach, further investigations are required,

involving also low‐temperature plasma gas conversion
conditions (avoiding thermal effects) as reference.

Generally, energy efficiencies are key for plasma‐
based chemical production such as CO2 conversion to
become a competitive technology.[80,101] Some limitations
of gas conversion using plasma technology might thus be
taken into account according to the performed analysis
based on the Arrhenius‐like approach, probably among
other constraints.[102] However, high conversion might
become more important than efficiency—as it is already
the case with the field of plasma polymerization. The
increasing use of renewable energy results in “free” peak
energy that needs to be valued in a useful way. Here,
plasma gas conversion that can be at all times electrically
switched on and off without requiring heating cycles is
an attractive method to yield valuable products that can
be stored and transported.

As a final remark, the fields of plasma polymerization
and plasma gas conversion might benefit from each
other, since they both consider plasma activation and
plasma‐chemical reaction pathways.
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