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A B S T R A C T   

The energy for tearing is a classical measure of fracture toughness for elastic materials at finite 
strains. The prominent approach to quantify the tearing energy utilizes a tensile test on edge-cut 
thin rectangular specimens with low height-to-width ratio to determine the critical stretch at 
which a crack propagates from the tip of the cut. The analysis of the experiment, proposed by 
Rivlin and Thomas (1953), relies on the assumption that a large portion of the test piece is in a 
state of plane strain, and that the change of the total elastic energy is equal to the energy release 
due to the formation of new crack surfaces. While these assumptions are well justified for test 
pieces with sufficiently low height-to-width ratio, limitations in the availability and homogeneity 
of various sample materials have enforced the use of specimens with higher height-to-width ra-
tios. In order to analyse the applicability of the classical theory and the corresponding errors, we 
investigate in the present work the influence of the sample’s height-to-width ratio on the esti-
mation of the tearing energy in mode I fracture tests. Exemplified with experiments and simu-
lations for the elastomer Ecoflex 1:1, we show that reliable measurements can be obtained even 
for a quadratic sample geometry. For tough materials, however, significant overestimation of the 
tearing energy is expected already for a height-to-width ratio larger than 1/2. Surprisingly, in 
very brittle materials the tearing energy is vice-versa prone to be underestimated by up to 10% for 
ratios up to 1. The error also depends on the non-linear stress–strain characteristics, as illustrated 
by the use of different constitutive models. While a generally valid geometrical criterion cannot 
be defined based on the present results, our results suggest that the error hardly exceeds 10% for 
height-to-width ratios of up to 1/2.   

1. Introduction 

Natural and synthetic rubber-like materials have a wide range of industrial use [1,2], including various applications with increased 
safety requirements such as seals, hoses and shock absorbers [3]. Silicone elastomers in particular play an additionally important role 
in biomedical engineering due to their high chemical stability that allows repeated sterilization and a high degree of “biocompatibility” 
when interacting with biological tissues [4]. Silicone materials are therefore used both in various extracorporeal medical devices and 
within the body, e.g. for various orthopaedic and aesthetic implants [4–7]. In view of these pivotal applications, not only the 
deformation behavior needs to be considered in the design process, but also the critical conditions under which these materials 
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potentially fail. Since careful product design generally avoids that these products would be exposed to loads that let them reach their 
ultimate properties such as strength, it is much more the ability of tolerating small defects that decides on the integrity of the products. 

The ability of a material to resist mechanical loads in the presence of a crack-like defect [8] is quantified in terms of the “fracture 
toughness”. While for elastic materials under small strains the latter can be quantified by critical stress intensity factors [9], the 
typically finite deformations that elastomers undergo in their applications call for alternative metrics. The “characteristic energy for 
tearing” Γ introduced by Rivlin & Thomas [10] represents the most common one of these metrics and characterises the energy released 
by fracture of highly deformable hyperelastic materials based on the balance of the deformation energy stored in a sample before and 
after crack propagation. 

Under the assumption of incompressibility, the mode I tearing energy can be determined by means of the “pure shear” tear test 
[10]. It employs a flat rectangular test specimen with a lateral cut, which is elongated in the direction perpendicular to the cut until 
crack propagation is observed at the cut tip. The test piece geometry is chosen so that the width W0 of the test piece is larger than its 
height H0, with the intention to generate a large region within the specimen that is in a kinematic state of “pure shear”, i.e. a special 
state of plane strain. This condition is a theoretical prerequisite of the formalism proposed by Rivlin and Thomas [10], and raises the 
question of critical height-to-width ratios (H0/W0) for its application. As discussed in [10,11], such a deformation state occurs in the 
center region B of the test piece, see Fig. 1, while the stress and deformation fields are heterogenous in the other regions of the sample. 
Rivlin and Thomas [10] studied samples with H0/W0 between 1/15 and 1/5. A detailed analysis in [11] quantified the size of the 
region affected by the free edge (i.e. region D in Fig. 1) for different applied extensions and H0/W0-ratios in a neo-Hookean material. 
The calculations showed that this region has a width in the order of 1.5H0 to 2H0 for a strain of 1%, and that the region’s width 
decreases with applied strain. Based on this analysis, a height-to-width ratio below 1/5 was suggested [11]. Other sources in literature 
provide guidelines on the optimal aspect ratio for mode I specimens [12,13]. For instance, Treloar [12] showed that the contraction in 
lateral direction is negligibly small compared to the extension in loading direction for a H0/W0-ratio of 1/15. 

It seems clear that reducing the H0/W0-ratio would generally increase the region B and thus improve the estimation of the tearing 
energy. However, there are several reasons that might limit the aspect ratio in experiments: Increasing the width of the specimen scales 
the cross-sectional area and thus the axial force in the testing device such that the measurement range of the load cells might be 
exceeded. Reducing the height instead typically complicates the optical displacement analysis within the gap that remains between the 
grips, as well as increasing the influence of the clamping conditions and aggravating effects caused by misalignment of the sample and 
cut. In soft tissues and elastomer samples produced at laboratory scale any increase of the sample size typically goes along with an 
increased heterogeneity within the sample, and finally it might be the availability of biological samples that limit the dimensions of the 
corresponding test pieces. 

For these and other reasons several authors have used samples with different aspect ratios. For instance, the tearing energy of 
different silicone elastomers was quantified by use of samples with H0/W0 = 1/6 [14,15]. Similar and even larger aspect ratios were 
used to analyse the fracture properties of soft biological tissues [16], and mode I fracture tests on tough hydrogels were performed on 
samples with aspect ratios in the range from 1/5 to 1/2 [17–23]. 

While recent work focused on the influence of dissipative material behavior [24] and dynamic crack propagation [25], the present 
work analyses the onset of crack propagation in elastic materials. We combine experimental results and computational parametric 
studies to analyse the influence of the test piece geometry on the determination of the tearing energy. The deviation between apparent 
and effective tearing energy is quantified and its dependence on the test piece geometry is rationalized. Furthermore, we investigate 
the influence of material brittleness and elastic stress–strain behavior on the range of acceptable height-to-width ratios. 

2. Materials & methods 

2.1. Theoretical background 

In the “pure shear” mode I tear test, a rectangular test piece (width W0 and height H0) with a low H0/W0-ratio and a lateral pre-cut 
is elongated in direction perpendicular to the cut plane until crack growth occurs at a particular critical stretch λc = hc/H0. The 

Fig. 1. Schematic of mode I fracture test piece adapted from [10]. Four regions of different deformation state can be distinguished: region A is 
unloaded, far-field region B is in a pure shear state, region C is in an intricate deformation state, region D is influenced by the free lateral boundary. 
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elongation of the sample from the initial height H0 to the critical height hc is assumed to be an elastic process, in which at each time 
point all work invested in the deformation of the sample results in elastically stored energy U =

∫

VwdV, with w being the strain energy 
density (per unit reference volume). The tearing energy is thus determined based on the incremental reduction of the strain energy 
U(λc) per increase in fracture surface area T0da as [10] 

Γ = −
1
T0

dU
da

⃒
⃒
⃒
⃒

λc

(1)  

where T0 denotes the initial sample thickness. The method, originally proposed by Rivlin and Thomas in [10], considers a far-field 
region in the test piece (region B in Fig. 1) to be in a state of pure shear deformation. For this region the strain energy density can 
be determined as the work per reference volume invested in loading a corresponding sample without cut, i.e. the area under the stress- 
stretch curve of a test piece with width W0 and height H0: 

w(λc) =

∫ λc

1
P dλ (2)  

where P = F/(W0T0) is the first Piola-Kirchhoff stress. Upon advance of the crack by a length increment da, the region C in Fig. 1 is 
assumed to translate in a self-similar fashion by da “to the right”, thus causing a decrease of the volume of the loaded region B by dV =

H0T0da and a corresponding increase of the unloaded region A. Thus, a release of strain energy associated with the crack advance da 
can be quantified as dU = − w(λc)H0T0da. 

The assumption of a self-similar crack propagation is well justified only for a test piece with low H0/W0-ratio. For this reason, we 
will generally refer to the thus determined tearing energy as the “apparent tearing energy” 

Γapp = −
1
T0

− w(λc)H0T0da
da

⃒
⃒
⃒
⃒

λc

= w(λc)H0 (3)  

that coincides with the material property Γ only for suitable sample geometries. With increasing H0/W0 the pure shear deformation 
state progressively transitions into a uniaxial deformation state, so that the identification of a rectangular region B with pure shear 
deformation fails. 

In order to generalize the analysis, we propose to consider two regions of the test piece, with reference to Fig. 2: the “loaded region” 
L and the “unloaded region” UL, distinguished by means of a suitable threshold value of the strain energy density. In general, upon 
crack propagation by an increment da, the loaded region L undergoes a reduction in volume by dVL, and the average strain energy 
density wL of the loaded region is reduced by dwL. Hence, the elastic energy U can be represented as a function of the volume VL and 
the average strain energy density wL of the loaded region, and its total differential can be expressed as 

dU = wLdVL + dwLVL (4)  

where the first term marks the contribution of the volume loss from the loaded into the unloaded region, while the second term in-
corporates the influence of the change in average strain energy density. Consequently, the tearing energy is given as 

Γ = −
1
T0

wLdVL + dwLVL

da

⃒
⃒
⃒
⃒

λc

(5) 

When comparing Γ to Γapp, we thus obtain 

Γ
Γapp

= −
wL dVL + VL dwL

w H0T0da
=

− wL dVL

w H0T0da
⏟̅̅̅̅̅̅ ⏞⏞̅̅̅̅̅̅ ⏟

ϕ’

+
− VL dwL

w H0T0da
⏟̅̅̅̅̅̅ ⏞⏞̅̅̅̅̅̅ ⏟

ϕ’’

, (6)  

Fig. 2. Schematic of mode I fracture test piece, differentiating between a loaded region L ahead of the crack tip and an unloaded region UL.  
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where Γ = Γapp implies ϕ′

+ ϕ′′ = 1, and indeed Rivlin and Thomas’ theory [10] assumes ϕ′

= 1 and ϕ′′ = 0. Deviations of Γapp from Γ 
arise as a consequence of (i) ϕ′ being different from 1, and (ii) ϕ′′ being different from 0. It is well-known and also confirmed by our 
results presented herein that for samples with small aspect ratio, i.e. H0 ≪ W0, w ≈ wL, dVL ≈ H0T0da and dwL ≈ 0, so that Γapp ≈ Γ. 
However, Eq. (6) is more general and shows that the exact value of Γ can be obtained even if the criterion of self-similarity does not 
hold, if ϕ′ compensates a non-zero ϕ′′-value. In Section 3.4, we will analyse the influence of the terms ϕ′ and ϕ′′ for different aspect 
ratios H0/W0. 

2.2. Sample preparation 

Experiments were performed on Ecoflex (Smooth-On, USA), which is known to display markedly elastic behavior [26], so that 
potential dissipative effects affecting the determination of the tearing energy according to Eq. (3) could be neglected. Ecoflex samples 
were prepared by mixing two parts A and B in a 1:1 wt ratio [27]. Ecoflex with a hardness of Shore 00 30 was chosen, which has a 
curing time of 4 h. The mixture was stirred continuously, vacuumed in a vacuum chamber and clamped between two glass plates, 
separated by strips of insulation tape, to cure for at least 12 h at room temperature. 

For fracture tests, rectangular samples were cut from the cured Ecoflex sheets. Five different free sample heights H0 of 6 mm, 30 
mm, 60 mm, 120 mm and 240 mm were chosen, while W0 = 60 mm for all samples, thus giving rise to aspect ratios from 1/10 to 4. A 
lateral edge cut of a = 20 mm length was added with a scalpel. Note that the total sample height before clamping is H0 +20 mm in order 
to provide sufficient clamping area. Additionally, samples without cut (a = 0 mm) were tested to determine a reference stress-stretch 
curve, from which w was determined according to Eq. (2) for each value of H0. 

The characterization of the deformation behavior of Ecoflex used data from unnotched samples with H0 = 6 mm and W0 = 60 mm 
(referred to as pure shear state PS), from test pieces with H0 = 40 mm height and W0 = 10 mm width (uniaxial stress state UA), and 
equibiaxial stress state (EB). For the latter, inflation tests were performed, using circular samples with diameter 70 mm (free diameter 
D0 = 50 mm). To allow for optical deformation analysis a trackable pattern of black marks was sprayed on the specimen surface with a 
graphite spray (Kontakt Chemie Graphit 33 Spray). 

Before testing, the initial thickness T0 of each sample was determined as the averaged value measured at three different positions, 
using a microscope in brightfield mode (LSM 5 Pascal, Carl Zeiss GmbH, Jena, Germany) with a measurement precision in the order of 
0.01 mm [28]. 

2.3. Experimental testing and analysis 

One axis of a custom-built horizontal biaxial testing setup (MTS Systems, Eden Prairie, MN, USA, force range: 100 N) was used for 
uniaxial tension (UA), pure shear (PS) and mode I fracture tests [29–31]. The setup consists of hydraulic actuators equipped with force 
sensors, and a CCD camera system (Pike F-100B Allied Vision Technologies GmbH, Stadtroda, Germany) with a 0.25 × telecentric lens 
(NT55–349; Edmund Optics GmbH, Karlsruhe, Germany), allowing to simultaneously record top view images, force (F) and clamping 
displacement (Δu) signals. Samples were clamped by use of flat metal grips, which had a corrugated strip of sandpaper added on both 
faces to reduce slippage and which were fastened by screws. 3D-printed inserts were added at the bottom of the grips to ensure parallel 
alignment of the grip faces. Displacement and force signals were monitored at 10 Hz in UA, PS and fracture tests, while images were 
recorded at 2 Hz for free sample heights H0 = 6 mm, at 6 Hz for H0 = 30 mm, at 10 Hz for H0 = 40–60 mm and at the maximum 
sampling rate of 20 Hz for H0 ≥ 120 mm. 

UA, PS and mode I fracture tests were performed at a nominal strain rate of 1/min. The camera’s field of view was placed in the 

Fig. 3. Left: schematic illustration of the mode I fracture test. In the center of the field of view (solid square), a small zone (dashed square) is 
considered to determine the local stretch in loading direction λ. Right: top-view images of a sample at the beginning (top) of a test, at critical loading 
(middle) and immediately before complete failure (bottom). 
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central area, so that it included the cut tip for notched specimens, as shown in Fig. 3. The force signal provided by the force sensors and 
the clamping displacement Δu of the grips were recorded, providing the force F and current nominal gauge length h, respectively. For 
the unnotched test pieces, the nominal stress was obtained by relating the force to the initial cross-sectional area as P = F/(W0T0). 
Data analysis of samples was based on a small, specified force threshold [32] of 0.05 N, reached at a sample height Href . Nominal 
stretch in loading direction was thus λN = h/Href . Note that the difference between Href and H0 was generally very small, with Href/H0 
was ≤ 1.05 for all test pieces. The local in-plane stretches λ (in loading direction) and λ2 (perpendicular to loading direction) were 
obtained using a custom optical flow based strain measurement technique [28], which tracks features on the sample surface in a 
specified rectangular zone of acquired top view images and reconstructs the homogenized in-plane strain field. For fracture samples, 
this zone was set at sufficient distance from both the cut tip and the free edge of the sample. The strain energy density w(λ) in Eq. (2) 
was determined through numerical integration of the reference stress-stretch curve extracted from the response of unnotched speci-
mens with corresponding H0/W0-ratios. Local stretch measurements were used for that purpose, such that the area under the stress- 
stretch curve is not affected by slippage at the clamps. For fracture samples, the instance of crack propagation was determined by 
visually analysing the top view image series and quantifying the corresponding failure stretch λc from the image, in which crack 
advance was detected. Since λc is based on local stretch data, it is not influenced by slippage [14]. Following modifications [15] of the 
classical equation [10] (Eq. (3), the tearing energy was determined as Γ = γcH0

∫ λc
1 Pdλ, where γc is a factor that is given through the 

ratio of nominal and local stretch at crack propagation, and accounts for potential slippage of the test piece in the clamps [15]. Cauchy 
stresses in UA and PS tests were computed in terms of the force and current cross-sectional area with σ = λF/(W0T0), applying the 
assumption of incompressibility λ2λ3 = 1/λ. 

Inflation tests were performed by means of a custom built setup [29,31,32], in which circular samples are clamped between the 
inflation cylinder and a cover ring with inner diameter D0 = 50 mm, and fastened by screws. The samples are inflated by pumping air 
into the aluminium cylinder with a syringe pump (Standard Infuse/Withdraw PHD Ultra Syringe Pumps, Harvard Apparatus, Hol-
liston, MA, USA), controlled by a custom LABVIEW (National Instruments, Huntsville, AL, USA) code. Pressure is measured with a 
pressure sensor (digital manometer, LEX 1, Keller, Switzerland), and two CCD cameras (GRAS-14S5C-C, Point Grey, Richmond, BC, 
Canada) recorded top and side view images at 1 Hz. For the present experiments, samples were loaded in a volume-controlled manner 
by pumping 2.5 mbar min− 1 of air into the cylinder up to 8 mbar. Local in-plane stretches λ1 and λ2 were computed from top view 
images [28], and the curvature of the sample was determined from side view images by means of an in-house Python algorithm [28]. 
From the measured pressure p, the radius of curvature r at the apex and the current thickness λ3T0, the Cauchy stress was calculated as 
σ = pr/(2λ3T0), where the stretch in thickness direction is given as λ3 = 1/(λ1 λ2) due to incompressibility. 

2.4. Computational material models 

Following [33], Ogden’s material model was adopted for Ecoflex, so that the strain energy density function in terms of the principal 
stretches Λ1,Λ2,Λ3 is given as [34] 

w(Λ1,Λ2,Λ3) =
∑N

i=1

μi

αi

(
Λαi

1 + Λαi
2 + Λαi

3 − 3
)
,

with N = 3, and material constants μi, αi. 
This incompressible constitutive model was fitted to the average stress-stretch response obtained in UA and PS experiments, using 

sample geometries with a H0/W0-ratio of 4/1 and 1/10, respectively. The fitting performed in Abaqus (Abaqus 6.14, DS Simulia Corp., 
Providence RI, USA) yielded α1 = 1.7546, α2 = 2.2439, α3 = 1.2156, μ1 = − 5.8817× 10− 1 MPa, μ2 = 2.1038× 10− 1 MPa, μ3 =

5.0244× 10− 1 MPa. 
For comparison, a material model representative for the behavior of soft collagenous tissues was considered. To this end, the 

constitutive equations proposed in [16] for the bovine Glisson’s capsule (GC) were implemented for Finite Element (FE) simulations of 
mode I fracture tests. The model is based on a hyperelastic anisotropic framework [32,35,36], which considers n = 32 families of fibers 
uniformly distributed in the plane, with a small out-of-plane inclination ±ϑ. The fibers are embedded in a highly compliant, 
compressible matrix and experience an affine fiber stretch λf

i , i = 1, 2, ⋯, n, in the deformed configuration. 
The strain energy density is determined as w = μ0(eqg − 1)/(2q), with [32,36] 

g = m2(tr b − 3) +
m2

m5

(
J− 2m5 − 1

)
+

m3

m4

1
N

∑n

i=1

〈
λf

i − 1
〉2m4

,

where b denotes the left Cauchy-Green tensor, J2 = det b is its determinant, and 〈… 〉 represent Macaulay brackets, which only allow 
for contributions of fibers under tension. The model parameters are given as μ0 = 4.78 N/mm2, m2 = 5.07× 10− 3, m3 = 9.94, m4 =

1.00001, m5 = 0.90, q = 6.15, ϑ = 5.77× 10− 2 [rad]. The material model was implemented through a user material subroutine in 
Abaqus. 

Computations were performed with the FE software Abaqus (Abaqus 6.14, DS Simulia Corp., Providence RI, USA), using three-node 
plane stress elements (CPS3). To determine the actual tearing energy Γ according to Eq. (1), crack opening simulations [37,38] were 
performed to compute the strain energy release rate. Since symmetry along the y-direction can be assumed, only one half of the 
respective sample was simulated to reduce the computational cost, see Fig. 4. Nodes on the symmetry line were tied in y-direction, the 
sample was stretched to a given λ, with the non-linear geometry option activated, and the tie constraint of each node on the symmetry 
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Fig. 4. FE contour plot of maximum principal Cauchy stress (σmax
prin ) distribution within a mode I fracture test piece. The sample is shown for a stretch 

of λ = 1.26, so that the presence of the notch is visible. Geometric dimensions and prescribed boundary conditions are indicated. The dashed black 
line denotes the line of symmetry. 

Fig. 5. Cauchy stress vs. stretch from UA, PS and EB experiments (solid lines) and simulations (dashed lines).  

Fig. 6. Apparent tearing energy from experiments (square symbols) and simulations (circle symbols) over H0/W0-ratio. The straight dashed black 
line denotes the reference value Γ = 150 J/m2. 
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line was subsequently released, such that the crack increased by a length increment Δa = 0.25 mm. From the corresponding change in 
elastic deformation energy ΔU and the initial sample thickness T0, the strain energy release rate for samples with initial crack length a 
= 20 mm was computed for different initial height-to-width ratios and values of λ with 

GH0/W0 (λ) = −
1
T0

ΔU
Δa

⃒
⃒
⃒
⃒

λ
(7)  

The ‘true’ tearing energy Γ = G1/10
(

λ1/10
c

)
= 150 J/m2 of Ecoflex was obtained as the value of G at the experimentally determined 

fracture stretch λ1/10
c = 1.94 obtained in mode I fracture tests on samples with aspect ratio H0/W0 = 1/10 (see Section 3.1). For the 

computation of all other aspect ratios, the critical stretches λH0/W0
c necessary to reach Γ were iteratively determined as 

λH0/W0
c =

{
λ|GH0/W0 (λ) ≈ Γ

}
(8)  

through linear interpolation between values of GH0/W0 (λ) at different λ. 
By analysis of the FE models at the corresponding λH0/W0

c , the unloaded sample region (UL in Fig. 2) was specified as the region with 
an energy density of less than 10% of the average strain energy density w at λH0/W0

c , while the loaded region comprises the rest of the 
sample. In order to evaluate Eq. (6), the change in volume dVL of the loaded region was calculated upon advance of the crack by a 
length increment da = 0.25 mm, and dwL was obtained from comparison of the average strain energy density within the loaded region 
before and after crack advance. A larger length increment da = 5 × 0.25 mm was chosen for the generation of certain plots (Fig. 9 and 
Fig. 10) to achieve more pronounced contributions of dVL and dwL. The local strain energy density w(x) (Fig. 11 and Fig. 14) was 

Fig. 7. Stretches measured in the far-field in loading (λ1) and lateral (λ2) direction over the relative time up to onset of crack propagation (at tc).  

Fig. 8. Γapp/Γ over H0/W0 for sets of Ecoflex (EF-1, EF-2, EF-3).  
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directly exported from Abaqus as an element output variable. 

2.5. Parametric study 

Nine different H0/W0-ratios (1/10, 1/6, 1/4, 1/2, 1, 2, 4, 6 and 10) were simulated by use of samples with fixed width W0 = 60 mm 
and initial heights H0 from 6 mm up to 600 mm. Identical FE discretization was ensured for all ratios for the sake of comparability. 

Based on the reference value of Γ = 150 J/m2, the fracture mechanics-based predictions of λc for various initial H0/W0-ratios were 
obtained as follows: using a custom Matlab algorithm energy release rates were calculated based on crack opening simulations for 
different λ. From the range of obtained values GH0/W0 (λ), the critical stretch λH0/W0

c was iteratively determined according to Eq. (8). The 
results formed the basis for the assessment of the difference between Γ and Γapp for Ecoflex test pieces of different H0/W0-ratios. 

For a subsequent parametric study, calculations were also performed assuming a much lower (set EF-1), as well as a much higher 
(set EF-3) fracture toughness than that determined for Ecoflex (set EF-2), viz. Γ-values of 0.030 J/m2 and 2700 J/m2, see Table 1. 

A similar procedure was adopted for GC, whereby besides the actual tearing energy of Γ = 2700 J/m2 corresponding to the 
experimentally determined fracture stretch λ1/6

c = 1.2 reported for samples with H0/W0 = 1/6 [16], a second and much lower hy-
pothetical tearing energy Γ = 2.4 J/m2 was studied, corresponding to a stretch λ1/10

c = 1.01 in samples with H0/W0 = 1/10. 
The apparent tearing energy according to Rivlin & Thomas [10] was calculated for all H0/W0-ratios through numerical integration 

of the simulated stress-stretch curves from corresponding intact samples up to λc, using Eq. (3). To compare Γapp with Γ, the ratio Γapp/Γ 

Fig. 9. Terms ϕ
′

and ϕ′′ over H0/W0 for set of Ecoflex EF-2 (here: da = 5× 0.25 mm). The ratio Γapp/Γ is shown as the inverse (in red) for the sake 
of simplicity. 

Fig. 10. Ratios wL dVL
dU and VL dwL

dU over H0/W0 for set of Ecoflex EF-2 (here: da = 5× 0.25 mm). dU is the decrease in total strain energy upon crack 
advance by da. 
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Fig. 11. Ratio between mean strain energy density w and local strain energy density w(x) vs. x-distance from free edge for the set of Ecoflex EF-1 
with a H0/W0-ratio of 1/10, 1 and 10. 

Fig. 12. Γapp/Γ over H0/W0 for a linear elastic material equivalent to set of Ecoflex EF-1 with a Poisson’s ratio ν of 0.5, 0.3 and 0.  

Fig. 13. Γapp/Γ over H0/W0 for sets of Ecoflex (EF-1, EF-A) and Glisson’s capsule (GC-1, GC-A).  
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Fig. 14. w/w(x) vs. x-distance from free edge for sets of Ecoflex (EF-1, EF-A) and Glisson’s capsule (GC-1, GC-A) with H0/W0 = 1.  

Fig. 15. Calculated far-field stretch λ1 over the critical stretch λc as a function of crack length. Note the fairly constant value of the far-field stretch 
for the case of the short test piece, while the case of large aspect ratio leads to a pronounced dependence on crack size. 

Fig. 16. Γapp/Γ over current hc/W0-ratio (solid line) for sets of Ecoflex EF-1, EF-2 and EF-3. Γapp/Γ over the initial H0/W0-ratio is shown as dashed 
lines, and the area between the ratios for each set is shaded to visualize the shift in Γapp/Γ from the reference to the deformed configuration. 
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was calculated, so that any ratio different from one indicates that the assumptions leading to Eq. (3) are not fully satisfied. 

2.6. Statistical analysis 

Data were analysed using Matlab (Version R2018b, TheMathWorks Inc., Natick, MA, USA). Experimental values in the present 
study are expressed as mean ± standard deviation. 

3. Results 

3.1. Experimental deformation behavior and energy for tearing 

Fig. 5 compares the stress-stretch curves obtained from experiments and simulations for uniaxial (UA), pure shear (PS) and 
equibiaxial (EB) loading. The reasonable agreement between experiments and simulations confirms the validity of the constitutive 
model. 

The apparent tearing energy Γapp experimentally determined in mode I fracture tests on Ecoflex samples with an aspect ratio of H0/

W0 = 1/10 using Eq. (3) amounts to 156.6 J/m2 ± 11.8 J/m2, and thus well matches the reference value of Γ = 150 J/m2 obtained in 
crack opening simulations. 

Fig. 6 plots the apparent tearing energy Γapp determined in mode I fracture experiments and corresponding simulations on Ecoflex 
using Eq. (3). The excellent agreement between simulations and measurements confirms the reliability of both, the FE model and the 
procedure for determination of critical loading conditions from the numerical analysis. The deviation of Γapp from the reference value 
of Γ = 150 J/m2, shows that Eq. (3) leads to an overestimation of the tearing energy for H0/W0-ratios larger than 1 for Ecoflex. For 
lower ratios, the tearing energy is reasonably described through the procedure of Rivlin & Thomas [10]. 

A state of pure shear deformation is a prerequisite for the procedure proposed in [10]. Thus, the magnitude of lateral contraction 
represents an important characteristic of the test configuration. For two test piece geometries Fig. 7 reports the principal stretches 
measured in the far field (see Fig. 3) in the course of the tests, up to the onset of crack propagation at time tc. While the case of low 
aspect ratio confirms the absence of lateral contraction, quadratic samples (H0/W0 = 1) display significant deviations from a pure 
shear deformation state. In fact, the lateral strain is close to 50% of the value expected for a uniaxial stress state. Interestingly, despite 
this violation of the plane strain condition for this case the apparent tearing energy is still very close to the correct value (see Fig. 6). 

3.2. Influence of aspect ratio and tearing energy magnitude 

Table 2 reports the computed values of the critical stretch λc obtained by crack opening simulations for different assumed values of 
Γ. Set EF-2 reflects the true fracture behavior of Ecoflex with a tearing energy of 150 J/m2. Moreover, set GC-A represents the fracture 
toughness determined in [16] for the bovine liver capsule. In order to facilitate the comparison, set EF-A was included for Ecoflex 
leading to a similar critical stretch as for GC-A. 

The reliability of tearing energy determination depends on its magnitude, as shown in the following parametric study. Fig. 8 depicts 
the ratio Γapp/Γ extracted from FE simulations considering the cases EF-1, EF-2 and EF-3 (see Table 2), over nine different initial 

Table 1 
Γ-values for parameter sets of Ecoflex (EF-1, EF-A, EF-2, EF-3) and Glisson’s capsule (GC-1, GC-A).   

Ecoflex GC 

Set EF-1 Set EF-A Set EF-2 Set EF-3 Set GC-1 Set GC-A 

Γ [J/m2] 0.030 17 150 2700  2.4 2700  

Table 2 
Fracture stretches λc for different H0/W0-ratios resulting in respective Γ-value for parameter sets of Ecoflex (EF-1, EF-A, EF-2, EF-3) and Glisson’s 
capsule (GC-1, GC-A).    

Ecoflex GC 

H0/W0 Set EF-1 Set EF-A Set EF-2 Set EF-3 Set GC-1 Set GC-A 

Γ [J/m2] − 0.030 17 150 2700  2.4 2700 
λc [− ] 1/10  1.0100 1.2642 1.9398 5.0000  1.0100 1.2327 

1/6  1.0078 1.2000 1.6934 4.2451  1.0078 1.2000 
1/4  1.0064 1.1613 1.5477 3.7147  1.0064 1.1742 
1/2  1.0046 1.1145 1.3796 3.0130  1.0046 1.1357 
1  1.0034 1.0847 1.2763 2.6006  1.0034 1.1073 
2  1.0025 1.0635 1.2109 2.4323  1.0027 1.0894 
4  1.0020 1.0523 1.1849 2.3833  1.0022 1.0780 
6  1.0018 1.0494 1.1790 2.3691  1.0019 1.0744 
10  1.0016 1.0477 1.1748 2.3584  1.0017 1.0736  
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Fig. A1. Maximal principal first Piola-Kirchhoff stress vs. horizontal distance r from crack tip (a = 20 mm) in the reference configuration for Ecoflex 
at critical loading conditions. 

Fig. A2. Maximal principal first Piola-Kirchhoff stress vs. horizontal distance r from crack tip (a = 20 mm) in the reference configuration for sets of 
Ecoflex (EF-1, EF-A) and Glisson’s capsule (GC-1, GC-A). The dashed lines with slope − 1/2 represent a stress distribution proportional to r− 1/2. 

Fig. A3. Maximal principal nominal strain vs. horizontal distance r from crack tip (a = 20 mm) in the reference configuration for sets of Ecoflex (EF- 
1, EF-A) and Glisson’s capsule (GC-1, GC-A). The dashed lines with slope − 1/2 represent a strain distribution proportional to r− 1/2. 
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H0/W0-ratios ranging from 1/10 to 10. Note that EF-1 was selected to mimic brittle material behavior, with λ1/10
c = 1.01 for the 

smallest H0/W0-ratio. At large H0/W0-ratios, Γapp/Γ increases for all sets, which implies an overestimation of the effective tearing 
energy Γ. For the brittle material, i.e. EF-1, H0/W0-ratios up to 2 are still close to 1, even if there is a non-negligible underestimation of 
Γ for 1/4 < H0/W0 < 1. For higher fracture toughnesses (EF-3), ratios of up to 1/2 lie in tolerable proximity to 1 and thus might be 
considered acceptable. 

3.3. Analysis of the results 

Eqs. (5) and (6) are now considered in order to rationalize the results of Fig. 8. Specifically, the two terms ϕ′ and ϕ′′ are evaluated 

Fig. A4. Tearing energy predicted through stress intensity factor KI vs. energy release rate Γ for sets of Ecoflex (EF-1, EF-A) and Glisson’s capsule 
(GC-1, GC-A) at different H0/W0 between 1/10 and 10 (denoted by dot symbols). Note that H0/W0 increases from the left to the right for each curve, 
visualized by the darker dot symbols. The dashed line with slope one is given to guide the eye. 

Fig. A5. Terms ϕ
′

and ϕ′′ over H0/W0 for Ecoflex set EF-2 (here: da = 5× 0.25 mm). The ratio Γapp/Γ is shown as the inverse (in red). The relative 
volume reduction − dVL

H0T0da of the loaded region is indicated by the dotted black line. Sketches illustrate for different aspect ratios the unloaded region 
associated with a crack propagation by da (red dashed line). For low aspect ratios (left), the volume increment of crack growth H0T0da (dashed black 
rectangle) and the unloaded volume dVL (green shaded area) correspond. For very high aspect ratios (right), dVL is much smaller than H0T0da. For 
close-to-quadratic sample geometries (middle), dVL surpasses H0T0da. 
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for the case EF-2 and represented along with Γapp/Γ in Fig. 9. The overestimation of Γapp for large H0/W0-ratios can be explained by the 
fact that this quantity is determined under the assumption that the decrease in total strain energy dU stems from a volume reduction 
dVL of the loaded region by H0T0da, while the strain energy density wL = w in the loaded sample region remains constant during crack 
advancement. When plotting the first term ϕ′ of Eq. (6) (yellow curve in Fig. 9), it becomes visible that a correspondence between the 
two quantities is only confirmed for H0/W0-ratios up to 1/2. For large ratios, the overestimation of Γ is due to the fact that dVL is much 
lower than H0T0da. Furthermore, wL changes during crack propagation, leading to a contribution VLdwL in the change of the total 
strain energy. The ratio ϕ′′ between VLdwL and the prediction wH0T0da, shown in purple in Fig. 9, displays an almost negligible 
contribution for low H0/W0-ratios, but an increasing influence for ratios of 1 and higher. Interestingly, this second term ϕ′′ provides a 
compensation for the effect of the first term ϕ′ for ratios up to 1, see also Fig. A5 in the Appendix. 

The contributions of the two terms of the total differential of the strain energy according to Eq. (4) are plotted as the ratios wL dVL
dU and 

VL dwL
dU in Fig. 10. The black line corresponds to the ratio wL dVL

dU and the difference 1 − wL dVL
dU represents the second term. The corre-

sponding fractions taken by the two terms are illustrated in blue and orange, respectively. The term wL dVL
dU is close to unity for low 

H0/W0-ratios and decreases for ratios above 1/2, until reaching a contribution of around 20% for ratios of 4 and higher. This means 
that the decrease in total strain energy can predominantly be attributed to the volume reduction of the loaded region for low 
H0/W0-ratios. On the other hand, VL dwL

dU , shown in orange, increases for higher H0/W0-ratios, as the decrease in strain energy density 
within the loaded region becomes the more dominant contributor in this case. 

Interestingly, for lower tearing energies, an initial decrease of Γapp/Γ for H0/W0 between 1/4 and 1 is observed (see EF-1 and EF-2 
in Fig. 8), which means that Γapp underestimates the effective tearing energy for such sample geometries. This behavior is associated 
with the fact that the mean strain energy density w is lower than the local strain energy density w(x) in the central part of the sample 
(where crack propagation occurs), due to the lateral contraction at the free edges with increasing H0/W0-ratio. Fig. 11 shows that the 
increase of w(x) across the center line of an unnotched sample in relation to the mean strain energy density w is particularly pro-
nounced for quadratic sample geometries, such as H0/W0 = 1. In order to evaluate the influence of lateral contraction a linear elastic 
material model was implemented, using a Young’s modulus E = 0.098 MPa, which corresponds to the stress–strain response of EF-1 at 
the respective fracture stretch, and a range of 0.5 to 0 was considered for the Poisson’s ratio. 

As can be seen in Fig. 12, for a Poisson’s ratio ν = 0.5 (incompressible behavior), Γapp/Γ undergoes a distinct drop around H0/W0 =

1/2, while no change in Γapp/Γ up to H0/W0 = 2 can be observed for ν = 0. 
Analogous calculations as for Ecoflex were performed with the material model representative of the soft biological tissue GC and 

considering two parameter sets GC-1 and GC-A, see Table 2. Note that for a non-incompressible material, like GC, the mode I fracture 
test cannot be referred to as a “pure shear” test, even for the case of very small H0/W0-ratios. In fact, due to the material behavior, the 
rate of out-of-plane contraction is not equal to the rate of elongation, and thus it does not lead to “pure shear” kinematics [34]. The 
curve for GC-A is similar to EF-A (see magenta and red curve in Fig. 13), while GC-1 (cyan curve) shows a much more pronounced 
underestimation of Γapp than EF-1 (green curve). 

Fig. 14 reports strain energy density values calculated at the center line of an unnotched sample. Indeed, the increase in energy 
density w(x) towards the center (x = 30 mm) is much more distinctive for GC than for Ecoflex at lower fracture toughness. This is 
attributed to the highly contractile material behavior of GC, which might be more pronounced in the low strain regime. The case of GC- 
A, which is realistic in terms of tearing energy [16], leads to a reliable determination of Γ up to quadratic test pieces. Interestingly, for 
this case extraction of the stress intensity factor KI from the stress nearfield leads also to a reliable determination of the corresponding 
tearing energy, see Appendix, Fig. A4. 

4. Discussion 

The mode I fracture test introduced by Rivlin and Thomas [10] is a well-established approach to determine the tearing energy of 
highly deformable materials. Our results show that mode I fracture tests conducted on sample geometries with large height-to-width 
ratios lead to a large overestimation of the tearing energy. However, an accurate estimation of the tearing energy can still be achieved 
for a surprisingly wide range of height-to-width ratios, even up to quadratic sample geometries in certain cases. In general, tougher 
materials with higher fracture stretches allow reliable measurements for sample geometries up to H0/W0 = 1/2. Brittle materials, here 
exemplified for the case λc = 1.01, permit even larger aspect ratios before overshooting, but lead to a non-negligible underestimation 
up to about 10% of the tearing energy for close-to-quadratic sample geometries. The latter is particularly pronounced in the case of 
large Poisson’s ratios. 

Two main factors influencing the error in the tearing energy determination were identified in terms of deviations with respect to the 
basic assumptions of the method proposed in [10]. For very low H0/W0-ratios the peculiarity of the mode I fracture test is the fact that 
the crack advances in a self-similar manner and thus the fracture process is not influenced by the crack length a. This is illustrated in 
Fig. 15, showing a fairly constant value of the relative far-field stretch in loading direction calculated for increasing crack size. In fact, 
in this case the governing dimension is the test piece height H0, as the strain energy available for crack advance scales with H0. This is 
confirmed in the present experiments and calculations, displaying a decreasing critical stretch λc for increasing H0 values, see Fig. 6. 
When the H0/W0-ratio exceeds a critical limit, the self-similarity is lost, see Fig. 15, and the strain energy released upon crack advance 
depends on the crack length instead of the test piece height only. 

In addition, the far-field strain energy decreases with crack advance as a consequence of the increased compliance of the test piece. 
The influence of these two factors is demonstrated in Fig. 9. The analysis demonstrates a compensation effect that induces a wider than 
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expected H0/W0-range leading to reliable tearing energy determination despite non-negligible lateral contraction, and thus deviation 
from a pure shear state. 

The results of Fig. 8 can be represented also as a function of hc/W0, i.e. considering the deformed height at the onset of fracture. As 
shown in Fig. 16, the curves are shifted to the right by an amount that depends on the assumed fracture toughness. Interestingly, this 
representation brings the different curves closer, but still maintains a significant spread in the acceptability range, depending on the 
fracture toughness. In this case, the tearing energy overestimation is present for ratios above 1.5. 

In view of the present results, the criteria previously proposed for H0/W0-ratios seem overconservative. In fact, previous in-
vestigations, see e.g. [11–13], propose upper bounds well below 1/2 based on the observed deviation from a pure shear deformation 
state. In reality, reliable results might be obtained for larger ratios, depending on the magnitude of the fracture toughness and the 
constitutive behavior of the material considered. The present results confirm the validity of various studies conducted on elastomers 
and hydrogels, which have H0/W0-ratios in the range of 0.07 to 0.5 [17–23,39–41]. Mode I fracture experiments on highly stretchable 
materials, such as those reported in [17,18,23,39], might lead to very large fracture stretches λc. These cases cannot be directly 
compared with the present results, as the present calculations consider materials failing at much lower levels of deformation for 
comparable initial test piece geometries. In order to reproduce the test reported in [17], an additional calculation was performed with 
H0/W0 = 1/2 and failure at h/W0 = 9.8. Using the Ecoflex constitutive model, the apparent tearing energy is only 8% larger than the 
one obtained through node opening simulations, indicating that the overestimation of Γ might still be in a tolerable range when the 
method of Rivlin and Thomas is applied for highly stretchable materials. 

5. Conclusions 

The influence of test piece geometry on the estimation of tearing energy in mode I fracture tests [10] was quantified. Test piece 
geometries with very large height-to-width ratios were found to result in gross overestimation of the tearing energy. The calculations 
show that the error depends on the magnitude of the tearing energy as well as on the constitutive behavior of the material considered. 
No generalized criterion can thus be proposed to maintain the error lower than a specific value. 

For brittle materials, here exemplified for a critical stretch of 1.01, the tearing energy might be underestimated by up to 10% for 
aspect ratios close to a quadratic geometry. For cases with larger critical stretches, reliable values of the tearing energy were obtained 
for H0/W0 values up to 1/2. Even in case of highly stretchable materials, with critical stretches in the order of 5 to 10, the tearing 
energy overestimation might still be in an acceptable range for initial height-to-width ratios of up to 1/2. Thus, compared to the 
present results, criteria previously proposed in the literature seem overly conservative. 
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Appendix 

Stress and stretch fields in the nearfield of the cracks 

The local maximal principal first Piola-Kirchhoff stress Pmax
prin was obtained from the results of the FE simulations for Ecoflex (case EF- 

2). Fig. A1 shows the maximum principal stress at a loading state for which the energy release rate obtained from node opening is the 
same as the experimentally determined value of tearing energy of Ecoflex. The far-field stress (r > 0.1mm) is lower for a larger aspect 
ratio, while the stress in the crack nearfield is identical. 

As a next comparison, we extracted the maximal principal first Piola-Kirchhoff stress Pmax
prin , and the corresponding maximal principal 

E. Kahle et al.                                                                                                                                                                                                          



Engineering Fracture Mechanics 287 (2023) 109315

16

nominal strain εmax
prin from the simulations for Ecoflex (cases EF-1 and EF-A) and for GC (GC-1 and GC-A) at a stretch of 1.01 and 1.2, 

respectively. In Figs. A2 and A3 the corresponding values along the center line of the specimen are represented against the distance 
from the crack tip in the reference configuration. For larger far field strains, the strain nearfield deviates considerably from the r− 1/2 

singularity expected from linear elastic fracture mechanics [9]. The stress nearfield, however, seems reasonably well approximated by 
the r− 1/2 singularity even for large tearing energies. This allows to evaluate the range of validity for the stress intensity factor [9] 

KI = Pmax
prin

̅̅̅̅̅̅̅
2πr

√

as a means of assessing the tearing energy. 
Fig. A4 compares the prediction of the tearing energy based on the stress intensity factor and the energy release rate for the different 

ratios. To this end, the Young’s modulus is approximated as the tangent of the first Piola-Kirchhoff stress vs. nominal strain response of 
the material at the respective stretch. For EF-1 and GC-1, the two predictions seem to agree well across the whole span of H0/W0-ratios 
despite the distinct material non-linearity of GC. For higher tearing energies, the KI-based estimation of the tearing energy seems 
surprisingly accurate for both EF-A and GC-A. However, it needs be noted that due to the double logarithmic scale deviations between 
the two predictions are not clearly visible. Evaluation of the relative error of the KI-based tearing energy estimate yields a maximum 
error of 52% for GC-1 and 80% for EF-A. Hence, the geometric non-linearity caused by large distortions in the nearfield, as in the case 
of EF-A, can be identified as the more dominant contributor to the discrepancy between small and large strain fracture analysis, in 
comparison to the material non-linearity. 

Fig. A5 provides additional information on the evolution of the apparent tearing energy for different aspect ratios, at the example of 
Ecoflex set EF-2. The unsteady progression of ϕ′ can be attributed to its dependence on the unloaded volume dVL, which changes as a 
function of aspect ratio (black dotted line in Fig. A5). As illustrated with the sketches in Fig. A5, the green unloaded volume becomes 
larger than the dashed rectangle for increasing aspect ratios (H0/W0 close to 1/2). For larger aspect ratios, the green area becomes 
smaller than the dashed rectangle, thus leading to a progressive decrease in ϕ′ . Correspondingly, the relative reduction dwL of strain 
energy density per unit volume of loaded region depends on the volume change of the loaded region, leading to a minimum of ϕ′′ for 
the aspect ratio that maximizes ϕ′ . 
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