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In this work, we reviewed the available phase selection rules comprising atomic size and topological
aspects, entropies, enthalpies, melting points, valence and itinerant electron concentrations, as well as
electronegativity, and validated them using a carefully prepared database of CuTiZr alloys, to assess their
strengths and weaknesses. Substantially increasing interest over the last two decades in high-entropy
alloys and metallic glasses motivated the search for phase selection rules that could support the design-
ing of new alloys. These rules are most often based on phenomenological correlation between structure
and topological-, thermodynamic- and/or electronic structure-related properties of alloy systems. The
available phase selection criteria are, therefore, not scientifically derived, but rather statistically con-
structed from available experimental data. Thus, they contain potential pitfalls, hindering the rational
interpretation of obtained results. With this in mind, this work discusses the importance of defining
the influence of phase transformation kinetics and synthesis method on an alloy’s final structure, while
highlighting the challenges of using phenomenological alloying guidelines. Furthermore, we show that
the interpretation of available phase selection criteria without caution may lead to the designing and fab-
rication of alloys with undesired phases.

� 2023 The Author(s). Published by Elsevier Ltd. This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/4.0/).
1. Introduction

The structure and various properties of solid solutions are
defined by electronic interactions, therefore they can be predicted
using the laws of quantum mechanics. However, the available the-
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ories on solid states are computationally expensive. Consequently,
factors, such as atomic size differences or chemical affinities, which
are known to materials scientists as important in determining a
material’s structure, have been mainly considered only semi-
empirically in the last decades [1]. To predict phase compositions
of new alloys, a number of phenomenological alloying guidelines
have been suggested, originating from the well-known Hume-
Rothery rules for substitutional solid solutions [1] and Inoue’s
three empirical rules for the easy formation of metallic glasses
(MGs) [2]. The popularity of these approaches is related to their
simplicity and generality.

The classical Hume-Rothery rules for determining binary sub-
stitutional solid solution stability are:

1) The difference between solute and solvent atoms’ radii
should not exceed approx. 15 %. Theoretical justification
for the 15 % rule is based on considering the elastic strain
energy in a solid solution.

2) The crystal structures of the two elements must be the same.
3) Extended solubility occurs when the solvent and solute have

the same valency.
4) The two elements should have similar electronegativity. A

large difference in electronegativity increases the tendency
of metals to form intermetallic compounds (IM) instead of
solid solutions.

To identify the thermodynamic and physical properties for an
alloy to form MGs, Inoue [2] proposed three empirical rules:

1) An alloy should have at least three components.
2) The major constituent elements should have a large negative

enthalpy of mixing with each other.
3) The atomic size difference must be >12 % among the main

constituent elements.

Inoue’s rules are generally in contradiction to those required for
the formation of solid solutions. The multicomponent criterion is
related to the kinetic suppression of crystallisation and is usually
referred to as the ‘‘confusion principle” [3]. It can also be inter-
preted in such a way that, in multicomponent alloys, there will
be a greater chance of elements occurring with different crystal
structures and valencies, which will hinder the formation of solid
solutions and enable the formation of deep eutectics, favourable
for amorphisation.

Phase selection criteria are mostly based on phenomenological
observations and parametric approaches, including chemical (e.g.
electronegativity, v; mixing enthalpy, DHmix) and topological (e.g.
atomic size difference, d) aspects, which need to meet certain
requirements to allow a given phase to form [4–11]. Extensive
experimental work over the past two decades in the field of
high-entropy alloys (HEAs) and MGs has provided information on
multiple alloys from various alloying families, which have, in turn,
been used to evaluate different phase selection descriptors. The
significance of atomic size mismatch d and electronegativity
(which correlates with the enthalpy of mixingDHmix [12]) on phase
selection is clear, as they are included in both rule groups. As an
example, let us take a look at the DHmix and d two-parameter
approach for determining the formation of MGs. It has been sug-
gested that MGs can form in alloys having a highly negative DHmix

and high d, while these values for attaining single phase solid solu-
tions (SPSS) should be close to zero. However, discrepancies have
been found when using this two-parameter approach for deter-
mining the boundary between crystalline and amorphous materi-
als. Zhang et al. [6] showed that MGs can form in alloys with
parameters satisfying the criteria DHmix < -7 kJ/mol and d > 6 (fol-
lowing literature convenience, the values of d (and D.r) in this work
2

will be multiplied by 100 in the main text and reported as such).
Guo and Liu [13] suggested that MGs form when �49 < DHmix < -
5.5 kJ/mol, and d > 9. Simultaneously, they pointed out that an
amorphous structure in marginal alloys can form when DHmix < -
3 kJ/mol, d > 4.6, and the two-parameter approach should be
extended to include the mixing entropy (DSmix). However, Guo
et al. [8] have also identified MG forming conditions as DHmix < -
12.2 kJ/mol and d > 6.4. In another work, Ye et al. [14] suggested
that MGs form when DHmix < -10 kJ/mol and d > 8. Already at this
stage, some inconsistencies between the reported values for the
selected criteria can be observed. However, they may still be used
as guidelines to design crystalline solid solutions (e.g. HEAs) or
MGs. We will show that the threshold values of these parameters
separating ordered and disordered solid solutions can be influ-
enced by many aspects, such as the studied alloying system, phase
transformation kinetic, and synthesis method.

This paper continues the discussion on empirical and semiem-
pirical rules, which can be employed to predict phase compositions
in multicomponent systems. However, there is a catch. Almost all
proposed models in literature for explaining phase selection have
claimed to be the best. Unfortunately, the analysis of each individ-
ual study either dealt with a limited number of data or focused
only on some specific alloy systems. Therefore, the effectiveness
of these parameters cannot be directly compared. Moreover,
kinetic factors were usually not taken into account.

With the main motivation behind this work being to better
understand the strengths and weaknesses of actively used phase
selection rules, we review various phase selection criteria, using
models described so far in literature, as a function of selected
chemical compositions (alloy system) and synthesis method
aspects. The first part of the work covers issues related with the
application of phase selection rules for materials synthesised using
various methods, where we discuss the kinetic aspects important
from the point of view of crystalline and amorphous phase forma-
tion. Furthermore, a brief review on selected alloy synthesis meth-
ods is included, with emphasis on their respective cooling rates.
Next, we compare and validate topological-, thermodynamic- and
electronic structure-related phase selection descriptors, which
have established a reputation for predicting alloy structures, on
the example of the CuTiZr alloy database. Such knowledge will
be useful for interpreting the results of calculations using empirical
rules and for selecting the most effective parameters for predicting
phase compositions in multicomponent alloys, which is important
for the further development of HEAs and MGs. We will show which
descriptors contain similar information, and which perform the
best from the point of view of phase selection.
2. The CuTiZr database

To validate the available phase selection criteria, we used the
CuTiZr alloy system database. The use of the ternary system allows
to visualise the distribution of the studied parameters and corre-
late them with the location of reactive regions on the liquidus sur-
face. The CuTiZr system (including CuTi and CuZr subsystems)
exhibit excellent glass forming ability (GFA) [15,16], good mechan-
ical properties [17–19] and relatively low manufacturing costs,
triggering considerable research activity. Consequently, a high
number of alloys was synthesised using various methods and eval-
uated in as-synthesised state. Moreover, in the CuTiZr system, it is
possible to obtain various structures, including crystalline struc-
tures such as simple crystal structures and intermetallic com-
pounds, as well as amorphous phases and their multiphase
combinations. Therefore, this system meets all the conditions for
effective validation of phase selection rules. We carefully collected
information on 198 alloys from the CuTi, CuZr, TiZr and CuTiZr sys-
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tems from literature. The considered alloys were synthesised: in
so-called bulk form (ingot dimensions in the millimetre range)
using arc melting, copper mould casting, induction melting, injec-
tion casting, levitation melting, mould-clamp casting, suction cast-
ing; in the form of 20�50 lm thick ribbons via melt spinning; and
in the form of 0.3�6.2 lm thick films by means of physical vapour
deposition (PVD) methods, such as electron beam evaporation and
magnetron sputtering. To complete the missing data in the Cu-rich
corner, we synthesised CuTi2-17, CuZr4-25, and CuTi2-11Zr4-18 mate-
rials libraries via PVD and then characterised the phase composi-
tion of 25 selected alloys using X-ray diffraction (XRD). The
development of combinatorial metallurgical synthesis methods,
such as combinatorial co-deposition of thin film materials libraries
[20,21] opens new perspectives for cost-effective and efficient
screening of novel alloys with attractive properties or even unusual
features. The main advantage of this approach is that in a single
process hundreds or even thousands of alloys can be produced.
An example is given in Fig. 1, where a Cu-rich CuTiZr materials
library is presented. The XRD results of selected CuTiZr alloys
(Fig. 1c) allowed determining the boundary between the crys-
talline phase region (FCC phase in this case) and the glass forming
region (GFR). The experimental details related to material libraries
synthesis and characterisation are given in Supplementary Materi-
als. The XRD results of the selected alloys of the CuTi2-17, CuZr4-25
materials libraries are presented in Fig. S1.

Fig. 2 shows binary subsystems of the CuTiZr system, while
Fig. 3 presents the liquidus projection in the CuTiZr system. The
alloys database, containing in total 223 alloys (198 alloys from
the literature + 25 alloys synthesised in this study), is shown in
Table S1 of the Supplementary Materials together with the corre-
sponding crystal structure, synthesis method and final form. The
alloys fall into three groups, i.e. SPSS – single-phase solid solution,
AM – amorphous, Multi – multiphase alloys containing at least one
crystalline phase. It should be noted that in this work, SPSS is
understood as an alloy that has a simple crystal structure at room
temperature, i.e. BCC, FCC, or HCP. It should be pointed out that in
Table S1 of the Supplementary Materials, two alloys, Cu58.8Zr41.2
(arc melting) and Cu50Ti2.5Zr47.5 (injection casting (2 mm rod)),
consist of single intermetallic phases Cu10Zr7 and CuZr respec-
tively. However, we have excluded them from the charts, as their
presence holds little statistical significance and does not impact
the overall picture. The term SPSS, therefore, refers to either an
equilibrium state or a metastable state, in which a simple structure
that is in equilibrium at high temperatures has been frozen and
preserved to room temperature. The experimental data of alloys
synthesised via various techniques are also shown in Fig. 2 and
Fig. 1. Material libraries as a tool for alloy screening. (a) Schematic representation of th
library deposited onto a Si3N-coated silicon substrate with a selective mask. (b) X-ray
synthesised in this study. (c) X-ray diffraction results of the selected compositions of the
textured (111) FCC phase), while alloys 4, 5, 6, and 7 are fully amorphous.
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Fig. 3c and d. It can be observed that MGs are formed in the reac-
tive regions, where IMs can be produced. This is in line with the
theory proposed by Inoue [2] that MGs can be stabilised in the
vicinity of deep eutectic valleys, where high values of reduced glass
transition temperature Tg/Tm (Tg – glass transition temperature, Tm
– melting point) and the interval between Tg and Tx (DTx = Tx – Tg, Tx
– crystallisation temperature) in the supercooled liquid region can
be found. In general, the indicators composed of the aforemen-
tioned characteristic temperatures were found to strongly corre-
late with the critical cooling rate (Rc) and consequently with GFA
[2,22]. However, in order to calculate Tg/Tm and DTx, the character-
istic temperatures must be measured, which is typically done
using differential scanning calorimetry (DSC) and differential ther-
mal analysis (DTA). This means that they cannot be applied to
unknown systems and therefore will not be further discussed in
this paper.
3. Phase formation under non-equilibrium processing
conditions

3.1. Kinetics considerations

Knowledge on phase equilibria is extremely useful in under-
standing material behaviour even in situations where true equilib-
rium is never reached. Nevertheless, some processes, e.g. rapid
solidification or PVD, develop microstructures which are far from
the equilibrium state, and these cannot be directly interpreted
using equilibrium phase diagrams. Therefore, to predict the devel-
opment of non-equilibrium microstructures, it is necessary to
apply the theory of phase transformations. In this section, we will
focus on kinetic considerations that allow the separation of crys-
talline and amorphous phases.

The ability to form an amorphous structure by cooling from an
equilibrium liquid is equivalent to suppressing crystallisation
within the undercooled liquid. Crystallisation is the only event that
prevents the formation of an amorphous phase. Given that crys-
tallisation occurs through a process of nucleation and growth,
GFA can be inversely predicted by looking for conditions, under
which nucleation and growth of the crystal phase can be retarded.
In general, the kinetics of glass formation depends on three major
factors, i.e. the chemical driving force, interfacial energy between
amorphous and crystalline phases, and the atomic mobility neces-
sary for atom rearrangement in the system. The first two factors,
among other things, are responsible for the nucleation rate of crys-
talline phases. Since the effect of interfacial energy between amor-
phous and crystalline phases is rather low, it is believed that the
e magnetron co-sputtering method used in this study with a photo of the material
fluorescence results of the CuTi2-16, CuZr4-25, and CuTi2-11Zr4-18 materials libraries
CuTiZr materials library marked in Fig. 1b. Alloys 1, 2, and 3 are crystalline (highly



Fig. 2. Binary subsystems of the CuTiZr system calculated using ThermoCalc [23] with experimental data of the alloys in as-synthesised state (see Table S1). Green lines
indicate two-phase fields. SPSS – single-phase solid solution, AM – amorphous, Multi – multiphase alloys containing at least one crystalline phase.
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nucleation kinetics is mainly controlled by the driving force of for-
mation [25]. According to Cohen and Turnbull [26] any liquid can
form a glass if it is cooled fast enough to prevent crystallisation.
To put the formation of crystalline phases in the time scale per-
spective, let us refer to Fig. 4. Fig. 4a shows a schematic continuous
cooling transformation (CCT) diagram projected onto a time-
temperature-transformation (TTT) diagram highlighting the
importance of the cooling rate (R) on phase transformations. The
fundamental difference between CCT and TTT diagrams is that
the latter depict the progress of transformation as a function of
time at a fixed temperature, whereas the former examine the
transformation progress as a function of temperature change.
Therefore, CCT diagrams are more useful for analysing most man-
ufacturing processes due to the fact that cooling is usually contin-
uous. To avoid crystallisation, the cooling rate curve should not
intersect the CCT curve of the primary crystalline phase. This leads
to the concept of the critical cooling rate Rc, which represents the
slowest cooling rate required to bypass crystallisation. The C-
shape of the TTT curve and the presence of the ‘‘nose” results from
the competition between the driving force for crystallisation and
atomic mobility, which are temperature-dependent. With decreas-
ing temperature, the driving force for crystallisation increases,
while atomic mobility decreases. In the case of continuous cooling,
the material is exposed to a given temperature for a shorter time,
which limits the progress of diffusion processes necessary to initi-
ate a phase transformation. Hence, in CCT diagrams the phase
transformations are shifted to lower temperatures and longer
times, which is also reflected in the slightly shifted position of
the ‘‘nose”, compared to TTT diagrams.

In multi-component alloys, depending on the kinetics of phase
transformations and the cooling rates achieved during synthesis,
different phase compositions can be obtained. In Fig. 4a, using
the marked cooling curves, several scenarios of phase formation
can be distinguished. If R > Rc then no crystallisation of the primary
phase (P1) occurs. The cooling curve with the rate R1 < Rc crosses
the P1s curve of the CCT diagram, which marks the beginning of
phase transformation, however, it does not cross the P1f, which
marks its end. Under such cooling, part of the liquid will transform
into the primary crystalline phase, while the remainder will be fro-
zen and retain the disordered structure typical of a liquid. Reduc-
ing the cooling rate to R2 enables the L ? P1 transformation to
be completed (the R2 curve crosses the P1f curve). Further cooling
4

rate reductions make it possible to initiate the formation of a sec-
ond crystalline phase, which results from the P1 ? P2 reaction (the
R3 curve crosses the P2s curve), as a result of which the alloy’s
structure will consist of two crystalline phases. Based on the Gibbs
phase rule [27], it can be concluded that as the number of compo-
nents in the alloy increases, the number of phases that can com-
pete with each other also increases. Therefore, in
multicomponent systems, phase transformations can be much
more complex than in the hypothetical case described here. Addi-
tionally, it should be noted that metastable phases may appear
before the formation of equilibrium phases [28].

The experimental study of phase transformations in MGs during
continuous cooling is challenging as the Rc of most alloys are too
fast to obtain experimentally quantitative information on the
behaviour of phase transformation. Only a few MGs with low Rc’s
enable the experimental investigation of phase transformations,
e.g. alloys from the Pd-Cu-Ni-P (Rc as low as 0.067 �C/s) [29,30]
andMg-Cu-Ag-Pd-Gd (Rc as low as 0.7 �C/s) [31] systems. Addition-
ally, there are some uncertainties with measuring Rc, related to e.g.
with local modulation of the chemical composition caused by con-
vective movements of the liquid metal, impurities-related hetero-
geneous nucleation, etc. Therefore, to study the kinetics of phase
transformations in MGs, several theoretical approaches have been
proposed. Turnbull [32,33] used the continuous nucleation theory
to explain glass transformation kinetics. Within the frame of this
transformation theory, Uhlmann and co-workers [34,35], as well
as Davies and co-workers [36,37] proposed kinetic formulations
to construct TTT diagrams and to estimate the critical cooling rate
(Rc) for glass formation. The time necessary to form a certain vol-
ume fraction of nuclei in undercooled liquid can be estimated by
combining nucleation, crystal growth and the Johnson-Mehl-
Avrami isothermal transformation kinetics, as described in Supple-
mentary Materials. Ge et al. [16] used the abovementioned
approach to evaluate GFA in CuZr and CuZrTi systems. They com-
pared Turnbull’s [32] and Thompson-Spaepen’s [38] Gibbs free
energy approximate equations and showed that the latter allow
for better agreement with the experimental data. Fig. 4b presents
the TTT curve for pure Cu, and exemplary curves for CuZr and
CuTiZr alloys, estimated using the Thompson-Spaepen approach,
taken from Ge et al. [16]. The TTT curve for Cu was drawn here
schematically based on molecular dynamic (MD) simulations by
Liu et al. [39], who found that the Rc is between 8.05 and



Fig. 3. Calculated liquidus surface projection in the CuTiZr system via the CALPHADmethod, adapted from [24]. (a) three-dimensional liquidus surface projection, (b) primary
crystallisation regions in the CuTiZr system, where e – binary eutectic, E – ternary eutectic, p – binary peritectic, P – ternary peritectic (2 peritectic + 1 eutectic binaries), U –
ternary peritectic (1 peritectic + 2 eutectic binaries), experimental data of CuTiZr alloys synthesised via PVD, melt spinning, and levitation melting (c), and via casting methods
(d). SPSS – single-phase solid solution, AM – amorphous, Multi – multiphase alloys containing at least one crystalline phase.
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3.58�1013 �C/s, while the nose is located at around 530 �C. As for
the CuTiZr alloys that are the subject of this work, it can be seen
that Rc has significantly lower values compared to pure Cu, even
over 10 orders of magnitude. Simultaneously, it can be found that
the position of the nose of the TTT curve depends on the alloy’s
chemical composition. Both observations show that alloying Cu
with Zr and/or Ti clearly influences the driving force for crystallisa-
tion and atomic mobility. In the case of the formation of second
phases in the CuTiZr system, kinetic data is missing. To illustrate
the time scale in which secondary phases can be formed, we will
use the example of r phase formation in the Fe-Cr-Mo system
[40]. Under the most favourable conditions, i.e. at the ‘‘nose” tem-
perature in the Fe-28Cr (in wt.%) alloy, the r phase begins to pre-
cipitate after 80000 h (at 650 �C), while in an alloy containing
3.5 wt% of Mo, i.e. Fe-28Cr-3.5Mo, this time is reduced to approx.
3 h (at 810 �C). In the case of the Fe-28Cr-5Mo (in wt. %) alloy,
the r phase will begin to precipitate already while heating to the
‘‘nose” temperature, which for this alloy is about 900 �C. As can
be seen, depending on the chemical composition of the alloy, the
‘‘nose” temperature shifts and the time necessary to initiate the
nucleation of the second phase may vary even by several orders
5

of magnitude. This should be taken into account when assessing
the tendency of a given alloy to form SPSS or multiphase
structures.
3.2. Synthesis methods and accessible cooling rates

To properly interpret values of phase selection parameters, one
should be aware of the possible influence of the production
method on the structure. In this section, we review the available
synthesis methods, focusing on their main characteristics and the
cooling rates they offer. We describe them in the context of obtain-
ing amorphous structures that relate to alloys from the CuTiZr sys-
tem, due to their good GFA. Nevertheless, these methods are also
widely used for the preparation of crystalline materials. Fig. 4c
summarises a variety of processing techniques and the range of
their cooling rates. Of course, we have only presented methods that
can be assigned to the group of vapour- and liquid-state processes,
for which determining the cooling rate makes physical sense. In
the case of solid-state synthesis processes (e.g. mechanical alloy-
ing), it is more prudent to introduce the concept of ‘‘effective
quenching rate‘‘ [41] or, in other words, departure from equilib-



Fig. 4. (a) A schematic CCT diagram projected onto a TTT diagram illustrating the
importance of cooling rate during processing on phase transformations, where Rc is
the critical cooling rate necessary to bypass crystallisation. It is visible that the
location of the ‘‘C” curve nose is crucial during the crystallisation process. P1 –
primary crystalline phase, P2 – second crystalline phase, s – beginning of phase
transformation, f – end of phase transformation. (b) TTT curve showing the
beginning of crystallisation for pure Cu, drawn schematically based on molecular
dynamic simulations by Liu et al. [39], and exemplary curves for CuZr and CuTiZr
alloys taken from Ge et al. [16]. Cooling rates have been sketched assuming that the
energy of the atoms just before cooling starts is equivalent to 2000 �C. The addition
of alloying elements significantly slows down crystallisation kinetics. (c) Effective
cooling rates for different processing techniques available to develop materials far
from equilibrium conditions [39,41–57].
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rium, i.e. the maximum energy that could be stored in excess of the
equilibrium/stable value, expressed in kilojoule per mole
(kJ�mol�1). As these processing methods are well known, we direct
the reader to reference [49] for more information. In this section,
we will only briefly describe the vapour- and liquid-state produc-
tion methods to visualise the differences between them from the
point of view of cooling rates. It should be noted that the authors,
who investigated the manufacturing methods summarised in
Fig. 4c, used different models to estimate the cooling rates. In order
6

to determine their validity, the reader is referred to their original
papers for details [39,41–47,50–57].

The slowest cooling rates included in the list are characteristic
of casting methods, which enable the production of amorphous
bulk ingots, with cross-sections up to a fewmillimetres (depending
on the Rc of the alloy) [50,51]. Obviously, using a casting method
variant with a faster cooling rate makes it possible to produce sam-
ples with larger cross-sections. In Fig. 4c, only methods that were
used for the production of MGs are given, i.e. those that provide
cooling rates in the range of 100-103 �C/s [50,51]. In the case of
casting methods, increasing the volume of the ingot reduces the
maximum achievable cooling rate, which means that rates less
than 100 �C/s can also be easily achieved. Indeed, cooling rates of
10�2 �C/s can be realised in large steel ingots weighing several
dozen tons [58–60]. However, achieving cooling rates faster than
103 �C/s is very difficult due to the need for the casting mould to
dissipate a large amount of heat stored in a relatively large amount
of liquid alloy compared to other liquid-state processing methods,
described in this section. It is important to note that the cooling
rate influences the free volume of MGs and consequently, among
others, their mechanical properties [61,62]. In general, metallic
glasses manufactured using slow cooling rates that are closer to
the Rc are more relaxed structurally, or generally less distorted
[41].

The next two methods of direct energy deposition and powder
bed fusion belong to the group of additive manufacturing, where
cooling rates in the range of 100-107 �C/s are obtained [52–57].
Moreover, due to the additive nature of the manufacturing process,
these methods allow for the production of objects of various
shapes and sizes. MG components produced via additive manufac-
turing can be much larger than ingots made using classic casting
techniques [63,64].

Melt spinning, with accessible cooling rates in the range of 104-
106 �C/s [42,43], allows for the production of alloys in the form of
ribbons, with a thickness of several dozen micrometres. The
method of obtaining high cooling rates during melt spinning is
similar to that of the splat quenching method. In the case of the
gun variant of the splat quenching method, the sample is moved
at high velocities and hits the quencher plate. Consequently, there
is a rapid increase in its surface area and rapid solidification. The
high cooling rates in the range of 104-1010 �C/s [44,45] allow for
a wider range of metals to obtain amorphous structure.

Techniques that rely on condensation from the vapour state, e.g.
evaporating and magnetron sputtering, are much more flexible for
producing compositionally disordered structures than rapid liquid
quenching techniques [41]. Of course, they have a rather limited
application for massive structure synthesis. However, they can be
highly useful in both semiconductor and thin film technologies
and for improving the surface properties of large components
(e.g. corrosion and wear resistance) [41]. Barbee et al. [46] showed
that vapour quenching leads to obtaining a 2.5 times wider chem-
ical composition range for amorphous Nb-Ni alloys compared to
splat-quenched samples. Their results are evidence that vapour
quenching is more effective in synthesising the amorphous struc-
ture, at least in the Nb-Ni system. When considering the cooling
rate during vapour deposition, an important parameter is the time
needed to lose the kinetic energy of individual adatoms to achieve
thermal equilibrium with the substrate. Depending on the deposi-
tion parameters, cooling rates in the range of 105-1015 �C/s
[46,65,66] can be expected. This explains why condensation from
vapour leads to amorphisation of alloys that are more likely to
crystallise when using other techniques. Estimating the upper
range of the cooling rate is based on quantum mechanical models
in one-dimensional (1D) systems [67] that predict quench times in
the order of 2/vD, where vD is the Debye frequency of the lattice if
the energy of the incident atom is less than the Debye energy hvD
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(h – Planck’s constant). Calculations in early works [68–71] show
that if the incident ion energy is 25 times smaller than the ada-
tom’s desorption energy, a high probability of condensation is
expected. Moreover, quench times are in the order of no more than
five atomic vibrations, therefore 10�12 s seems to be a reasonable
estimate of quench times. Assuming an initial temperature for
the incident atom of 103 �C leads to an effective cooling rate of
1015 �C/s for each atom. Simultaneously, Barbee et al. [46] pointed
out that such considerations may not be applicable to two- (2D)
and three-dimensional (3D) systems. Nevertheless, they allow to
at least illustrate the physical basis and time scale of the phe-
nomenon of energy exchange between an incident atom and the
substrate. Indeed, according to molecular dynamic (MD) simula-
tions by Liu et al. [39], the Rc for copper is in the range of 3.58–
8.05�1013 �C/s. Calculations by Hou et al. [48] show that the Rc

for Al is in a similar range to that for Cu, i.e. between 0.4 and
1�1013 �C/s. To the best of the authors’ knowledge, amorphous
thin films of neither Cu nor Al have been obtained, suggesting that
the upper limit of the cooling rate for condensation from vapour in
available experimental systems is in fact less than 1013 �C/s.
Another important feature of condensation from vapour is that
when the kinetic energy of adatoms is low, their limited mobility
after condensation on the surface may facilitate the formation of
a disordered structure. In other words, it seems that it should be
possible to bypass the conditions, under which crystallisation
occurs most easily, and which correspond to the nose in the classic
TTT diagram (Fig. 4a, and b). Simultaneously, it should be taken
into account that in the case of condensation from vapour, the for-
mation of phases is controlled by surface diffusion, which distin-
guishes this method from the other methods described in this
section, where phase formation is controlled by diffusion in liquid
and solid-state phase transformations. As mentioned previously,
the location of the nose in the TTT diagram is determined by the
crystallisation driving force and the mobility of atoms. Therefore,
it can be assumed that due to the greater mobility of surface atoms,
the actual position of the nose during condensation from vapour
may be shifted to higher temperatures and shorter times compared
to MG production techniques from liquid state. Additionally, the
influence of the type of substrate, which introduces various wetta-
bility behaviours of the deposited material, cannot be neglected
during the formation of phases in thin films [72].

The highest possible cooling rates in the range of 1010–1015 �C/s
needed for pure metal amorphisation, e.g. Cu and Al, have been
achieved via computer MD simulations [39,47,48]. Such simula-
tions provide valuable information on the behaviour of atoms dur-
ing rapid cooling. It is suggested that during the cooling process, in
addition to the competition between glass formation and crystalli-
sation, there are other competitions between all kinds of crystal
structures, as different cooling rates promote different structures.
Atomistic simulations conducted by Swope and Andersen [73]
indicate that even homogenous crystal nucleation in a single com-
ponent liquid is a complex fluctuation phenomenon, due to the
competition of several local atomic arrangements, i.e. icosahedral,
BCC, FCC, and HCP. MD simulations on Cu [39] and Al [48] are in
agreement with the results provided by Swope and Andersen
[73] and show simultaneously that a slower cooling rate will
favour a more stable structure that will have a lower energy at
absolute zero (0 K). Vollmayr et al. [74] carried out computer sim-
ulations of silica and demonstrated that several macro- and micro-
scopic properties depend on the cooling rate. The enthalpy,
density, and thermal expansion coefficient for glass at absolute
zero (0 K) decreases with decreasing cooling rate. They also found
that microscopic properties, such as the radial distribution func-
tion, bond-bond angle distribution function, coordination num-
bers, and the distribution function for the size of the rings
depend significantly on the cooling rate. In addition, the MD simu-
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lations [75] in agreement with experimental results [76], indicate
that high cooling rates freeze the glasses in a high energy state,
leading to increased stability. Therefore, when designing MGs,
not only should a given alloy’s disordered structure be taken into
account, but also its thermal history. It affects the microscopic
properties and, consequently, macroscopic performance.

In this section, using the CuTiZr system as an example, we show
that alloys with good GFA can be produced by a wide range of tech-
niques. In other words, if an amorphous alloy can be produced by
casting methods, it means it has good GFA and should easily be
made using other methods that provide faster cooling rates. Before
the era of additive manufacturing methods, BMGs could be pro-
duced only if the Rc was less than 103 �C/s, which allowed for pro-
duction via casting methods. The development of, in particular,
powder bed fusion (Fig. 4c), theoretically allows for the production
of amorphous alloys with an Rc of up to 107 �C/s in bulk form. For
alloys with reduced GFA, the number of techniques available to
provide sufficiently high cooling rates and obtain amorphous
structures is reduced. Low GFA alloys that can be produced in
amorphous form using condensation from vapour have a limited
chance of upscaling to bulk form. Again, the only hope lies in pow-
der bed fusion and related techniques, which allow to achieve cool-
ing rates near the lower range of those present during
condensation from vapour. However, if the synthesis conditions
do not meet the strict requirements to maintain the amorphous
structure, crystalline phases will be produced. Which phases will
occur will depend on the synthesis conditions and the kinetics of
their formation.
3.3. Summary

The kinetics of phase transformations is very sensitive to the
chemical composition. The time required to initiate the nucleation
of the primary or secondary phase can vary by as much as several
orders of magnitude between the alloys, even from the same alloy-
ing system.

From the point of view of empirical or semi-empirical parame-
ters, which can serve as phase selection gauges, it is clear that their
boundary values, separating the crystalline and amorphous states,
will be different depending on the given alloy’s production
method. Therefore, caution should be taken when reviewing
results of materials produced by different techniques or using the
same processing method when the synthesis conditions are not
defined in full.
4. Topological approach

When summarising the Hume-Rothery and Inoue rules, it can
be concluded that two factors control the phase selection, which
can be classified as topological and chemical. The topological factor
is related to the size of the system atoms. This approach is espe-
cially popular in the MGs community due to the possibility of iden-
tifying glass forming compositions in a variety of systems. Egami
and Waseda [77] show that the strain of the matrix increases with
increasing solute concentration and if this strain exceeds a critical
value, the matrix would become topologically unstable. The topo-
logical approach has also been strongly promoted by Senkov and
Miracle [4,78–80]. They suggest that good glass formers should
have a certain fraction of large-, small-, and intermediate-sized
atoms. If we take into account that the atomic radii of Cu, Ti and
Zr are 1.278, 1.4615 and 1.6025 Å [4], respectively, and we look
again at the position of the already studied crystalline and amor-
phous alloys in the phase diagrams shown in Figs. 2 and 3, several
distinct trends can be observed:
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1. SPSSs can be formed only with a small amount of solutes, which
is due to the large difference in atomic size between Cu and Ti
(12. 5 %) as well as Cu and Zr (20.2 %) (assuming that the chem-
ical properties can be neglected).

2. Increasing the solute content increases the tendency to form
IMs (see also Table S1 of Supplementary Materials), which most
often occur together with other phases, creating multi-phase
structures.

3. Alloys with a solute content above the critical value and cooled
with a sufficiently high cooling rate tend to form amorphous
structures.

4. Methods ensuring high cooling rates (e.g. melt spinning, PVD)
enable the amorphisation of alloys with a lower solute content
compared to classical methods. Additionally, the formation of
IMs and multi-phase structures is less frequent.

Now let us consider how the critical solute content can be
revealed using phenomenological parameters. Typically, topologi-
cal parameters were considered in 2D space, along with parame-
ters describing the material’s chemical properties, e.g. DHmix or
electronegativity. Such a scheme was found capable to capture
phase selection mechanisms [6,8,13,14,81]. However, in this sec-
tion we will compare topological parameters in a 1D space. The
parameters for selecting phases can be determined using various
equations and the elementary properties of the alloying elements.
In this work, we will use the original parameters proposed in liter-
ature. The fundamental properties of the elements are summarised
in Table S2 included in Supplementary Materials. In addition, for
comparison purposes, we will perform calculations for various

properties using the linear mixture rule (x
�
) [82], their discrepancy

(xd) [7], and local mismatch (D.x) [83]:

x
� ¼

Xn
i¼1

cixi ð1Þ

xd ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn
i¼1

ci 1� xi
x
�

� �2
vuut ð2Þ

D:x ¼
Xn
i¼1

Xn
j¼1; i–j

cicj xi � xj
�� �� ð3Þ

where ci and xi refer to the atomic fraction and elemental properties
of the ith component, respectively.

4.1. Overview of topological parameters

4.1.1. Atomic size mismatch d and D.r
Undoubtedly, the most popular parameter that takes into

account the size of an atom is the atomic size mismatch d, where
the elemental property is the atomic radius of the ith component,
and can be calculated using Eq. (2). The d parameter can be
described as a measure of strain with respect to a perfect lattice.
In multicomponent systems, atoms can occupy different positions
in the crystal lattice, creating a large number of local configura-
tions with their neighbours, leading to the generation of local
strains. If the crystal lattice of the matrix, determined by the dom-
inant element in the system, is not able to accommodate large local
strains, the tendency to precipitate secondary phases, e.g. IM, will
increase. In alloys with a large difference in atom sizes, one can
expect increased liquid viscosity, which may slow down the crys-
tallisation kinetics and limit atomic mobility in solid state [9]. It
will, therefore, have a significant impact on the tendency to form
amorphous structures [2]. Wen et al. [83] suggested a very similar
parameter to d, namely the local size mismatch, D.r, that can also
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characterise the atomic configuration and can be calculated using
Eq. (3). The derivative of the d parameter is d2, which was proposed
by Takeuchi et al. [9]. The motivation of using d2 to characterise the
atomic mismatch was motivated by the strong correlation with
excess configurational entropy (also called mismatch entropy in
the original work [9]) SE.

4.1.2. Excess configurational entropy SE
Atoms of different sizes can introduce some uncertainty about

their position in space, thus giving an SE term. This effect may be
small in dilute solutions, where the position of the minority atom
is limited by the surrounding majority atoms, however, in multi-
principal alloys this effect may become important [84]. Equations
describing the influence of atom size differences and concentra-
tions on SE [85,86] have been used to develop metallic glasses
[5,9,87]. A special feature of the SE parameter is that its maximum
value, even in multicomponent systems, is determined by two
atoms of maximum and minimum size. Consequently, the addition
of elements with intermediate atomic radii will not result in values
exceeding the maximum SE value [9]. Smith et al. [88] analysed the
importance of vibrational and configurational entropy on the
specific heat absorbed during transition of glass to liquid and found
that the excess entropy at the point of glass transition is almost
entirely configurational in both Cu50Zr50 and Cu46Zr46Al8 alloys.
This observation suggests the potential of SE to anticipate the for-
mation of disordered structures. Mansoori et. al. [86] proposed
an equation of state for the mixture of hard sphere based on an
averaging process from the solution of the Perkus-Yevik integral
equation, which makes it possible to determine the SE. It can be
expressed as a function of atomic diameter, composition and pack-
ing fraction:

SE
kB

¼
F � Fid
� �

kBT
� lnZ � ð3� 2nÞ 1� nð Þ�2 þ 3

þ ln 1þ nþ n2 � n3
� 	

1� nð Þ�3
h i

ð4AÞ

in which:

F � Fid
� �

kBT
¼ �3

2
1� y1 þ y2 þ y3ð Þ þ ð3y2 þ 2y3Þ 1� nð Þ�1 þ 3

2

�ð1� y1 � y2 �
1
3
y3Þ 1� nð Þ�2

þ y3 � 1ð Þ ln 1� nð Þ
ð4BÞ

The compressibility Z of hard spheres can be defined as:

Z ¼ 1þ nþ n2
� 	� 3n y1 þ y2nð Þ � n3y3

 �

1� nð Þ�3 ð5AÞ
in which:

y1 ¼
Xm
j>i¼1

Dijðdi þ djÞ didj
� 	�1

2 ð5BÞ

y2 ¼
Xm
j>i¼1

Dij

Xm
k¼1

nk
n

� �
didj
� 	1

2

dk
ð5CÞ

y3 ¼
Xm
i¼1

ni
n

� �1=2

c1=3i

" #
ð5DÞ

Dij ¼
ninj
� 	1=2

n

 !
di � dj
� 	2

didj

" #
cicj
� 	1=2 ð5EÞ
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n ¼
Xm
i¼1

ni ð5FÞ
ni ¼
1
6
pqd3

i ci ð5GÞ

where kB is Boltzmann’s constant, di is the atomic diameter of the ith

element, ci is the mole fraction of the ith element, q is the number
density, which is temperature dependent, and n is the overall
atomic packing fraction corresponding to a given q. The SE distribu-
tion in a given system does not change for different values of n, only
its value changes. It should be noted that Eq. (4A) has been vali-
dated by extensive MD simulations [86] and is widely accepted in
the MGs community. In general, SE has a negative sign [86,89]
and, together with the configuration entropy of mixing for an ideal
solution DSmix of n components, contributes to the total configura-
tional entropy of mixing ST:

STðci; ri; niÞ ¼ DSmixðciÞ þ SEðci; ri; niÞ ð6AÞ
DSmix ¼ �NkB
Xn
i¼1

cilnci ¼ � N
Na

R
Xn
i¼1

cilnci ð6BÞ

where N is the number of molecules/atoms, and Na is Avogadro’s
number. From Eq. (6A), it can therefore be seen that ST can be com-
parable to DSmix at elevated temperatures, as the packing fraction n
decreases with increasing temperature, otherwise ST < DSmix. Eq.
(6B) shows that DSmix reaches a maximum for equimolar composi-
tions. This is valid for an alloy containing elements of the same size
or which are loosely packed. This is similar to the assumptions of an
ideal gas, whose configurational entropy of mixing depends only on
the location of the constituent elements in space. Undoubtedly, this
assumption is not true for real-life alloys, in which the sizes of the
constituent atoms can differ significantly, and the packing fraction
is high, and where at low temperatures can even reach 0.74 for
FCC or HCP alloys. Consequently, an equimolar composition cannot
always guarantee a maximum entropy due to the SE term in Eq.
(6A). For example, with n = 0.74 the maximum ST is reached for
the Cu16Ti49Zr35 alloy, while with n = 0.5 for the Cu31Ti36Zr31 alloy.
With n = 0, even if the alloy contains atoms of different sizes, the ST
will equal DSmix. High entropy, which leads to lower Gibbs free
energy and increasing SPSS stability, can be achieved by the occur-
rence of random atom distribution in space. According to Eqs. (6A)
and B, the entropy stabilising effect of SPSS should be more pro-
nounced in multicomponent alloys. The distribution of ST in the
CuTiZr system at different atomic packing fractions, i.e. n = 0.74,
0.5, and 0 is shown in Fig. S2 of the Supplementary Materials. The
SE being a thermodynamic parameter as a function of atomic size
and concentration, will, however, be compared to other topological
parameters in this section.
4.1.3. Atomic size and entropy – K
Another geometrical parameter,K, proposed by Singh et al. [90]

takes into account the configurational entropy of mixing for an
ideal solution DSmix and d2:

K ¼ DSmix

d2
ð7Þ

Considering that d2 is strongly correlated with SE/kB [9] then it
can be concluded that K is actually a ratio between DSmix and SE.
The reasoning behind the K parameter is related to the fact that
a high DSmix and low atomic mismatch favours the formation of
SPSS [1].
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4.1.4. The largest and the smallest atom – c
Wang et al. [11] proposed the c parameter, suggesting that solid

solubility in multicomponent alloys is more influenced by the lar-
gest and smallest atom. The c parameter geometrically describes
the solid angles around the largest and smallest atoms in respect
to the surrounding atoms:

c ¼ 1�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
rs þ r

�� �2
� r

�
2

rs þ r
�� �2

vuuuut
0
BB@

1
CCA= 1�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
rL þ r

�� �2
� r

�
2

rL þ r
�� �2

vuuuut
0
BB@

1
CCA ð8Þ

where rs and rL are the radii of the smallest and largest atoms,
respectively. Originally, Singh et al. [90] and Wang et al. [11] pre-
sented their parameters in 1D space. They showed that both K
and c have a certain predictive power, at least in the alloy systems
analysed by the authors. Nonetheless, Wang et al. [11] suggested
that c should be used along with other physical or semiempirical
parameters.
4.1.5. Topological parameters and phase selection
Fig. 5 shows raverage (calculated using Eq. (1)), d, D.r, SE/kB,K, and

c represented in contour lines in a composition diagram for the
CuTiZr system. For reference, the location of eutectic valleys is also
marked with a black contour. As already mentioned in section 2,
MGs can form in reactive regions that coincide with eutectic val-
leys and their vicinities. Taking the above into account, one can
expect the topological parameters to show their extremes near
the eutectic valleys. Indeed, such a global trend can be observed
in the case of the d, D.r, SE/kB, and K parameters (Fig. 6b – d). As
might be expected, local fluctuations on the liquidus surface were
not detected, which results from the purely geometrical origin of
the abovementioned parameters. The raverage and c parameters
exhibit a similar distribution and did not enable the identification
of reactive regions on the liquidus surface in the investigated sys-
tem. The atomic size mismatch d and local size mismatch D.r are
comparable as they represent similar magnitudes and distribu-
tions. The correlation between d and D.r with SE/kB and K is also
relatively strong. However, it is clear that the K parameter’s distri-
bution possesses a different character when compared to the other
parameters. The question that now arises is which of these param-
eters is the most effective in phase selection?

Fig. 6 shows a comparison of topological parameters and their
characteristics in distinguishing between crystalline and amor-
phous phases in the CuTiZr system. Fig. 7a and b show that param-
eters d and D.r are similar in nature. The general trend is that as
their value increases, the tendency to form amorphous structures
intensifies. Let us now look at the data in Fig. 6a in more detail.
In the case of alloys produced via PVD in this work, it can be
observed that parameter d’s critical value for distinguishing crys-
talline from amorphous phases is 7.7. In literature, it is possible
to find amorphous alloys with d values of 5.9. Such discrepancies
are understandable and suggest that the effective quench rate for
methods, such as PVD, is difficult to assess and it is expected to
vary substantially depending on the details of the experimental
conditions (Fig. 4c) [91]. Simultaneously, exceptions cannot be
ruled out, in which the tendency to form amorphous structures
will not only be dominated by a topological factor, but can also
be controlled by the material’s electronic structure and the result-
ing chemical properties. As for the d parameter, in the case of other
manufacturing techniques, higher critical values are reported for
which an amorphous structure is attained. Nevertheless, conclud-
ing on the less favourable conditions for the formation of amor-
phous structures cannot be drawn due to an incomplete
database, especially with regard to melt spinning and levitation
melting processes. These gaps most likely exist due to the tendency



Fig. 5. Distribution of raverage (a), d (b), D.r (c), SE/kB (d), K (e), and c (f) in the CuTiZr system. Crystallisation valleys, included as reference, are marked with a black contour
(more details are presented in Fig. 3a and b).

Fig. 6. Comparison of topological parameters in distinguishing crystalline and amorphous phases in the CuTiZr system. SPSS – single-phase solid solution, AM – amorphous,
Multi – multiphase alloys containing at least one crystalline phase.
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to classify the production of crystalline CuTiZr alloys via these
methods as failures, therefore such findings were rarely reported.
The lowest value of the D.r parameter, for which an amorphous
10
structure was recorded is 2.9 and, interestingly, it concerns melt
spinning (Fig. 6b). This shows that parameters d and D.r, despite
many similarities, also show subtle differences. Undoubtedly, an



Fig. 7. The contour plots of the enthalpies in the CuTiZr system. (a) DHmix for liquids determined using the Miedema model based on data for atomic pairs at an equimolar
composition [101]. (b) DHf, calculated based on DFT data for binary systems [103]. Crystallisation valleys, included as reference, are marked with a black contour (more
details are presented in Fig. 3a and b).
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important observation is that in the case of the production of bulk
alloys, there are cases where the alloys with the same d or D.r
parameters are present both in multi-phase form, containing IMs,
and in amorphous form. This suggests that the final structure of
bulk alloys depends greatly on the casting conditions, for which
the cooling rates may differ from each other by up to several orders
of magnitude [50] (Fig. 4c).

Fig. 6c suggests that high values of excess configurational
entropy will favour the formation of disordered structures. The
lowest SE/kB value for the group of PVD alloys, for which an amor-
phous structure was found is 0.2. Due to the strong correlation
between parameters d and D.r, the ability to detect phase separa-
tion using the SE/kB parameter is similar. Takeuchi and Inoue [92]
correlated SE/kB with GFA and found that values >0.1 (under a pack-
ing fraction n of 0.64) is required for achieving high GFA. Of course,
the packing fraction will depend on the temperature. As glass tran-
sitions occur at high temperature ranges, the packing fraction will
be lower. Nevertheless, for comparative purposes in this work we
used room temperature as reference. The n was separately calcu-
lated for each of the tested alloys and oscillated around 0.74. This
may explain why the critical value of the SE/kB parameter is greater
than the value reported in [92] for alloys with high GFA.

BothK and c parameters were originally considered in 1D space
[11,90]. Singh et al. [90] suggested that SPSS can form for K >0.96,
at least for the analysed alloy database. They also defined ranges of
theK for SPSS + IM (K 2 [0.24, 0.96]) and for IM alone (K <0.24). In
the tested CuTiZr system, the minimum value of K, for which SPSS
was observed was 0.05 for PVD and 0.26 for bulk alloys. The multi-
phase region for bulk alloys was found in the range of K between
0.03 and 0.28 (Fig. 6d). This indicates that the K parameter will
most likely have very different critical values separating crystalline
from amorphous alloys depending on the alloy system and pro-
cessing method. Despite the fact that the distribution of the K
parameter in relation to the location of eutectic valleys (Fig. 5e)
suggests its certain predictive phase selection ability, it turns out
that a large part of crystalline and amorphous alloys have the same
K values, which undoubtedly works to its disadvantage. Compared
to the d, D.r, and SE/kB parameters, there are definitely more alloys
in the overlapping range. Wang et al. [11] investigated 83 superal-
loys and showed that SPSS can form when c <1.175. Additionally,
they pointed out that, although it is necessary to fulfil this condi-
tion, it is not always enough to produce SPSS, and that the mixing
enthalpy, electronegativity and electron concentration should also
be taken into account. Theoretically, the c parameter for the CuTiZr
system can be between 0.921 and 1 (for pure elements). From
Fig. 6e it is visible that most amorphous alloys are concentrated
in the region of c <0.937. However, there are some SPSS alloys
deposited via PVD, which are lower, i.e. c <0.925. Moreover, there
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is a wide range of values for c, where a large number of both SPSS
and amorphous alloys can be found. If the c parameter has any pre-
dictive power, it would mean that amorphous alloys can only form
within a certain range of c values. However, if we look again at the
c parameter distribution in the CuTiZr system (Fig. 5f), on its own,
its predictive ability is rather limited.
4.2. Summary

The use of the hard sphere model undoubtedly limits the topo-
logical approach and the phenomenological parameters developed
on its basis. The hard sphere model provides a poor representation
of the real interatomic forces, ignoring both long-range attraction
forces and the compressibility of atoms at the short-range level.
The model does not take into account charge redistribution, when
different metal atoms are brought into contact. The charge will
flow towards regions with lower potential energies, causing bond
formation. Such a change in system charge distribution causes
the volume of a newly formed structure to be smaller than the
sum of the volumes of isolated atoms. This results in an energy
decrease as the crystal forms or an energy increase as it is broken
up [93,94]. This effect will increase in strength the more the alloy-
ing elements differ in their electronic structure or, in other words,
the further apart they are on the periodic table. For metals with a
large difference in electronegativity, strong charge redistribution
will increase the tendency for the formation of intermetallic phases
[12]. Not taking into account changes in the volume of the system
caused by changes in the electronic structure during the contact of
different atoms causes that the approaches based on the hard
sphere model will have limited effectiveness in detecting the
actual location of eutectic valleys, favourable from the point of
view of the production of amorphous structures. Nevertheless,
the analysis of topological parameters shows that they have a cer-
tain predictive ability in the selection of phases. It seems that the
most effective in 1D space are d, D.r, and SE/kB, as above a certain
value, crystalline and amorphous phases can be clearly separated
for a given synthesis method. At the same time, it can be concluded
that the synthesis conditions clearly affect the critical values of the
investigated topological parameters. Readers should also be aware
that differences in the critical values of topological parameters
reported by other authors, even for similar systems, can also be
amplified by using different atomic radii that are available in liter-
ature for a given element. In this work, we used the atomic radii
taken from Senkov and Miracle [4] (Table S2 of Supplementary
Materials), where they have been critically assessed and are widely
used in the field of HEAs, as well as MGs.
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5. Thermodynamic approaches

5.1. Meaning of DHmix

The enthalpy of mixing DHmix was often selected for the study
of phase formation in multi-component alloys [6,8,13,14,81]. In
this section, we will briefly introduce the importance of this ther-
modynamic parameter.

To produce metallic glass, it is necessary to avoid crystallisation
during synthesis (Fig. 4a). If kinetic factors are not involved, from
the thermodynamic point of view, phase formation is controlled
by the Gibbs free energy [95]. Therefore, when analysing solidifica-
tion processes, the difference in Gibbs free energy between solid
phase and liquid, i.e. DG = Gsolid – Gliquid, must be known. However,
accurate determination of theDG for a given composition and tem-
perature is problematic, especially in multicomponent systems.
Takeuchi and Inoue [92] faced this challenge by proposing an
assumption for multicomponent systems that DG at a certain com-
position is proportional to the free energy of mixing DGmix of the
liquid phase. This leads to the following equation:
DGmix ¼ DHmix � TDSmix ð9Þ
in which DHmix is the enthalpy of mixing in liquid phase, defined as
the difference in bonding energy of atoms in an alloy, DSmix is the
configurational entropy of mixing for an ideal solution, in which
all the atoms possess equal probability to occupy any atomic site,
and T is the temperature, at which pure elements forming the alloy
are mixed.

It should be noted that in the case of entropy in the fields of
HEAs and MGs, usually only configuration effects are considered
for Gibbs free energy analysis and in most cases they apply to ideal
solid solutions. There are only a few exceptions where the authors
also took into account excess configurational entropy [9,14,96]. In
addition, the non-configuration terms from vibration, electronic
and magnetic effects are usually not considered, despite the fact
that their effect on the total entropy of a solution can be significant
[84]. It can be therefore stated that Eq. (9) is thus significantly sim-
plified as the entropy factor is purely configurational and the Gibbs
free energy equation itself, according to the assumption of Takeu-
chi and Inoue [92], applies to liquids. There is a fundamental differ-
ence between solid and liquid solutions. In solid solutions, where
atoms of different sizes have to occupy equivalent positions in
the lattice, an additional positive contribution to the alloying
energy arises due to the elastic deformations necessary to accom-
modate size mismatch. There is no such energy in liquids and
intermetallic compounds [12]. Naturally, phase selection in the
system is determined by the competition between DHmix and
TDSmix. At given conditions, the phase with the lowest mixing
Gibbs free energy will be formed, if DGmix <0. To fulfil this condi-
tion, the following requirements needs to be met, where |DHmix|
<TDSmix or DHmix <0. In multicomponent alloys, DSmix will play a
more important role in lowering DGmix, as the value of DSmix is
always positive. Simultaneously, a high DSmix can increase ‘‘confu-
sion” in the alloy system and cause random solid solutions to form
more easily and be more stable than intermetallic compounds or
other ordered phases during solidification. The DHmix can be con-
sidered as a property defining long-range ordering in the alloy sys-
tem, which leads to clustering of atomic species or their ordering in
a crystal lattice, depending on whether DHmix is positive or nega-
tive, respectively. If DHmix is negative then at least one compound
can exist stably in the binary system. However, if DHmix has a pos-
itive value, which implies repulsive interactions between alloy
constituents, there will be phase separation or a miscibility gap
in an alloy system. A SPSS can stably occur only when the value
12
of DHmix is close to zero, allowing for the different elements to
be randomly distributed in the alloy.

The enthalpies in various binary systems can be calculated for
both solid state [97] and liquid [98,99] using a semiempirical the-
ory proposed by Miedema and co-workers, based on the macro-
scopic atom model. According to this model, enthalpies can be
derived from the work function, u*, which is proportional to the
material’s electronegativity [99], and electron density at Wigner-
Seitz boundaries of pure elements [98]. The heat of formation
arises from the redistribution of electrons within and between
the elemental Wigner-Seitz cells of atoms in the alloy. Miedema
et al. [12,98–100] proposed that this is accompanied by two dis-
tinct contributions. The first is related to the removal of electron
discontinuities at the interface between dissimilar Wigner-Seitz
cells that raise the energy proportional to the cube root of theoret-
ical charge densities, qM

1/3. The second contribution results from the
difference in the metal element’s work function Du*. When the
atoms are considered macroscopic pieces of metal, the contact
potential difference leads to a charge flow from one atom to the
other and the formation of a dipole layer at the A-B interface. This
reduces the energy by an amount proportional to Du*.

Typically, HEA and MG communities use empirical DHmix data
for liquid state, based on the Miedema model for phase selection
[101]. This enthalpy is believed to reasonably describe the inter-
atomic interactions in solid solutions. It should be noted that
empirical enthalpy data for liquids, based on Miedema’s model
[98,99], for certain systems can be questionable [12], especially
when compared to results obtained via the CALPHAD approach
[102] or ab initio methods [94,103,104]. For example, Gao et al.
[102], when analysing refractory HEAs and comparing the enthalpy
data determined using the Miedema model and the thermody-
namic data calculated via the CALPHAD method, showed that for

some alloys, the DHðliqÞ
mix values may differ (even significantly) and

that both the sign and absolute value of DHðBCCÞ
mix are not always in

agreement with DHðliqÞ
mix .

In the case of multicomponent alloy systems, the DHmix of n ele-
ments can be determined from the extendedMiedemamodel using
the following equations [92]:

DHmix ¼
Xn

i¼1; i–j

Xijcicj ð10AÞ

Xij ¼ 4DHmix
AB ð10BÞ

whereXij is the regular solution interaction parameter between the
ith and jth elements, ci and cj are the atomic percentage of the ith and

jth elements, respectively, and DHmix
AB is the enthalpy of mixing in an

A–B system at an equiatomic composition, which can be deter-
mined based on Miedema’s macroscopic model for binary alloys
[98,99]. To extend the model to multicomponent systems, Xij must
be assumed to be independent of the composition and temperature.
It should be noted that in binary systems consisting of atoms of dif-
ferent sizes, the DHmix function is asymmetric with respect to the
equiatomic composition. The extremum of the DHmix function is
shifted towards atomic compositions richer in smaller atoms [12].
This serves as another error source during geometric extrapolation
to higher-order systems. Nevertheless, the differences between the
DHmix for equiatomic compositions and its extreme value are small
and are usually neglected [105].

5.2. Enthalpy and topological parameters

Typically, for phase selection, DHmix is plotted along with topo-
logical parameters in 2D space [14,106,107]. In this section, the
main features of such plots will be analysed. In addition, the effec-
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tiveness in separating SPSS from multiphase and amorphous alloys
based on enthalpy considerations proposed by Troparevsky et al.
[103,108] will be assessed.

Troparevsky et al. [108] summarised the enthalpy of formation
(DHf) values of the lowest energy structures of many binary com-
pounds, which were predicted using density functional theory
(DFT) calculations available in literature. It should be noted that
these data were obtained by comparing hundreds of compounds
with different compositions, lattices, and element positions in
the crystal lattice for each analysed binary system. These values,
due to their ab initio origin, can serve as an attractive alternative
to the values determined using the semi-empirical Miedema
model and can be used for phase stability predictions.

Fig. 7 displays the comparison of DHmix distribution for the liq-
uid state, determined using the Miedema model [98,99], and DHf,
calculated based on DFT data for binary systems [108]. In both
cases, the enthalpy values for binary systems were extended to
the ternary CuTiZr system via Eq. (11). A significant difference
between the two approaches is that they represent opposite
extremes of solids, i.e.DHmix calculated using the Miedemamethod
is for a liquid, and DHf proposed by Troparevsky et al. [108] is for
the state with the lowest possible energy at absolute zero (0 K).
The distributions of DHmix of the liquid and DHf differ from each
other, however, in both cases it can be seen that the low enthalpy
values coincide with the marked reactive regions in the CuTiZr sys-
tem, which suggests that both enthalpies can be used for phase
selection.

Fig. 8 compares the effectiveness of empirical rules based on
enthalpies and topological features in phase selection. Here, DHmix

and DHf are plotted vs d and SE/kB. In the case of both enthalpies,
there is a similar trend, i.e. with decreasing enthalpy, topological
parameter values increase. However a linear correlation between
DHmix and the analysed topological parameters is significantly
stronger compared to DHf. Such a strong correlation indicates that
presenting these results in 2D will not significantly increase struc-
tural predictive ability for the examined alloys. Similar conclusions
Fig. 8. Diagrams depicting DHmix vs d (a), SE/kB (b), and DHf vs d (c), and SE/kB (d). Note
phases assume different values in the CuTi and CuZr subsystems. The global Pearson corr
treated as one data set) is shown at the bottom left corner in each of the graphs. SPSS – si
least one crystalline phase.
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could be drawn by separately analysing DHmix and the topological
parameters. The linear correlation between DHf and topological
parameters in subsystems of the CuTiZr system is also very strong.
However, it is weaker globally compared to DHmix. A very impor-
tant observation from Fig. 8 is the fact that the critical values of
parameters separating crystalline phases from the amorphous ones
have different values in the binary subsystems of the CuTiZr sys-
tem, e.g. DHmix = -7.1 kj/mol and d = 5.9 in CuTi system, and
DHmix = -8.3 kj/mol and d = 7.4 in CuZr system (Fig. 8a). The critical
values of SE/kB for CuTi and CuZr systems are 0.20 and 0.26, respec-
tively. In both cases, these critical values apply to PVD-fabricated
alloys. The relationship between DHmix and D.r, K, and c is pre-
sented in Fig. S3 of Supplementary Materials. The nature of the dis-
tribution of SPSS and amorphous alloys in the DHmix vs D.r diagram
is very similar to DHmix vs d, and the critical values of D.r for the
CuTi and CuZr systems are 2.9 and 3.6�100 Å, respectively. This
means that when using the critical values of empirical parameters,
determined for a given set of alloys or for the design of new mul-
ticomponent alloys, particular caution should be taken. For the K
and c parameters, presenting the data in comparison with DHmix

(Fig. S3 of Supplementary Materials) allows for a more distinct sep-
aration of the SPSS from the amorphous phases compared to the
1D plots (Fig. 7d and e). Nevertheless, these parameters are not
more effective in phase selection in the CuTiZr system than other
topological parameters.

5.3. Competition between entropy and enthalpy – X

To find a balance between DSmix and DHmix, Yang and Zhang
[10] proposed the X parameter:

X ¼ TmDSmix

DHmixj j ð11AÞ

Tm ¼
Xn
i¼1

ci Tmð Þi ð11BÞ
that the critical values of the parameters separating the crystalline and amorphous
elation coefficient (the CuTiZr system with CuTi, CuZr, and TiZr subsystems has been
ngle-phase solid solution, AM – amorphous, Multi – multiphase alloys containing at
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where (Tm)i is the melting point of the ith element. TheX parameter
was suggested to be effective for phase selection in multi-
component alloys, where at a certain temperature, TDSmix could bal-
ance or even overcome DHmix, leading to SPSS stabilisation. The
authors claim that for X >1, the contribution of TDSmix in Gibbs free
energy will exceed that of DHmix. Based on their selected alloy data-
base, they recommended X = 1.1 and d = 6.6 as the threshold values
separating SPSS from intermetallic compounds and amorphous
phases. The most questionable aspect of this approach is the use
of Tm determined using Eq. (11B). It is obvious that for newly
designed multicomponent alloys the melting point is unknown, so
it seems reasonable to estimate it as a weighted mean melting point
of its pure elements. However, the question arises as to whether
such an approximation may lead to an incorrect classification of
the designed alloys, such as not detecting SPSS or detecting ficti-
tious SPSS, which in fact will have a tendency to form intermetallic
compounds. Fig. 9 compares X parameters in the CuTiZr system,
calculated using a weighted mean melting point Tm from Eq.
(11B) and estimated via the CALPHAD method [24]. In fact, the crit-
ical value of X = 1.1 calculated using Tm from Eq. (11B) suggests the
presence of SPSS over a wider chemical composition range. For a
weighted mean Tm (Fig. 9a), comparing the distribution of the con-
tours of the X parameter with Fig. 3, it can be seen that in the
regions with X >1.1 that coincide with the crystallisation valleys,
there will be a significant number of amorphous and multiphase
alloys. Nevertheless, if a larger value, e.g.X = 1.6, was used, it would
be possible to more effectively separate the SPSS regions from the
amorphous and multiphase regions. At the TiZr edge, the value of
the X parameter will proceed to infinity because DHmix for the TiZr
system is 0 [101]. The use of Tm estimated by the CALPHAD method
allows the identification of the SPSS regions, i.e. the Cu-rich region
and regions rich in Ti and/or Zr, in a very efficient way, which is in
agreement with the equilibrium phase diagrams. However, even in
these regions it will be possible to produce multiphase structures if
the processing conditions and kinetics of phase transformations
allow it (Figs. 2 and 3). These observations show that the idea
behind using X is correct, however, the biggest challenge limiting
its effectiveness in phase separation is determining Tm. Using a
weighted average Tm to design SPSSs carries the risk of selecting
alloys that will actually tend to form IMs.
5.4. Entropy effect gauge – /

Ye et al. [96] proposed a single thermodynamic parameter / to
guide the design of HEAs, which takes into account DSmix, DHmix

normalised by Tm, and SE:
Fig. 9. Contour plots of the X parameter in the CuTiZr system. (a) X calculated using
CALPHAD method [24]. The critical value separating SPSS from intermetallic compounds
Crystallisation valleys, included as reference, are marked with a black contour (more det
this figure legend, the reader is referred to the web version of this article.)
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/ ¼ DSmix � DHmixj j
Tm

SEj j ð12Þ

The authors assume that SE should also play a role in phase
selection, which is new compared to other thermodynamic param-
eters, where this factor was usually ignored. They indicate that the
higher the / value, the greater the entropy effect in the alloy sta-
bilising SPSS and that the critical value /C separating SPSS from
multiphase alloys is �20. Through a detailed analysis of Eq. (12)
it can be concluded that the increase in / can be achieved via
increasing DSmix, minimising ISEI, which is equivalent to minimis-
ing the atomic size misfit and/or loosening the atomic packing frac-
tion, reducing IDHmixI and increasing Tm. An interesting property of
this parameter is that it is less dependent on Tm compared to X
(Figs. 10 and 11). The / distribution in the CuTiZr system, calcu-
lated using Tm on the basis of a weighted mean and determined
by the CALPHAD method, is very similar (Fig. 10). However, the
/C proposed by the authors in the original work [96] does not make
it possible to select SPSS without the risk of finding alloys com-
prised of intermetallic phases and/or amorphous structures. This
is due to the fact that a significant amount of alloys with / >20
are located in the reactive region, where intermetallic phases
and/or amorphous structures have been observed experimentally
(Fig. 3). This suggests that the / parameter may have different crit-
ical values depending on the analysed system. For example, the /C

identified by Feng et al. [109] in light-weight HEAs is 7. To find only
SPSSs in the investigated CuTiZr system, one should assume / >25
for PVD alloys and / >55 for bulk alloys. An additional factor inten-
sifying the differences in the threshold values of the / parameter
reported by various authors may be the use of different atomic
radii and packing fractions, which are hidden in the SE term in
Eq. (12).
5.5. Is the enthalpy of binary compounds decisive in phase selection? –
Uf

Troparevsky et al. [103,108] proposed a hypothesis that the
phase stability of an alloy is determined by competing Gibbs free
energies of SPSS and IM phases at a given temperature and pres-
sure. A similar approach was offered by King et al. [104]. They both
assumed that for intermetallic phases one should take the lowest
(intermetallic) or highest (segregated) possible Gibbs free energy
obtainable from the formation of binary systems from the con-
stituents of the mixture. The difference between them is that King
et al. [104] estimated the enthalpy changing Gibbs free energy
using the Miedema model for solids [97], while Troparevsky et al.
a weighted mean Tm from Eq. (11B). (b) X calculated using Tm estimated via the
and amorphous phases according to [10], i.e. X = 1, is marked using a red contour.
ails are presented in Fig. 3a and b). (For interpretation of the references to colour in



Fig. 10. Contour plots of the / parameter in the CuTiZr system. (a) / calculated using a weighted mean of the Tm from Eq. (11B). (b) / calculated using Tm estimated via the
CALPHAD method [24]. The critical value separating SPSS from intermetallic compounds and amorphous phases according to [96], i.e. /C = 20, is marked using a red contour.
Crystallisation valleys, included as reference, are marked with a black contour (more details are presented in Fig. 3a and b). (For interpretation of the references to colour in
this figure legend, the reader is referred to the web version of this article.)

Fig. 11. Contour plots of the Uf parameter in the CuTiZr system. Uf calculated using DHf of the lowest ordered binary intermetallic compounds and for (a) Tann = 0.55Tm and
(b) Tm.Uf calculated usingDHf estimated using Eq. (10A) and for (c) Tann = 0.55Tm and (d) Tm. Tm is calculated from Eq. (11B). Red contour indicates regions where the entropy
factor dominates over enthalpy (Uf > 1). Crystallisation valleys, included as reference, are marked with a black contour (more details are presented in Fig. 3a and b). (For
interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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[103,108] used the enthalpy of formation (DHf) of binary com-
pounds, predicted using DFT calculations. Feng et al. [109] showed
that the use of the above-mentioned enthalpies leads to similar
trends in phase selection, which suggests an intrinsic connection
between the Mediema model for solids and DFT calculations.
Therefore, we will only focus further on the approach proposed
by Troparevsky et al. [103,108] due to the possibly of a more accu-
rate estimation of the interatomic forces. The authors claimed that
SPSS can form if the enthalpies of formation of all possible com-
pounds fall within a specified range. SPSSs were assumed to exist
in alloys, where DHf values were neither too negative (high ten-
dency to form intermetallic compound) nor too positive (large
immiscibility between atoms). They analysed the stability of the
competing SPSS and intermetallic compounds in HEAs by compar-
ing the contributions to the Gibbs free energy from only the mixing
entropy (-TDSmix) for SPSS alloys and from the enthalpy of forma-
15
tion (DHf) for the ordered binary compounds. This assumption
leads to DHmix = 0 and DSIM = 0 (DSIM is the entropy of formation
of intermetallic compounds), which for some systems will not be
valid. This is due to the possibility of DHmix being very negative
in some systems, while DSIM can be compared with DSmix in
ordered structures with a larger number of alloying elements than
the number of sublattices and/or having a large solubility range
[109,110]. The authors suggested that SPSS can form if all DHf of
binary compounds in a given alloy are between the entropic energy
TannDSmix and an enthalpy empirically determined as the limit, for
which the alloy does not have phase separations (37 meV/atom or
3.6 kJ/mol). The above considerations can be summarised using the
following equation [109]:

Uf ¼ TannDSmix

DHf

�� �� ð13Þ
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where Tann is the annealing temperature used to achieve the corre-
sponding equilibrium state during experiments. Troparevsky et al.
[108] suggested Tann = 0.55 Tm to be an appropriate value, below
which diffusion is sufficiently slow that the enthalpic driving force
is insufficient to induce phase decomposition on a realisable time
scale. A clear analogy can be noticed in relation to parameter X
(Eq. (11A), i.e. Tm was replaced by Tann andDHmix by DHf. This model
uses the most negative value of DHf of an ordered compound in a
binary system. In binary systems with many intermetallic phases,
e.g. the CuZr system, the phase that will be in equilibrium is not
necessarily the one with the lowest DHf in the whole system. This
may be due to the fact that phase occurrence being limited within
a certain chemical composition range, which can be deduced from
the binary system (Fig. 2) and via DFT calculations, which can be
evaluated using e.g. the AFLOW-CHUL platform [111]. In the case
of several competing intermetallic phases, the equilibrium one will
be the phase that alone or together with other phases offers the
lowest energy of the system in a given range of chemical composi-
tion. In addition, there is a chance that the intermetallic compound
may not be formed at all in a multi-component alloy, where the
content of one of the elements constituting this phase is below
the critical level [112–114]. Phase stability is determined by equi-
librium conditions, in which the chemical potential of each compo-
nent is equal in all phases. Hence, the comparison of Gibbs free
energy in a solid solution without specifying the crystal structure
with that of a hypothetical or binary compound is not in full agree-
ment with thermodynamic laws.

Fig. 11 compares contour plots of the Uf parameter calculated
using DHf of the lowest ordered binary intermetallic compounds
(CuZr �169 meV/atom or �16.3 kJ/mol), and DHf estimated using
Eq. (10A) for Tann = 0.55Tm and Tm. Fig. 11a shows that the region,
where the entropy factor dominates over enthalpy (Uf >1), corre-
sponds to the Ti-Zr edge. Therefore, during annealing at 0.55Tm,
SPSS should occur in this region, which is consistent with the TiZr
phase diagram. Nevertheless, regions adjacent to the CuTi or CuZr
edges, i.e. Cu-rich, Ti-rich, and Zr-rich regions, in which a single-
phase field at 0.55Tm can be found in the CuTi and CuZr binary sys-
tems, have not been identified (Fig. 2). This shows that the original
approach proposed by Troparevsky et. al [108] may not detect
single-phase regions in some systems. Even substituting Tm for Tann
in Eq. (13) leads to the detection of similar regions at the TiZr edge,
with the difference that at this temperature the entropy factor will
also be dominant at approximately the middle of the CuTiZr sys-
tem. This region, marked with a red circle in Fig. 11b, however,
overlaps with the eutectic valley (Fig. 3), which will certainly hin-
der the formation of SPSS. Using DHf determined via Eq. (10A) sug-
gests a much wider region in the CuTiZr system, in which SPSS can
be produced both when Tann = 0.55Tm (Fig. 11c) and Tm (Fig. 12d)
are used. Nevertheless, the use of Tm here predicts the formation
of SPSS in the Cu-rich corner, where simultaneously regions, where
the entropy factor dominates over the enthalpy, coincides with
reactive regions, in which multiphase or amorphous alloys have
been experimentally observed (Fig. 3).
5.6. j1
cr(T) vs DHf/DHmix

Senkov and Miracle [110] proposed a new thermodynamic cri-
terion jcr

1 Tð Þ vs DHf =DHmix to predict the presence of intermetallic
phases in HEAs at a given temperature. In their approach, they
used DHmix of liquid determined using the Miedema model, as
given in ref. [101], and DHf, provided by Troparevsky et al.
[103,108], assuming a linear relationship between both enthalpies.
This model assumes that DHf =DHmix and DSIM=DSmix are indepen-
dent, while under certain circumstances they can be correlated.
For alloys with larger IDHfI, the deviation from the ideal solution
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behaviour is larger and the atoms are less likely to be randomly
distributed in competing solid solutions [84]. Furthermore, they
assumed that DHf corresponds to the formation enthalpy of inter-
metallic compounds DHIM, which is not always correct. Some sys-
tems, containing elements of the same crystal structure, similar
radii, electronegativity and valence, e.g. Ti-Zr or Co-Rh [115], will
tend to decompose into pure elements at low temperatures instead
of forming intermetallic compounds. However, in multicomponent
systems there is a good chance that at least one pair of elements
will be characterised by a low enthalpy of formation and, conse-
quently, there will be a high tendency to form intermetallic phases.
Moreover, the authors suggest that SPSS at a given temperature T
can be stable if the DHf/DHmix ratio for any competing IM phase
is below the critical value jcr

1 Tð Þ [110]:

DHf

DHmix
< �TDSmix

DHmix
1� DSIM

DSmix

� �
þ 1 � jcr

1 Tð Þ ð14Þ

The DSIM of binary and/or ternary intermetallic compounds is
close to zero, however, in multicomponent intermetallic com-
pounds it can be comparable to DSmix, as already mentioned. Sen-
kov and Miracle [110] confirmed their approach on the example of
45 HEAs and showed improved ability at a given annealing tem-
perature T to predict SPSS and IM formation compared to theDHmix

vs d or X vs d criteria. Nevertheless, the full potential of this
approach requires further verification, as in the studied 45 HEA
database there were alloys with significantly different melting
points, with alloy annealing carried out at different temperatures.
Moreover, the annealing time and, in turn, the kinetic aspects of
matrix transformation into intermetallic phases, were not taken
into account. It could therefore happen that the temperature and
time of annealing were insufficient to initiate the transformation
of the matrix into intermetallic phases, despite the fact that inter-
metallic phases may be equilibrium phases within a certain tem-
perature range of a given alloy.

We tested the approach proposed by Senkov and Miracle [110]
on the example of the CuTiZr system. Fig. 12 displays the contour
plots of the jcr

1 0:55 Tmð Þ, DHf =DHmix, and their ratio. For calcula-
tions, we assumed a partially ordered condition of an IM phase
ðDSIM=DSmix ¼ 0:6Þ, similarly to what was done in the original work
[110]. The temperature T was selected as 0.55 Tm, where Tm is cal-
culated from Eq. (11B). The blue region in Fig. 12c corresponds to
the situation, where the ratio between jcr

1 0:55 Tmð Þ and
DHf =DHmix is >1, suggesting that at a temperature of 0.55 Tm, the
SPSS will be thermodynamically preferable. This is in poor agree-
ment with the experimental observations and the equilibrium
phase diagrams (Figs. 2 and 3). The effectiveness of this approach
can be easily checked on the example of the CuZr system, which
shows that during annealing at 0.55 Tm in almost the entire range
of chemical composition, intermetallic phases will be thermody-
namically preferred instead of SPSS. Nevertheless, the effectiveness
of this approach in higher-order alloying systems, in which entropy
may play a larger role, cannot be ruled out. However, it is not clear
for which systems this approach may be more effective in phase
selection compared to other empirical parameters discussed in this
paper.
5.7. Summary

For parameters that use extrapolation of properties from bina-
ries to higher ordered systems using the extended Miedema model
and Eq. (10A), i.e. DHmix, DHf, X, and /, one should keep in mind
that ternary and higher-order interactions between elements are
neglected. The Achilles’ heel of the extended Miedema model is
that a situation may arise, in which one pair of atoms in the alloy
has a highly negative enthalpy of mixing and a high susceptibility



Fig. 12. (a) Contour plots of the jcr
1 0:55Tmð Þ, (b) DHf=DHmix, and (c) their ratio in the CuTiZr system. Calculations were performed assuming a partially ordered condition of an

IM phase ðDSIM=DSmix ¼ 0:6Þ and T = 0.55 Tm. Crystallisation valleys, included as reference, are marked with a black contour (more details are presented in Fig. 3a and b).
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to form an IM, while the other pair of atoms has a highly positive
enthalpy of mixing, suggesting a large immiscibility between them.
By applying Eq. (10A) to such a system, it can be seen that the two
enthalpies can cancel each other out, which may result in an
enthalpy for the multicomponent alloy that will be in the optimal
range to form SPSS. Table 1 suggests that to produce SPSSs, the
DHmix should have values around zero. However, Takeuchi and
Inoue [5] reported MGs for alloys with a value of DHmix = 1 (e.g.
Ag40Ce1Cu59 and Cu70Pb1Sn29 alloys). This shows that the DHmix

values determined using the extended Miedema model should be
carefully interpreted and it is always worth inspecting the
enthalpy sign of the binary subsystems used for the calculations.
Table 1
Threshold values of phenomenological parameters to classify alloys according to their struc
– multiphase alloys containing at least one crystalline phase, IM – intermetallic compoun

Year Parameters Criteria D

2000 SE/kB DHmix

(kJ/mol)
AM: 0.001< SE/kB <5.7 (under packing fraction of 0.64)
and �86< DHmix <25

Te
pr

2001 SE/kB DHmix

(kJ/mol)
To obtain high GFA: 0.1< SE/kB (under packing fraction
of 0.64)
and DHmix < �15

Fr

2008 d DHmix

(kJ/mol)
SPSS: d <6 and �16< DHmix <5
IM/AM: d > 6 or DHmix < �7

H

2011 d DHmix

(kJ/mol)
DSmix (kJ/mol)

SPSS: d <8.5 and –22< DHmix <5 and 11< DSmix <19.5
AM: d >9 and �49< DHmix < �5.5 and 7< DSmix <16
Marginal AM: d >4.6 and DHmix <�3 and 7< DSmix <18

Fr

2012 X d SPSS: X >1.1 and d <6.6
IM: X <1.1 or d >6.6

M
in

2013 d DHmix

(kJ/mol)
SPSS: d >6.6 and �11.6< DHmix <3.2
AM: d >6.4 and �12.2> DHmix

H

2014 d DHmix

(kJ/mol)
If: 0.9< T/Tm
SPSS: d <6.6 and �15< DHmix <5
IM: d >6.6 or DHmix < �15
If: 0.5< T/Tm <0.9
SPSS: d <3.3 and �7.5< DHmix

IM: d >3.3 or DHmix < �7.5

H

2014 K SPSS: 0.96< KMulti
(SPSS + SPSS): 0.24< K <0.96Multi
(SPSS + IM): K <0.24

Fr

2014 d DvAllen SPSS: 1< d <6 and 3< DvAllen <6
Multi/IM: d >6 or DvAllen <3 or DvAllen >6

H

2014 Dv IM: Dv >0.133 H
2015 c SPSS: c <1.175

Multi: c >1.175
Su

2015 / SPSS: / >20
Multi: / <20

H

2015 Uf SPSS: Uf >1 and 3.6 kJ/mol
IM: Uf <1

H

2016 U d DHmix

(kJ/mol)
SPSS: / >7 and d <4.7 and DHmix > �16.25
Multi: / <7 and d >4.7 and DHmix < �16.25

Li

2016 D DHmix SPSS: d <5 and �15< DHmix

AM: d >8 or �16 >DHmix

H

2016 jcr
1 Tð Þ vs

DHf =DHmix

SPSS:jcr
1 Tð Þ > DHf

DHmix

H

2016 d DvAllen Laves phase: d >5 and DvAllen >7 (amplified 100 times
for convenience)

Fr
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Thermodynamic criteria usually concern equilibrium states,
which are rather rarely achieved in most multicomponent alloys.
Therefore, special care should be taken to compare the predictions
with the experimental results. Thermodynamic parameters can be
effective for alloys, in which the phase composition is determined
during solidification, and during solid-state cooling phase transfor-
mation do not occur or their kinetics do not allow them to start on
a realisable time scale. For such alloys, parameters containing the
term DSmix will have a better chance to effectively distinguish SPSS
from IM or AM alloys, as total configurational entropy is approxi-
mately equal to configurational entropy of mixing for an ideal solu-
tion (ST	DSmix) at high temperatures. This is due to the loose
ture, taken from literature. SPSS – single-phase solid solution, AM – amorphous, Multi
ds.

atabase Authors Ref.

rnary MGs, synthesised via vapor- or liquid-state
ocesses

Takeuchi and
Inoue

[5]

om binary to high entropy MGs Takeuchi and
Inoue

[92]

EAs, BMGs Zhang et al. [6]

om binary alloys to HEAs Guo and Liu [13]

ostly HEAs, synthesised by normal casting or casting
to copper mould

Yang and
Zhang

[10]

EAs, synthesised using various casting techniques Guo et al. [8]

EAs Wang et al. [129]

om binary alloys to HEAs Singh et al. [90]

EAs Poletti and
Battezzati

[118]

EAs Dong et al. [125]
peralloys Wang et al. [11]

EAs, BMGs Ye et al. [96]

EAs Troparevsky
et al.

[108]

ght-weight HEAs Feng et al. [109]

EAs Ye et al. [14]

EAs after annealing Senkov and
Miracle

[110]

om binary alloys to HEAs Yurchenko
et al.

[126]
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atomic packing fraction at high temperatures, which reduces the
importance of excess configurational entropy (SE) in total configu-
ration entropy (ST). However, in a situation where the synthesis
conditions and kinetics of phase transformation allow for phase
transformations in the solid state, such approaches may prove to
be less effective as the SE factor will play an increasingly important
role as the temperature is lowered. Moreover, the entropic term
decreases with decreasing temperature, being overestimated using
Tm. An extreme example of a situation, where SE may play a role is
during vapour deposition. At low deposition temperatures, a large
packing fraction of atoms will cause the SE term to significantly
lower ST, which will affect the equilibrium phase composition.
Nevertheless, it should be noted that when the substrate tempera-
ture is low, the mobility of adatoms is very limited, as they lose
their kinetic energy within a few atomic vibrations. Consequently,
the phase formed in the first kinetic regime should be the most
thermodynamically stable phase at the substrate temperature,
which is determined by nucleation and growth processes. Only suf-
ficiently high substrate temperatures will enable the necessary
atomic rearrangements for the formation of non-equilibrium mul-
tiphase mixtures or equilibrium phases [116,117].
6. Electronic structure-related parameters

Based on the Hume-Rothery rules, it can be seen that the elec-
tronic structure plays a role in deciding which phase composition
will occur in a given alloy system. The most common parameters
used to describe the electronic structure are the valence electron
concentration (VEC), itinerant electron concentration (e/a), and
electronegativity [13,118].
6.1. VEC and e/a

VEC describes the number of electrons per atom filling valence
band, while e/a is defined as a weighted mean of valencies of con-
stituent atoms in an alloy [119]. To take into account the d-electron
contribution in electronic structure calculations, Mizutani [119]
highlighted that instead of using the e/a parameter, VEC should
be used. The author pointed out that not all e/a for transition met-
als (TMs) have been determined. Furthermore, e/a for a given TM
can vary depending on the environment. VEC is a useful parameter
in first-principle calculations of the electronic structure and seems
to be a more straightforward electron concentration parameter, at
least to start with, compared to e/a. Guo and Liu [13] showed that
when a large number of alloys from different alloy families are
considered, SPSS, IM and AM alloys might occur with similar VEC
values or electronegativities. Nonetheless, VEC has been success-
fully used to separate BCC and FCC phases in as-cast AlxCoCrCuFeNi
and AlxCoCrFeNi2 alloys (0
 x 
2) [81]. Guo et al. [81] suggested
that FCC phases are stable at higher VEC (�8) and BCC phases
are stable at lower VEC (<6.87). Tian et al. [120] investigated
CoCrFeNiAlx HEAs and they found that the FCC phase in these
alloys at 300 K is stable at VEC �7.57 and the BCC phase is stable
at VEC 
7.04. The correlation between VEC and an alloy’s structure
can be reliable only if the thermal history is known and the alloy
composition is taken into account [121,122], as BCC + FCC alloys
may have the same VEC values [81] as alloys containing the r
phase [121,122]. This highlights the importance of phase transfor-
mation kinetics in the analysis of phase selection parameters.
Moreover, it should be noted that the VEC rule was developed to
separate FCC from BCC solid solutions [106], so the presence of
solid solutions with a different structure, e.g. HCP [123,124], is a
challenge for it.
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6.2. Electronegativity

Electronegativity is a function of the atomic number and the
distance between the valence electrons and charged nucleus. An
atom’s electronegativity describes the tendency for an atom to
attract electrons (or electron densities) when forming a bond.
Guo and Liu [13] suggested that Pauling’s electronegativity differ-
ence (Dv) hardly has any effect on the formation of a solid solution
or amorphous phase in HEAs. However, Dong et al. [125] revealed
good correlation between Pauling’s Dv and IM stability in HEAs.
They suggest that IM are stable atDv >0.133 (except HEAs contain-
ing a significant amount of aluminium). Contrary to Guo and Liu
[13], Poletti and Battezzati [118] used Allen’s electronegativity dif-
ference (DvAllen) vs d and found that when d is between 1 and 6,
and DvAllen is between 3 and 6, only SPSS is formed. Yurchenko
et al. [126] used a similar approach and found that Laves phases
are formed in alloys with d >5 and DvAllen >7 (DvAllen is amplified
here 100 times for convenience), which is in agreement with the
findings of Poletti and Battezzati [118], and shows that electroneg-
ativity can offer some predictive power in phase selection. How-
ever, it should be kept in mind that the authors of work [13]
used the following formula to determine electronegativity
differences:

Dv ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn
i¼1

Ci vi � v
�� �2vuut ð15Þ

where v is Pauling’s electronegativity of the ith component and v
�
is

the average Pauling electronegativity, while authors of works
[118,126] calculated the electronegativity difference using Eq. (2).
Both equations lead to a very similar distribution, as shown for
the Pauling and Allen electronegativities in Fig. S4 of Supplemen-
tary Materials.

6.3. Summary

Fig. 13 shows the distribution of e/a, VEC, and Allen’s elec-
tronegativity for the CuTiZr system, calculated via Eqs. (1)–(3).
Here, we decided to focus on Allen’s electronegativity, as it repre-
sents the most recent and physically based method to describe
electronegativity. It takes into account the average ionisation
energy of the valence electrons for free atoms in their ground state,
based on theoretical and spectroscopic data [127,128]. The VEC
values for Cu, Ti and Zr are 11, 4, and 4, respectively. In literature,
the VEC of multicomponent alloys is defined using the linear mix-
ture rule Eq. (1) [81,82]. It is clearly visible that the application of
the linear mixing rule does not allow to detect reactive regions on
the liquidus surface, which strongly correlates with regions in the
CuTiZr composition map (Figs. 2 and 3), where experimentally a
large number of AM alloys or IM-containing alloys have been
observed. The distribution of a given property determined using
its discrepancy or local mismatch correlates better with the posi-
tion of reactive regions. Fig. 13 shows that the best efficiency in
phase selection in the CuTiZr system of the electronic structure-
related parameters should be offered by electronegativity discrep-
ancy or local mismatch.

7. Comparison of phase selection rules

7.1. Threshold values of phenomenological parameters from literature

Table 1 summarises active phase formation rules reported in lit-
erature. For the same parameters, e.g. d and DHmix, it can be seen
that different authors in the last two decades suggest different
threshold values to classify alloys according to phase composition.



Fig. 13. Distribution of VEC (a), e/a (b), and Allen’s electronegativity (c) for the CuTIZr system, calculated via Eqs. (1)–(3). Crystallisation valleys, included as reference, are
marked with a black contour (more details are presented in Fig. 3a and b).
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This observation should not be surprising given that most of the
existing criteria are not scientifically derived, but rather statisti-
cally constructed from available experimental data. Based on the
data from Table 1, it can be assumed that the critical values of
the empirical parameters depend on the alloying system. However,
it should be taken into account that individual authors used differ-
ent alloy databases. The conclusion that the critical values of the
parameters depend on the alloying system has been undeniably
proven in section 5.2, where the enthalpy and topological parame-
ters were discussed. It was shown that the analysed parameters
have different critical values in the binary subsystems of the CuTiZr
system.
7.2. Synthesis method and threshold values in the CuTiZr system

The next question that we have tried to answer concerns the
impact of the synthesis method on the critical values of empirical
parameters. Fig. 14 summarises the critical values of empirical
parameters in the CuTiZr system, with respect to the synthesis
method. To separate SPSS from AM, the values of a given parameter
for SPSS should not overlap with the values for AM. Of course, the
critical values for individual synthesis methods within a given
parameter take different values, which results from the different
cooling rates offered by a given method. Moreover, it should be
noted that in particular groups of alloys classified according to
the synthesis method, different alloys often occur, so the differ-
ences in the critical values for individual methods may be addition-
ally magnified by phase transformation kinetics, which depend on
the chemical composition. Nevertheless, some trends can be found.
In the case of d, D.r and SE/kB, it can be seen that the maximum val-
ues for SPSSs coincide only slightly with the minimum values
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reported for AM alloys, which confirms the satisfactory efficiency
of these parameters in phase selection. Similar effectiveness is
demonstrated by DHmix. Parameters, such as DH, VEC, e/a, vAllen

and local mismatches also offer predictive power, however, it can
be observed that the critical values for each group of alloys, classi-
fied on the basis of the synthesis method, differ more from each
other than for the previously mentioned parameters. Most of the
parameters not mentioned so far in this section (except c and Uf

max) managed to distinguish SPSS from AM for bulk alloys, how-
ever, they did not allow for effective phase selection between the
SPSS and multiphase, and between multiphase and AM. In the case
of bulk multiphase alloys, the difference between the minimum
and maximum value of a given parameter (except c and Uf max)
is the greatest. This indicates that during the synthesis of bulk
alloys, the obtained cooling rates favour the formation of multi-
phase structures. Therefore, it can be concluded that the conditions
schematically shown in Fig. 4 for cooling rates R1 or R3 are most
often satisfied.
7.3. Correlation between topological, thermodynamic and electronic
structure parameters

Typically, to select phases, topological parameters are com-
pared with thermodynamic parameters or with those describing
the electronic structure in 2D plots. Over the last two decades, var-
ious combinations of empirical parameters have been proposed. In
Fig. 15, we used data on the CuTiZr system to compare the nature
of the 2D plots built from the parameters discussed in this work,
and we compiled them in the form of a scatter matrix. It can be
seen that various combinations of variables can conveniently sep-
arate SPSS alloys from AM alloys. Simultaneously, it is visible that



Fig. 14. Critical values of empirical parameters in the CuTiZr system, with respect to the synthesis method. For each of the methods, the smallest (at the bottom of the bars)
and the largest value (at the top of the bars) of a given parameter were compiled. Note that SE/kB and K can also be considered as a thermodynamic parameters. Please pay
attention that some parameters were amplified 10 or 100 times for convenience. SPSS – single-phase solid solution, AM – amorphous, Multi – multiphase alloys containing at
least one crystalline phase.

Fig. 15. A scatter matrix depicting topological, thermodynamic and electronic structure parameters in relation to one other. Data points of possible variants have been
mapped with a resolution of 1 at. %. Note that SE/kB and K can also be considered a thermodynamic parameters. / was calculated using Tm determined via Eq. (11B). Uf max
was calculated using DHf of the lowest ordered binary intermetallic compounds and for 0.55Tm, with Tm determined from Eq. (11B). In the case of parameters related to the
electronic structure, we presented only the local mismatch (LM) of a given property calculated using Eq. (3). The Pearson correlation coefficient r for all possible alloys in the
CuTiZ is shown in each of the graphs. The strength of the correlation can be analysed with the guidelines proposed by Evans [138] for the absolute value of r: (0.00–
0.19 = very weak), (0.20–0.39 = weak), (0.40–0.59 = moderate), (0.60–0.79 = strong), and (0.80–1.00 = very strong). SPSS – single-phase solid solution, AM – amorphous, Multi
– multiphase alloys containing at least one crystalline phase.
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there is no possibility in 2D space to separate multiphase alloys
from SPSSs or AMs, which clearly indicates that the final structure
of alloys with similar values of phase selection parameters depends
on the synthesis conditions.

To investigate the correlation between the two variables of each
variant, the Pearson linear correlation coefficient r was deter-
mined. Strong or very strong correlation means that the variables
contain similar or the same information. Consequently, presenting
data in 2D of strongly correlated variables will not increase the
ability to separate clusters consisting of SPSS, IM, or AM alloys.
Most of the variants have a strong or very strong correlation. Topo-
logical parameters d, D.r, and SE/kB are a good example, as they
indicate the possibility of providing comparable predictive power
in phase selection. It should also be noted that the correlation
shown in Fig. 15 applies to the entire CuTiZr system, while an even
stronger correlation can be observed in the subsystems (e.g. CuTi,
CuZr), as seen in Fig. 8. Interestingly, some topological parameters
are strongly correlated with thermodynamic parameters or those
relating to the electronic structure. However, if we take into
account the fact that atomic radii are determined by factors like
the nuclear charge and the number and location of electrons in
the outermost atomic shells, such a correlation should come as
no surprise. This occurs as valence electrons also determine the
chemical properties of the elements and the type of bonds between
them. It is therefore to be expected that other properties, such as
mechanical [83,130] or thermal [131] can be used to create the
phase selection gauge.

In the case of parameters that are poorly correlated with others,
such as c or Uf max, it can be observed that they have significantly
different values in the subsystems of the CuTiZr system. The low
correlation between the variables also indicates that they contain
distinctly different information. The occurrence of significantly dif-
ferent critical values of these parameters depending on the system
or subsystem is very disadvantageous, as the possibility of trans-
ferring knowledge from one system to another is clearly limited.
7.4. Does perfect phase selection parameter exist?

To start a discussion on the limitations of empirical rules, it is
worth defining what a perfect parameter should look like. It should
be easy to use and effectively predict the tendency of an alloy to
form SPSS, IM or AM. Its critical values, separating individual
groups of alloys on the basis of phase composition, should be con-
stant and independent of the alloying system, of course with iden-
tical synthesis conditions being ensured. As described in section 3,
depending on the phase transformation kinetics and synthesis con-
ditions, it is possible to obtain different phase compositions in a
given multicomponent alloy. Finding the perfect parameter with
the properties described above would allow for the efficient trans-
fer of knowledge from one system to another. In Table 2, we sum-
marised the basic ideas behind phase selection rules discussed in
this paper, highlighting their potential pitfalls. The presented sum-
mary is not intended to discourage the use of phase selection rules,
but to highlight factors that should be taken into account when
interpreting them. Table 2 also includes the overlap index, which
only applies to SPSS and AM alloys and was determined as the per-
centage of alloys from the investigated CuTiZr system that are in
the same range of values of a given phase selection parameter in
relation to the entire population. The lower its value, the better
the selection ability between the phases.
8. Closing

In this work, we systematically validated active phase forma-
tion rules available in literature on the example of the CuTiZr sys-
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tem. Based on available literature data, we placed the formation of
crystalline phases in the CuTiZr system in the perspective of the
time, discussing the importance of phase transformation kinetics
and influence of synthesis methods (along with the cooling rates
they offer). When analysing empirical parameters, it should be
highlighted that, depending on the synthesis method, it is possible
to obtain different structures. Moreover, even within the same
manufacturing method, a change in basic parameters can be man-
ifested in a different cooling rate even up to several orders of mag-
nitude. Therefore, it cannot be expected that any of the phase
selection criteria discussed in this work will allow for an unam-
biguous prediction of the final structure without taking into
account the processing conditions and kinetic aspects of phase
transformations. Moreover, the critical values of the empirical
parameters separating SPSS from IM and AM take different values
for different alloy systems, which was clearly demonstrated on the
example of the CuTi and CuZr systems. The most effective phase
selection criteria had extrema in the vicinity of reactive regions
on the liquidus surface of the CuTiZr system. It seems highly prob-
able that similar relationships can be observed in other alloy sys-
tems. Unfortunately, the exact position of the reactive valleys in
which, for example, a eutectic reaction can be expected, is impos-
sible to detect, which results from the purely geometrical origin of
the phase selection parameters discussed in this work.

When employing phase selection parameters, it is important to
keep in mind that they are valid for materials that are in a non-
equilibrium state at the temperature at which the phase composi-
tion analysis is performed. In most cases, phase composition anal-
ysis is performed at room temperature, at which, for most alloy
systems, isothermal phase transformations such as the decomposi-
tion of amorphous to crystalline phases or the precipitation of sec-
ondary phases from a crystalline supersaturated solid solution do
not occur at all or within an experimentally reasonable time frame.
Nevertheless, in the case of low-melting alloys, e.g., zinc- or tin-
based, such transformations may take place which may limit the
predictive ability of the phase selection rules described in this
work.

Assumptions regarding topological and thermodynamic param-
eters related to, e.g. the hard spheres model, Tm estimation as a
weighted mean melting point of pure elements, or extrapolation
of thermodynamic data from binary to higher order systems may
result in incorrect classification of the designed alloys, e.g. identifi-
cation of fictitious SPSSs, which in fact will have a tendency to form
intermetallic compounds or amorphous structures (under rapid
cooling conditions). This means that the use of the phenomenolog-
ical phase selection criteria route should be moderated by the
user’s judgement based on past experience. We have shown that
a significant fraction of the tested parameters are strongly corre-
lated with each other, which implies that they contain the same
or similar information on phase formation. The juxtaposition of
two strongly correlated parameters will not allow for a more suc-
cessful phase selection.

Each of the discussed parameters pose physical and/or thermo-
dynamic flaws. Nevertheless, in a situation where a series of new
alloys from a comparable alloy family are produced in a similar
manner, phenomenological phase selection criteria can be a valu-
able tool for their design. The information and results we have
compiled in this work should facilitate selecting the appropriate
phase selection rules for initial alloy composition testing during
multicomponent alloy designing, including HEAs and MGs.
Data availability

Data will be made available on request.



Table 2
Main features of the phase selection criteria and the potential pitfalls of applying them. The overlap index applies only to SPSS and AM alloys and was determined as the
percentage of alloys that are in the same range of values of a given phase selection parameter in relation to the entire population. The classification of the effectiveness of these
parameters in phase selection was made on the basis of the analysis of the CuTiZr database presented in this paper and overlap index, i.e. good predictive ability for overlap
index <30 %, moderate for overlap index between 30 % and 60 %, and poor for overlap index >60 %. For the electron structure-related parameters, we only use the local mismatch
(Eq. (3) as its distribution in the CiTiZr system correlates very well with the reactive regions on the liquidus surface (Fig. 13).

Criteria (overlap index) Main features Pitfalls

Topological D 18.4 % - Input data: atomic radii, composition
- One of the most popular phase selection parameters
- The effectiveness has been verified on many alloy systems
- Good predictive ability of crystalline and amorphous phases

- Built on the basis of the hard sphere model, which provides
poor representation of real interatomic forces

- Changes in the volume of the system caused by electronic
structure changes during contact between different atoms
are not taken into account

- In literature, one can find different atomic diameters for the
same elements, which can amplify the differences in the criti-
cal values that distinguish crystalline from amorphous phases
and thus limiting the transferability of knowledge from one
system to another.

D.r 18.9 % - Input data: atomic radii, composition
- Similar to d
- Good predictive ability of crystalline and amorphous phases

- Same as for d

SE 18.9 % - Input data: atomic radii, packing fraction (temperature
dependent), composition

- Can be calculated using a physically-derived equation of state
for the mixture of hard spheres

- The full set of equations used to calculate SE is tedious
- The effectiveness has been verified on many alloy systems
- Maximum value of SE is determined by two atoms of maxi-

mum and minimum size
- Good predictive ability of crystalline and amorphous phases

- Same as for d

K 52 % - Input data: atomic radii, composition
- A ratio between DHmix and d2 (which is proportional to SE)
- Moderate predictive ability of crystalline and amorphous

phases

- Same as for d and DHmix

c 96.4 % - Input data: atomic radii, composition
- Describes the solid angles around the largest and smallest

atom
- Poor predictive ability of crystalline and amorphous phases

- Same as for d

Thermodynamic DHmix

22.4 %
- Input data: DHmix

AB enthalpy of mixing in liquid in A-B system
at an equiatomic composition [101], composition

- One of the most popular phase selection parameters
- According to the Miedema model, DHmix

AB enthalpy can be
taken from the work function and electron density at
Wigner-Seitz boundaries of pure elements [98,99]

- For multi-component systems, it can be calculated using the
extended Miedema model [92]

- Defines long-range order of the system, which leads to clus-
tering of atomic species or their ordering on the crystal lat-
tice, depending on whether DHmix is positive or negative,
respectively

- Good predictive ability of crystalline and amorphous phases

- Interaction parameter Xij between ith and jth element is
assumed to be independent of the composition and
temperature

- Ternary and higher-order interactions between elements are
neglected

- Equiatomic composition in A-B system does not guarantee an
extreme DHmix value. The extremum of the DHmix function is
shifted towards atomic compositions richer in the smaller
atom [12]

- Enthalpy data based on the Miedema model, for certain sys-
tems can be questionable [102]

- Since the Miedema enthalpy is determined for a liquid, the
elastic energy term related to the accommodation of the mis-
match in the size of the atoms in solid state is not taken into
account

- Sometimes, when using the extended Miedema model, it can
be seen that the two enthalpies of binary subsystems can can-
cel each other out, which may result in an enthalpy for a mul-
ticomponent alloy that will be in the optimal range to form an
SPSS

DHDFT

11.7 %
- Input data: Formation enthalpy DHf of the lowest energy

structure in a binary system calculated using DFT,
composition

- Alternative to the semiempirical Miedema model [98,99]
- For multi-component systems, it can be calculated using the

extended Miedema model [92]
- Describes the state with the lowest energy at absolute zero

(0 K)
- Good predictive ability of crystalline and amorphous phases

- Ternary and higher-order interactions between elements are
neglected

- Sometimes, when using the extended Miedema model, it can
be seen that the two enthalpies of binary subsystems can can-
cel each other out, which may result in an enthalpy for a mul-
ticomponent alloy that will be in the optimal range to form an
SPSS

X 53.1 % - Input data: DHmix
AB enthalpy of mixing in liquid in A-B system

at an equiatomic composition [101], composition, melting
point of the ith element

- Designed to find a balance between entropy (DSmix) and
enthalpy (DHmix)

- Uses a weighted mean Tm
- Moderate predictive ability of crystalline and amorphous

phases

- Same as for DHmix

- Using a weighted mean Tm carries a greater risk of selecting
alloys with undesirable phases compared to Tm estimated via
the CALPHAD method

- Excess configurational entropy and non-configurational
entropy terms from vibrations, electronic and magnetic effects
are not taken into account

/ 44.9 % - Same as for DHmix and SE
- Non-configurational entropy terms from vibrations, electronic

and magnetic effects are not taken into account
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Table 2 (continued)

Criteria (overlap index) Main features Pitfalls

- Input data: atomic radii, packing fraction (temperature
dependent), DHmix

AB enthalpy of mixing in liquid in A-B system
at an equiatomic composition [101], composition, melting
point of the ith element

- SPSS can be achieved via increasing DSmix, minimising ISEI,
reducing IDHmixI and increasing Tm

- The differences in influence of a weighted mean Tm and Tm
estimated via CALPHAD on the / parameter value are less
pronounced compared to X

- Moderate predictive ability of crystalline and amorphous
phases

Uf 84.7 % - Input data: Formation enthalpy DHf of the lowest energy
structure in a binary system calculated using DFT, composi-
tion, melting point of the ith element

- Analogy in relation to parameter X, i.e. Tm is replaced by
annealing temperature Tann and DHmix by DHf

- Moderate predictive ability of crystalline and amorphous
phases

- Same as for DHDFT

- The phase that will be in equilibrium is not necessarily the one
with the lowest DHf in the whole system as phase stability is
determined by equilibrium conditions, in which the chemical
potential of each component is equal in all phases

- Comparison of the Gibbs free energy in a solid solution without
specifying the crystal structure with that of a hypothetical or
binary compound is not in full agreement with thermody-
namic laws

- Excess configurational entropy and non-configurational
entropy terms from vibrations, electronic and magnetic effects
are not taken into account

jcr
1 Tð Þ vs

DHf/
DHmix

75.5 %

- Input data: Formation enthalpy DHf of the lowest energy
structure in a binary subsystem calculated using DFT, DHmix

AB

enthalpy of mixing in liquid in A-B system at an equiatomic
composition [101], composition

- Designed to predict the presence of intermetallic phases in
HEAs at a given temperature

- Model assumes that DHf/DHmix and DSIM/DSmix are indepen-
dent, while under certain circumstances they can be
correlated

- Poor predictive ability of crystalline and amorphous phases

- Same as for DHmix and DHf

- Excess configurational entropy and non-configurational
entropy terms from vibrations, electronic and magnetic effects
are not taken into account

Electronic
structure

VECLM
11.2 %

- Input data: VEC of the ith element, composition
- Describes the number of electrons per atom filling the

valence band
- Good predictive ability of crystalline and amorphous phases

- Charge redistribution effects when metal atoms are brought
into contact are not taken into account

- Ternary and higher-order interactions between elements are
neglected

e/aLM 25 % - Input data: e/a of the ith element, composition
- The e/a value can be determined from the electronic state,

estimated with Full potential Linearised Augmented Plane
Wave (FLAPW) – Fourier theory [132]

- Good predictive ability of crystalline and amorphous phases

- The e/a value is reasonably determined for all elements situ-
ated to the right of noble metals. The e/a value of the remain-
ing transition metal elements is not a priori known as it can
vary depending on the environment

- Same as for VECLM
vLM Allen

11.2 %
- Input data: Allen electronegativity of the ith element,

composition
- Allen’s electronegativity takes into account average ionisa-

tion energy of the valence electrons for free atoms in their
ground state

- Good predictive ability of crystalline and amorphous phases

- Same as for VECLM
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