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A B S T R A C T

In laser based powder-bed fusion of metals (PBF-LB/M), parts are fabricated by melting layers of powder
using a high-intensity laser beam. During this process, the material is exposed to rapid cooling rates and
intense thermal gradients, which are the underlying causes of residual stress formation and development of
a unique microstructure in these components. Therefore, understanding the heat transfer phenomenon and
reliably representing exposed temperature profiles in simulation frameworks are prerequisites for studying
the microstructure and residual stress development during the PBF-LB/M process. This work employs a
combination of experimental measurements and model development to study this phenomenon. Thermal
properties of Hastelloy X were measured in the as-deposited state and used to setup finite element (FE) thermal
simulations of the PBF-LB/M process. In addition, in-situ temperature evolutions near the laser tracks were
measured by instrumenting thin-wall structures with K-type thermocouples in a two-stage fabrication process.
The gathered data was used to calibrate uncertain modelling parameters, and ultimately, the simulation
framework could closely represent the measured temperature histories. To address the high computational
cost of FE thermal simulations, an adaptive-local/global multiscale modelling approach was proposed, which
substantially reduced computation times without compromising the accuracy of the results. The modelling files
and scripts are available in github.
1. Introduction

Metal additive manufacturing (MAM) has seen a surge of interest
by industry in recent years owing to many advantages, including but
not limited to high design freedom, near net-shape fabrication, and
reduced end-to-end production times [1–3]. One of the most common
MAM methods at the time of this writing is laser-based powder bed
fusion of metals (PBF-LB/M), where powder layers are selectively con-
solidated by exposure to a high-intensity laser based on cross-section
slices of a 3D model [2]. Even with the unique benefits, widespread
adoption of MAM is still faced with issues regarding uncertainties in
mechanical properties [4–6], and cracking or distortion due to thermal
(residual) stresses [7–9]. To enhance the quality and integrity of the
printed components, the build process and the link between process
conditions and product properties need to be better understood [10].
This knowledge would allow for enhanced optimization of printing
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parameters and realization of these new technologies to their maximum
potential. However, due to involvement of many parameters in the
fabrication process, optimization is a challenging task [10,11]. Experi-
mental trial-and-error is often employed to find the best set of process
parameters for each print job, which is extremely inefficient, expensive,
and time-consuming [10,12–14], and hence an alternative should be
sought.

Property differences of MAM components with respect to tradition-
ally manufactured counterparts can be traced back to the thermal cycles
exposed to the material during fabrication. Heating metal powder using
a high-intensity laser beam creates a small melt-pool in the 100 μm
length-scale [15,16], which leads to development of steep temperature
gradients over 1 × 106 K∕m in magnitude near the process zone. Com-
bined with high scanning speeds in the range of 600 to 2000 mm∕s [16],
the material solidifies with cooling rates up to 1 × 106 K∕s [17,18].
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Rapid solidification in combination with repeated exposure to ex-
treme temperature profiles results in a complex thermomechanical
history. Consequently, a unique microstructure with a complex distri-
bution of residual stresses develop within the part [15,19], and lead to
material properties that differ from conventionally manufactured coun-
terparts [20]. In particular, the residual stresses can cause problems
such as cracking during the build process, or distortion after removing
the component from the build-plate [8]. Studying these effects in depth
requires a comprehensive knowledge of the temperature profiles and
the thermal history during the build process.

Reaching this understanding through temperature measurements
in PBF-LB/M is a challenging task due to the small scale and rapid
transience of the process. One method involves using thermal cameras
or pyrometers to monitor the radiations emitting from the uppermost
layer [21–25]. For instance, Mohr et al. used an infrared camera to
record temperatures in the 150 ◦C to 580 ◦C range [25]. To measure
higher temperature levels, Hooper employed two cameras to cover
the radiation in the visible light and near-infrared spectrum, which
allowed temperature readings in the 1000 ◦C to 3000 ◦C range [24].

owever, thermal cameras involve uncertainties due to variations in
he emissivity of different surfaces over a wide range of temperatures
nd angles [21–23]. Another issue may arise from obstruction of the
amera view by particle ejection or plume formation due to evaporation
ver the melt-pool, which introduces added uncertainties to these
easurements [24,26].

Another approach uses thermocouples to measure the temperatures
t a stationary location outside the melt-pool [1]. In many works,
hese sensors were placed on the build-plate to monitor the gradual
emperature increase during the build process [27–31]. For instance,
unbar et al. measured a peak temperature of 110 ◦C at the substrate,
nd compare the data with far-field temperature predictions of their
imulations [27]. Similarly, Denlinger et al. placed these sensors on
he build-plate and used the results to validate the thermal response of
heir thermomechanical models [28,29]. For enhancing the sensitivity
f thermocouples for PBF-LB/M, Chiumenti et al. devised a setup to
lace the sensors on the fabricated part [32]. They interrupted the build
rocess after fabricating a height of ≈2 cm, then removed the powder-
ed, and placed the sensors inside holes on the vertical surface of the
omponents. This allowed them to measure higher temperature peaks
ompared to previous works, and a similar approach was adopted for
he fabrication process of thin-wall structures in this study. To facilitate
igher fidelity temperature measurements in this study, we moved the
ensors as close as possible to the laser tracks and directly welded them
o the printed thin-walls. Furthermore, the exact locations of spot-welds
ere determined through SEM imaging to enable better interpretation
f the gathered data.

While temperature measurements provide valuable insight into the
hermal history of PBF-LB/M components, they are limited to the
utermost surface, and too expensive for covering a wide range of
rocessing conditions. Therefore, numerical methods such as the finite
lement (FE) approach are often used to complement them. Several
tudies [28,29,32–39], including the present work, adopted the con-
inuum assumptions in combination with the FE analysis method to
tudy heat transfer in the PBF-LB/M process. The main assumption
n this approach involves treating all material states (including the
owder layer and the liquid metal inside the melt-pool) as continuum
edia with equivalent properties. Even though the computational cost

f such FE analyses is lower than higher fidelity models using computa-
ional fluid dynamics [40–42], the requirement of fine space and time
iscretization poses challenges for increasing the domain size [29].

Some researchers adopted the ‘lumped heating’ approach for reduc-
ng the computational cost of such simulations [32,43,44], where the
um of laser thermal energy over the duration of multiple tracks or
ayers is applied in one solution time increment. For example, Zah and
ranner combined 20 powder layers into a single 1mm ‘meta-layer’ to
2

odel the fabrication process of a double cantilever [43]. Chiumenti
et al. studied the effect of depositing the thermal energy on the scale
of hatches, layers, and layer batches, which demonstrated a reduction
of simulation times at the cost of reducing detailed representation
of thermal cycles [32]. Importantly, this method cannot provide any
information about large temperature gradients and fast cooling rates
in the vicinity of the process zone, or explain the effect of adopting
different scan patterns on the developed temperature field. Meanwhile,
various studies have shown that variations in scan strategy, and its
impact on temperature profiles, alter the characteristics of PBF-LB/M
products [27,45–48]. For instance, Dunbar et al. and Song et al. showed
that rotating the scan pattern between layers may lead to lower residual
stress levels [27,47]. Parry et al. further investigated this link by study-
ing the effect of scan vector length on variations in residual stress field
distribution [45]. Therefore, there is a need for more efficient thermal
simulations capable of accurately representing detailed temperature
profiles.

Alternatively, various re-meshing techniques have been proposed to
lower the computational cost of high-fidelity thermal simulations in
PBF-LB/M by adaptively refining the mesh only around the moving heat
source [30,49–53]. In some works, the mesh is only re-defined when a
new layer is deposited. For example, Foteinopoulos et al. implemented
such a technique for 2D thermal simulations [54]. Alternatively, Den-
linger et al. used adaptive remeshing in their thermomechanical sim-
ulation framework to model the deposition process of a 6.3 mm ×
6.3 mm × 2.3 mm cuboid [29]. These techniques have also been
implemented for tetrahedral elements by Olleak and Xi [53]. Other
works adaptively refined the mesh around the moving heat source
during scanning process of a single layer [49,51,52]. However, this
may increase the computational overhead for reconstruction of the
stiffness matrix and transfer of solutions between dissimilar mesh dis-
tributions [30]. The optimal remeshing frequency requires numerical
trial-and-error to best take advantage of the efficiency of these meth-
ods [52,53]. Alternatively, Luo and Zhao simply limited the refined
region to one track at a time, and suggested that the computational
advantages are sufficient [30].

Even though dynamic re-meshing optimizes the spatial discretiza-
tion, small time steps are used to solve the temperature field for
the entire modelling domain. Meanwhile, such fine incrementation
is only needed in the process zone where the temperature evolution
rates are high, whereas the far-field region can be solved with much
larger time steps. Following this idea, our previous study proposed a
2D adaptive-local/global multiscale simulation strategy which applied
the fine space and time discretization only around the melt-pool, and
decreased computation times without compromising the reliability of
the results [55]. The separation of scales allows for asynchronous time
incrementation between the two models, and the proposed one-way
global-to-local coupling facilitates parallel computation of the local
simulations for further computational benefits. However, the 2D nature
of the study did not allow for experimental validation of the performed
analyses. Extension of the modelling strategy to 3D and comparisons
with temperature measurements are the topics of the present study.

In the context of representativeness of such simulations, employ-
ment of reliable thermal properties over a large temperature range
plays an important role. Acknowledging the documented differences
in the microstructure of AM alloys versus their conventionally man-
ufactured counterparts [56,57], the specific heat capacity and the
thermal conductivity of additively manufactured Hastelloy X have been
measured over a wide range of temperatures in this study and compared
with literature data [58–60]. By employing the material data in the
simulations, it could be shown that the developed FE model provides a
good representation of the in-situ temperature measurements.

In the following, after describing the thermal characterization pro-
cess of PBF-LB/M Hastelloy X, the developed setup for thermocouple-
based temperature measurements during the build process is presented.
Next, a detailed FE thermal model of the PBF-LB/M process is in-
troduced and validated based on the in-situ measured temperatures.
Lastly, the 3D adaptive-local/global multiscale simulation strategy and

its reliability and computational gains are presented.
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Table 1
Nominal composition of the Hastelloy X powder (average particle size of 30 μm) in wt-% (supplied by Oerlikon AM).

Ni Cr Fe Mo Co W C Mn Si Cu Al Ti P S B

Balance 21.7 18.6 9 1.5 0.6 0.06 <0.75 <0.75 <0.5 <0.5 <0.15 <0.02 <0.02 <0.01
T
h
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Table 2
Process parameters used for PBF-LB/M of Hastelloy X samples.

Property Value

Laser power (W) 125
Laser spot size 𝑑laser (μm) 55
Powder layer thickness (μm) 30
Hatch distance (μm) 70
Scanning speed (mm/s) 700
Scanning strategy Bidirectional

2. Characterization of thermal properties

During the MAM process, the material is exposed to a wide range of
temperatures from the ambient level up to and above the melting point.
In order to reliably represent the thermal response during fabrication,
it is necessary to adopt a thermal material model that encompasses this
wide range of temperatures. In the following, the procedures employed
to measure the thermal conductivity and specific heat capacity of
the alloy used in this study are described, and obtained results are
compared with literature data.

Hastelloy X was chosen as the reference material in this study.
This corrosion-resistant nickel-based superalloy has great tensile and
creep performance at high temperatures, and is commonly used in PBF-
LB/M to produce high performance components for applications such
as gas turbines [20] and compact heat exchangers [61]. To measure
the thermal properties of the as-deposited alloy, various samples were
fabricated using commercially available gas-atomized Hastelloy X pow-
der (chemical composition provided in Table 1) in a Sisma Mysint 100
(Sisma S.p.A., Italy) machine. A bidirectional scanning strategy with
90◦ rotation between layers was applied. The process parameters are
reported in Table 2.

The thermal diffusivity of the alloy in the solid state was measured
based on the laser flash analysis (LFA) technique using a Netzsch
LFA 467 HT HyperFlash device. One side of a ⌀12.6 mm × 2.5 mm
disk was exposed to a light pulse from a Xenon flash lamp (250 V,
pulse width 600 μs) and the rise in temperature on the opposing side
was measured by an InSb infrared detector (detected area diameter of
2.8 mm, measurement time of 2.5 s). The measurements took place
under Ar atmosphere, with a heating rate of 5 K/min. At each temper-
ature the thermal diffusivity was determined as an average of 5 shots.
Between 20 ◦C and 450 ◦C a graphite coating was used to overcome
the insufficient emissivity at lower temperatures. In the 450 ◦C to
100 ◦C range, a sand-blasted surface was used to avoid unfavourable
eactions with the graphite coating at elevated temperatures. The val-
es of thermal diffusivity 𝐷(𝑇 ) were determined using an improved
ape-Lehman model [62,63] with pulse correction [64] that considers
ulti-dimensional heat loss and finite pulse widths.

Differential scanning calorimetry (DSC) was performed to determine
he enthalpy change 𝛥𝐻(𝑇 ) of the alloy from room temperature to
bove the melting point using small disks with ⌀5.2 mm × 1 mm

dimensions. The measurements were carried out on a Netzsch DSC 404
F1 high-temperature DSC apparatus at a constant heating rate of 20
K/min under Ar flowing atmosphere in the 30 ◦C to 1500 ◦C range. To

itigate the reaction between sample material and the crucible at ele-
ated temperatures, PtRh20 crucibles with Al2O3 liner were employed.

The heat flow as measured with DSC comprises the contribution of the
specific heat capacity 𝑐𝑝(𝑇 ) of the material as well as any enthalpy
hange 𝛥𝐻add(𝑇 ) caused by a material change upon heating, e.g., from
hase transitions, precipitation reactions and melting.

𝐻(𝑇 ) =
𝑇
𝑐p(𝜃)d𝜃 +

∑

𝛥𝐻add,𝑖(𝑇 ) (1)
3

∫𝑇ref 𝑖
hese effects can be combined by introduction of the effective specific
eat capacity 𝑐𝑝,eff such that:

𝐻(𝑇 ) = ∫

𝑇

𝑇ref

𝑐𝑝,eff(𝜃)d𝜃 (2)

he effective specific heat capacity below the melting point and the
nthalpy of fusion were determined using the sapphire method (i.e. by
onduction of reference measurements with sapphire disks) according
o ASTM Standard E1269–11. Ultimately, the specific heat capacity,
hermal diffusivity, and density were used to calculate the thermal
onductivity of the material according to 𝑘 = 𝐷 × 𝑐𝑝 × 𝜌 [62,63].

Fig. 1(a) compares the measured specific heat capacity with previ-
us reports for Hastelloy X [58–60]. The results show an exothermic
ffect in the 430 ◦C to 620 ◦C range, similar to an observation by Kim
t al. [65] for Alloy 600, which was attributed to an order–disorder
ransformation that strongly depends on the thermo-mechanical his-
ory of the material. They have reported this phenomenon for wa-
er quenched samples while slow furnace cooling after solution heat-
reatment caused the exothermic effect to disappear. In this context, the
iscrepancy between the DSC measurements of the current study and
hose provided by Ulan et al. [60] may be explained by the different
hermo-mechanical histories. The samples of the present study were
roduced by PBF-LB/M and thus experienced faster cooling-rates than
he samples investigated in [60] which were heat-treated and subse-
uently air-quenched. In Fig. 1(b) the calculated thermal conductivity
s compared with literature data [58–60]. The thermal diffusivity 𝐷 was
bserved to continuously increase with temperature up to 700 ◦C, but a

change in the slope of the thermal conductivity 𝑘 was observed between
400 ◦C and 600 ◦C. This effect is caused by the direct proportionality of
𝑘 to 𝑐𝑝 and the previously mentioned exothermic reactions in the DSC
measurements.

3. in-situ temperature measurements in PBF of thin-wall samples

To calibrate uncertain modelling parameters and validate the pre-
dictive capability of PBF-LB/M thermal simulations, it is crucial to
gather experimental data on the evolving temperature distribution
throughout the process. In this study, in-situ measurements using spot-
welded thermocouples were employed to obtain this information. The
experimental campaign dedicated to temperature measurements close
to laser tracks in PBF-LB/M of HX thin-wall structures and the results
obtained are discussed next.

Two thin-walls corresponding to 2 and 3 laser tracks in thickness
(denoted by sample T2 and sample T3, respectively) were printed up
to an initial height of 6mm using the process parameters provided in
Table 2. To allow for sensor installation, the build-plate was taken
out of the printing machine and two K-type thermocouple pairs were
spot-welded near the top and at the bottom of each thin-wall. The
build-plate was placed back in the machine and an additional height
of 2 mm was printed on top. During this stage, the signals from
the thermocouples were recorded at a frequency of 9.6 kHz using a
QuantumX MX840B amplifier. Information about the estimated time-
response of the sensors is provided in Appendix A. A schematic of the
setup and thermocouple placement configuration for sample T2 are
shown in Fig. 2.

The placement of thermocouples close to the laser tracks allowed
for measurement of higher temperature peaks and cooling rates com-
pared to those from [32] (see Fig. 2(c)). Through subsequent scanning
electron microscopy (SEM), the distance of thermocouple welds from

the first print interface were measured to be 150 μm and 500 μm for
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Fig. 1. Comparison of thermal properties of Hastelloy X samples, fabricated by PBF-LB, with reported values by Mills et al. [58], Haynes [59], and Ulan et al. [60]. (a) Effective
specific heat capacity with an inset showing the effect of latent heat of fusion in the solidus (1357.6 ◦C)–liquidus (1399.5 ◦C) temperature range. (b) Thermal conductivity.
Fig. 2. Overview of the setup and results obtained in the in-situ temperature measurement campaign. (a) Schematic of the geometrical dimensions used in the first and second
stage of printing. (b) A photo of sample T2 after attachment of thermocouples, before the second fabrication step. (c) Measured temperatures near the laser tracks (top) and the
base of the structures (bottom). The inset focuses on the first layer. The lower temperature peaks in sample T3 are attributed to farther placement of the thermocouples from the
laser tracks (500 μm versus 150 μm). However, the cooling curves between layer depositions are at a higher temperature level for T3 due to 50% nominal increase in deposited
thermal energy.
samples T2 and T3, respectively. The smaller sensor distance from the
laser tracks in T2 explains the higher measured temperature peaks for
this sample in Fig. 2(c). Towards the end of the measurements, sample
T3 reaches higher temperature levels due to greater heat accumulation
from scanning of 3 tracks instead of 2 per layer. These measurements
were used to assess the validity of the FE modelling framework in the
following section.

4. Finite element thermal modelling of PBF-LB/M

Although temperature measurements offer valuable information
about the evolving temperatures during the PBF-LB/M fabrication
process, they are time-consuming to perform and constrained to a single
spot per sensor. To overcome these limitations, FE thermal analysis can
4

be employed to simulate the PBF-LB/M process using the measured
properties described in Section 2, and calibrated based on in-situ
temperature measurements of Section 3. The modelling assumptions
and general setup of the developed FE thermal simulation framework
are outlined next, followed by a discussion on the calibration process
of the uncertain parameters.

Two models corresponding to samples T2 and T3 were created
to represent the observed temperature histories during the measure-
ments described in the previous section. To this end, the commercially
available FE software package Abaqus was used. The thermal energy
conservation law in continuum-based thermal modelling can be written
in the differential form as [55]:

𝜌𝑐 �̇� − ∇ ⋅ (𝑘∇𝑇 ) = 𝑞 (3)
𝑝 vol
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Fig. 3. The effective specific heat capacity 𝑐𝑝,eff and thermal conductivity 𝑘eff of
Hastelloy X, that were adopted based on measurement data for application in the
thermal simulations. The inset focuses on the solidus–liquidus temperature range.

where temperature 𝑇 is the time- and space-dependant variable, and
the volumetric heat generation term 𝑞vol represents the contribution of
the moving heat source. The material properties 𝜌, 𝑐𝑝, and 𝑘 are the
density, specific heat capacity, and thermal conductivity, respectively.
The temperature dependence of these parameters was defined based on
the outcome of the measurements in Section 2, with modifications that
are explained in the following.

The density 𝜌 was assumed to be constant and equal to the measured
value at room temperature 8352 kg∕m3 ±2% similar to [30,66]. Cor-
respondingly, the model geometry was configured based on measured
dimensions at room temperature. The temperature dependence of the
specific heat capacity 𝑐𝑝 in the 30 ◦C to 1500 ◦C range was determined
based on the DSC measurements. The measured enthalpy of fusion of
225 kJ∕kg was implemented using the apparent capacity method [67] via
a bi-quadratic increase in the effective specific heat capacity 𝑐𝑝,eff over
the solidus–liquidus range (i.e. Eq. (2)) similar to [33]. This effect is
denoted by dashed lines in Fig. 3. In order to reduce the non-linearity
of the material model and consequently decrease simulation times,
the solidus-liquidus temperature range was increased (𝛥𝑇solidification =
400 ◦C) wherever the accuracy of the results in the point of interest was
assured. While this simplification affects the simulations results in the
process zone, the far-field temperatures remain unchanged as shown in
Appendix B. Similarly, the exothermic effect observed around 500 ◦C
was applied as an equivalent decrease of 10.08 kJ∕kg in 𝑐𝑝,eff over the
temperature range of 430 ◦C to 620 ◦C.

The thermal conductivity 𝑘 was implemented with temperature-
dependence based on measurements of Section 2 in the 25 ◦C to 1100
◦C range as shown in Fig. 3. The conductivity at the solidus temper-
ature was linearly extrapolated from the data. For the liquid material
inside the melt-pool, convection by mechanisms such as Marangoni and
buoyancy enhances the distribution of thermal energy and contributes
towards temperature homogenization. In order to compensate for the
lack of fluid flow consideration and the resulting convective heat
transfer in the models, the thermal conductivity of the alloy above the
melting point may be artificially increased with respect to the value at
the solidus temperature [30,68]. Following [30], a factor of ×15 was
chosen in this study.

The volumetric heat generation term 𝑞𝑣𝑜𝑙 in Eq. (3) was assigned
using the Goldak heat source model [68] following previous works
5

Fig. 4. Schematic of the general Goldak double ellipsoid heat source model.

[13,34,47] which can be represented in the general form as:

𝑞𝑣𝑜𝑙 = 𝜂
6
√

3𝑓𝑓∕𝑟𝑃

𝑎𝑏𝑐𝜋
√

𝜋
exp

(

− 3𝑥2

𝑐2𝑓∕𝑟

)

exp
(

−
3𝑦2

𝑎2

)

exp
(

−3𝑧2

𝑏2

)

(4)

where 𝑥, 𝑦, and 𝑧 are the spatial coordinates in a moving Cartesian
system attached to the centre of the laser spot (see Fig. 4), 𝜂 is the
laser absorption coefficient, 𝑃 is the laser power, and 𝑓𝑓 and 𝑓𝑟 are
fractions of laser energy that are, respectively, absorbed in the front
and rear half of the ellipsoid, such that 𝑓𝑓 +𝑓𝑟 = 2. The parameters 𝑎, 𝑏,
and 𝑐 are the principle radii of the ellipsoid as shown in Fig. 4, and are
commonly calibrated based on measured melt-pool dimensions [37,38].
Since the melt-pool size could not be consistently measured for the
printed thin-walls in this study, the ellipsoid was simplified to a circle
with 𝑎 = 𝑐𝑓∕𝑟 = 𝑑laser∕2 similar to [31,39,47], and 𝑏 was chosen equal
to the powder layer thickness [39].

The heat transfer problem was resolved with the Abaqus/standard
solver. Based on a mesh sensitivity analysis provided in Appendix B,
hexahedral 8-node linear brick elements (DC3D8) with dimensions in
the 20 μm to 100 μm range were used. Time increment size was
primarily determined using the automatic incrementation algorithm of
Abaqus/standard based on the default convergence settings, notably a
maximum allowed residual heat flux of 0.5% and a 1% limit on nodal
temperature corrections. In order to take advantage of the lower sensi-
tivity of far-field temperatures to the discretization level (Appendix B),
the mesh was configured such that smaller elements were applied only
around the region probed by the thermocouples. Further measures
were taken to ensure that the solver uses smaller time increments
when the laser is near the probed regions, while larger increments
were allowed otherwise. More details of the adaptive time incrementation
method are discussed in Appendix C. Henceforth, models with these
considerations are referred to as probe simulations. It should be noted
that the reliability of the resulting temperature history is limited only to
the region of interest. Nevertheless, in the case of calibrating modelling
parameters based on thermocouple data, this approach provided the
necessary information at a lower computational cost.

Corresponding to Fig. 2(a), the T2/T3 samples were modelled as
10 × 6 × 0.17/0.22 mm3 assemblies, where the wall thicknesses were
determined based on SEM imaging. The built-in subroutines of the
Abaqus AM modeller plug-in were used to implement the moving heat
source, which were previously verified in [33]. The plug-in was also
used to implement 10 layer depositions based on the quiet element
method, where the elements of inactive layers do not contribute to the
calculations until activated by movement of the recoater.

The simulations started with initial room temperature (25 ◦C) over
the whole domain. The in-situ readouts from the bottom thermocouples
were assigned to the bottom surface of the structures as boundary
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Fig. 5. Schematic of the thin-wall geometry used to setup the FE model and its
boundary conditions, namely, the thermal load from the laser heat source, heat loss to
the powder bed based on Newton’s law of cooling, and bottom surface temperatures
assigned based on bottom thermocouple readings. The precise spot-weld location was
determined via SEM imaging, and an average over encompassing nodes was used to
compare simulation predictions with measurement data.

conditions. To reduce the computational efforts, properties for the top-
most deposited powder layer were considered similar to solid material,
as it is shown in Appendix B that such an approximation has little
influence on temperatures in the region of interest. Heat loss to the
powder-bed 𝑞𝑝 was implemented based on Newton’s law of cooling as
an equivalent convective heat loss ℎ𝑝 over all model surfaces (𝑞𝑝 =
ℎ𝑝(𝑇 − 𝑇amb), where 𝑇amb = 25 ◦C) similar to [29,30,69]. Li et al. [69]
showed that ℎ𝑝 varies with the thickness of the printed geometry,
and is expected to be over 20 Wm−2 K−1 for the ≈0.2mm thin-walls.
The second unknown and difficult to measure parameter was the laser
absorption coefficient 𝜂 which can vary in a wide range (30%–70%
for single-track PBF-LB/M of Hastelloy X [70]) for different process
parameters [70,71]. In this study, the experimental measurements from
sample T2 were used for calibrating 𝜂 and ℎ𝑝, while sample T3 was
used as an independent benchmark. Fig. 5 presents an overview of
the developed modelling setup. Probed regions were defined as the
locations of top thermocouple attachments in the conducted experiment
(Fig. 5(b)). The corresponding nodal temperature history over these
areas were averaged and compared with the experimental readouts.

A search in the parameter space for 𝜂 and ℎ𝑝 leads to 48% for the
absorption coefficient and 25 Wm−2 K−1 for the equivalent convective
heat loss to the powder-bed for reaching a good match with thermocou-
ple data. Fig. 6(a) shows the temperature histories for sample T2 based
on measurements and simulations with three different sets of 𝜂 and ℎ𝑝.
More combinations of 𝜂 and ℎ𝑝 values are provided in Appendix D,
where the sensitivity of calculated temperature histories to these two
parameters is demonstrated. While 𝜂 affected both the temperature
peaks and the cooling behaviour, the changes in peak values with ℎ𝑝
were small. Nevertheless, noticeable variations in the cooling portion
of the curves for different ℎ𝑝 were observed, which enabled fine-tuning
these parameters.

Regardless of the chosen value for ℎ𝑝, heat accumulation in the
samples was under-predicted by the models. That is to say, the sim-
ulations overestimated the cooled-down temperature at the end of first
layer deposition, while underestimating this quantity for higher layers.
6

Fig. 6. Comparison of FE-predicted temperature histories with measurements. (a)
Sample T2 thermocouple data was used to tune the uncertain parameters 𝜂 and ℎ𝑝. The
effect of changing these parameters is shown in the dotted curves for two additional
combinations. More examples are provided in Appendix D. (b) Comparison of the
measured temperature history on sample T3 with respective model predictions using
previously calibrated parameters.

This mismatch might originate from the simplification of conductive
heat loss to powder as simple equivalent convection, which could be
resolved by a more robust model via assuming temperature-dependent
ℎ𝑝(𝑇 ) similar to [72] or directly including powder elements around the
thin-walls.

As an independent benchmark, the calibrated model was used to
compare the simulation results with the experimental observations in
sample T3 as shown in Fig. 6(b). Generally, a good agreement can
be observed which demonstrates the effectiveness of the developed
modelling framework. However, the lower coefficient of determination
indicates that a change in the geometry leads to variations in heat
transfer conditions and consequently the temperature histories. There-
fore, the calibrated parameters are most representative of thin-wall
structures, and their extension to other geometries may be limited.

In terms of computational costs, using 12 threads of an Intel Xeon
processor, the simulation times for samples T2 and T3 were 6.1 and
10.4 h, respectively. The adaptive time incrementation approach out-
lined in Appendix C keeps the computational costs relatively low for
the present case-study, but often the temperature profiles over the
whole simulation domain is needed to perform, e.g., mechanical or mi-
crostructural analyses. The high computational cost of general-purpose
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FE thermal analysis of PBF-LB/M, particularly for larger simulation
domains, calls for a more efficient modelling approach. The follow-
ing section proposes a multiscale simulation strategy and discusses
the effectiveness of the method in providing the required thermal
information at a much lower computational cost.

5. Multiscale approach

FE thermal simulations can offer a comprehensive overview of the
temperature evolution within a component during the manufacturing
process. However, their high computational cost limits their practical
usage, particularly in applications such as parameter sensitivity studies,
or sequentially coupled modelling frameworks involving microstruc-
tural analysis and thermomechanical simulations. In such cases, a faster
and more efficient thermal model is necessary. A mesh sensitivity
analysis (described in Appendix B) reveals that the temperature pro-
files converge more quickly in the far-filed with mesh refinement,
compared to the process zone. In the following, a multiscale mod-
elling framework is introduced that leverages this attribute. A two-part
adaptive-local/global simulation framework is proposed to decrease
computational costs while maintaining numerical accuracy.

Since steep temperature gradients and fast cooling rates in PBF-
LB/M move with the laser-illuminated region, application of fine space
and time discretization in FE thermal modelling is necessary only at the
local vicinity of the process zone [55,73]. Therefore, a low-cost global
model with coarse discretization can calculate the temperature profiles
with adequate accuracy away from the laser interaction area (i.e., the
far-field region) as demonstrated in Appendix B. To compensate for the
loss of detail in the process zone, small-scale local simulations with fine
mesh and small time increments can be used to recalculate the temper-
ature values in the affected region. Eventually, combining the global
simulation results with the local corrections represents the temperature
history of an PBF-LB/M part at a significantly lower computational cost.
It is important to note that the accuracy of the far-field temperature
field in the global model does not depend on local simulations, which
eliminates the need for a complex two-way coupling link between the
two models. Furthermore, the one-way coupling allows for parallel
calculation of local models for different tracks/layers to make better
use of computational resources.

A schematic overview of the coupling between the two scales is
shown in Fig. 7. First, the global model is solved with coarse discretiza-
tion which provides reliable far-field temperatures that would be used
as boundary conditions in the local simulations. Then, a python script
is used to determine the activation time and spatial position of local
models based on the laser scan path. For each laser track, the initial
temperatures in the first local model are determined based on the global
results (Fig. 7(a)). In the next local models, the initial temperatures
are imported from the previous local model solution in the overlapping
region and the global model otherwise (𝛥𝑥local in Fig. 7(b)).

For numerical verification, the proposed approach was compared
with a reference model based on 3 layer depositions of sample T3
described in Section 4. To have reliable results for the whole domain,
the measures used in probe simulations discussed in Appendix C could
not be used, and uniform fine discretization with 103 μm3 elements
and ≈4 μs time increments were applied in the reference simulation.
This change led to a steep increase in computational costs, which
made this simulation too expensive (estimated to take over 500 h), and
thus necessitated a simplification involving neglecting the temperature-
dependence of the material properties. The constant material properties
were consistently used for both the reference and multiscale models.
In the multiscale framework, the global model used average time
increments of 20 μs and brick elements with minimum ≈22 μm × 50 μm
× 30 μm size based on a mesh sensitivity analysis similar to Appendix B.
The element size in the global model was further constrained by the
laser-spot radius along its width, and the powder layer thickness for
the vertical dimension. On the other hand, the local models used 103
7

Fig. 7. Overview of the adaptive-local/global multiscale modelling framework. (a)
Python scripts were used to run the global simulation, define the sequence of local
models, and run the local simulations using the Abaqus solver (IC: Initial conditions,
BC: Boundary conditions). (b) Schematic representation of the coupling between local–
global simulations. The local models follow the heat source and re-calculate the
temperature profiles in the process zone using boundary conditions based on the global
results.

μm3 elements similar to the reference setup, with a 0.32 mm × 1.4 mm
× 0.3 mm domain size around the laser.

With above considerations, the reference calculation lasted 151.4 h
on an 18-core Intel Xeon Gold 6150 processor using a Linux-based
installation of Abaqus 2021. On the other hand, the global simulation of
the multiscale approach took only 1.2 h using the same computational
resources. To use the multi-core processor efficiently, the local models
were divided into 9 batches (corresponding to the laser tracks) and
were solved in parallel. With this approach, all 900 local simulation
were finished after 2.6 h. Overall, the proposed strategy decreased the
computational time by a factor of 40. An even higher computational
cost reduction is expected for larger simulation domains. Table 3
provides more details about the simulation parameters.

Fig. 8 compares the calculated temperature profiles from the two
approaches at the start, middle and end of the process. The maximum
observed error in the multiscale approach was 11 ◦C which is negligible
in comparison with the calculated temperature values in the range of
25 ◦C to ca. 2800 ◦C. Therefore, the developed multiscale simulation
strategy provides excellent accuracy with respect to the conventional
modelling approach while significantly cutting back on computation
times.
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Fig. 8. Comparison of the combined local–global temperature distributions with a reference FE model employing fine discretization over the entire laser-scanned region. (a,b,c)
The multiscale temperature profiles in the beginning of layer 1, middle of layer 2, and towards the end of the layer 3, respectively. (d,e,f) The difference 𝑇multiscale − 𝑇reference
between the two solutions outlined in figures a, b, and c.
Table 3
Model parameters used for numerical verification of the multiscale approach.

Property Value

Laser power (W) 125
Absorption coefficient 𝜂 (%) 50
Powder layer thickness (μm) 30
Hatch distance (μm) 70
Scanning speed (mms−1) 700
Scanning strategy Unidirectional

Material properties
Thermal conductivity (Wm−1 K−1) 50
Specific heat capacity (J kg−1 K−1) 486
Density (kgm−3) 8220

Goldak parameters
𝑎 (μm) 40
𝑏 (μm) 60
𝑐𝑓 (μm) 60
𝑐𝑟 (μm) 240
𝑓𝑓 (–) 0.4
𝑓𝑟 (–) 1.6

To show the versatility of the multiscale method, it was adopted
for modelling the 10-layer deposition process of sample T3 with con-
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sideration of temperature-dependent material properties introduced in
Section 4. Additionally, the measured solidus-liquidus range of 42 ◦C
was used in the local models to ensure the reliability of tempera-
ture predictions in the process zone. Fig. 9 compares the predicted
temperature profiles from the multiscale simulation at the thermo-
couple location in sample T3 with calculations of Section 4 and the
experimental measurements. The multiscale approach shows the same
temperature history as probe simulations with similar experimental
relevance. It is worth mentioning that combining such level of detail
with uniform fine discretization over the whole domain would result
in extremely long simulation times upwards of hundreds of hours.
Even with the laser-adaptive time incrementation measures described
in Appendix C, the probe simulation took 10.4 h to provide a reliable
temperature history over a small limited volume, while the multi-
scale approach resolved the entire domain in about half the time at
5.6 h. Table 4 provides an overview of the adopted discretization and
computational cost of the models.

Overall, the two series of simulations performed in this section
emphasize the large impact of discretization on the computational
cost of FE thermal analysis in PBF-LB/M. In both cases, the adaptive-
local/global approach significantly reduced simulation times without
compromising the accuracy of the results. For accessibility, the scripts
and input files used for this study are readily available under https:
//github.com/HighTempIntegrity/Ghanbari_Multiscale2023. It should
be noted that in verification of the multiscale approach, a simple
unidirectional scanning strategy was examined. Further development is
required for modelling complex scanning strategies to enhance transfer

https://github.com/HighTempIntegrity/Ghanbari_Multiscale2023
https://github.com/HighTempIntegrity/Ghanbari_Multiscale2023
https://github.com/HighTempIntegrity/Ghanbari_Multiscale2023
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Table 4
Overview of the discretization level and computational costs of models used in
verification and validation of the multiscale approach.

Model Elementa (mm3) Incrementb (μs) Run time (h)

Verification with constant properties for 3 layers

Reference 10 × 10 × 10 2 to 6 151.4
Locals 10 × 10 × 10 2 to 6 2.6
Global 22 × 50 × 30 20 1.2

Validation with temperature-dependent properties for 10 layers

Probe 20 × 50 × 30 50 to 1000 10.4
Locals 10 × 50 × 30 1 to 10 5.0
Global 36 × 100 × 30 80 to 1400 0.6

aThe average size of brick elements in the heated region in terms of width (hatch
direction) × length (scan direction) × height (build direction).
The approximate range of time increments for when the laser heat source is active.

Fig. 9. Comparison of temperature profiles predicted with the multiscale approach
at the thermocouple location in sample T3 with experimental measurements and the
outcome of probe simulation, indicating the reliability of the multiscale method.

of information between global and local models and among consecutive
locals models.

It is worth mentioning that the local models form a series of well-
defined thermal problems that share the same mesh and time-span
but differ only in their initial and boundary conditions. Based on this
work, it might be possible to define a numerical surrogate for the local
models that is trained based on a limited sample set, as demonstrate
for 2D in [74]. By replacing the local FE models with the computation-
ally cheap numerical surrogate, computational costs of the multiscale
modelling strategy would be further reduced. This improvement would
allow for thermal analysis of larger PBF-LB/M parts, with the ultimate
goal of high-fidelity simulations at the component-scale.

6. Concluding remarks

Reliable and efficient heat transfer models are an integral com-
ponent of sequentially coupled simulation frameworks for MAM pro-
cesses. This study explored this topic through a combination of exper-
iments and numerical model development. An overview of obtained
results is provided in the following.

To create reliable thermal simulations for the PBF-LB/M process,
and minimize uncertainties stemming from differences in the physi-
cal properties between PBF alloys and conventionally manufactured
counterparts, the specific heat capacity and thermal conductivity of as-
deposited Hastelloy X were directly characterized. While the thermal
9

conductivity values showed little difference with respect to literature
Fig. A.1. Effect of thermocouple response lag using different time-constants on
simulated temperature histories. 𝜏 = 1 ms results in the closest match between the

odel predictions and measurements.

ata, a rare exothermic effect was observed in the 430 ◦C to 620 ◦C
temperature range in differential scanning calorimetry of this alloy.

Furthermore, it was essential to gather in-situ information about the
temperature histories occurring during the printing process to calibrate
uncertain modelling parameters, and assess the validity of simulation
predictions. To reach this objective, an experimental campaign was
designed to measure the temperature history close to laser tracks
during the fabrication of thin-wall structures. The printing process was
interrupted to remove the samples from the build chamber and spot-
weld K-type thermocouples to the thin-walls. Then, the instrumented
samples were placed back in the printing machine, where temperature
peaks up to 560 ◦C during multiple layer depositions were measured
with a high temporal resolution (104 μs).

Representative models of the experiments were created in the
Abaqus FE software package. Special measures were adopted to re-
duce the computational costs by limiting the model accuracy to the
region probed by the thermocouple. To achieve this, an adaptive time
incrementation routine was implemented in Abaqus, which sped-up
simulations for calibrating two unknown modelling parameters, namely
the laser absorption coefficient and an equivalent powder-bed heat
loss coefficient. Once calibrated, the model could closely match the
measured temperature history during laser scanning of the 2-track thin-
wall structure. Validation based on the recorded thermal history on the
3-track thin-wall showed good accuracy with only a marginal increase
in errors.

In the last part of this work, the setup and verification of a mul-
tiscale modelling approach for reducing the computational cost of
thermal FE simulations were presented. It was shown that the far-
field temperature histories can be well represented by relatively coarse
decortication in a global model. For process zone temperatures, local
simulations with fine discretization were created that imported the
far-field global results as boundary conditions, and re-calculated the
high-gradient temperature profiles. Thus, instead of solving a single
finely discretized simulation, the proposed method used one low-cost
global model, and a series of small-scale local simulations. Compar-
isons with a reference FE simulation with uniform fine discretization
showed that the numerical accuracy of the temperature field could
be preserved, while the simulation times were reduced by a factor

of 40. In summary, separation of scales to adaptive-local and global
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Fig. B.1. Sensitivity of simulated temperature distributions to various modelling assumptions. (a) The example geometry used to run the sensitivity analysis. Temperature
distributions are plotted over the probed path at the end of laser-scanning a 2mm track. (b) Variations in the solidification range. (c) Variations in element size with material
properties outlined in Fig. 3. (d) Variations in element size with material properties outlined in Table 3. (e) Convergence of peak temperature value with refined mesh size in
figures c and d. (f) Effect of reduced heat conduction to deposited powder layer.
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Fig. D.1. Effect of changes in laser absorption coefficient 𝜂 and equivalent convective powder-bed heat loss factor ℎ𝑝 on simulated temperature histories. (a) Variations in 𝜂 shift
the entire temperature profiles, and more notably the peak temperatures as shown in (b), which zooms on the first layer. (c) Changing ℎ𝑝 has a noticeable effect on the cooling
ortion of the curves, as further highlighted in (d), which focuses on the 10th deposited layer.
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odels could significantly reduce the computational cost for reaching
esh-independent results.
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ppendix A. Time response of the thermocouples

In measuring highly dynamic temperature changes using thermo-
ouples with a high sampling frequency, a delay with respect to the
rue temperature is expected due to the time needed for heating up the
unction. In this study, thin K-type thermocouple wires with a diameter
f 130 μm were used to reduce this effect. To estimate the time-constant

https://github.com/HighTempIntegrity/Ghanbari_Multiscale2023
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of the measurement set-up, different time-constants 𝜏 ∈ (0, 1, 2) ms
were assumed and the equivalent delayed temperature changes from
the FE simulation were calculated as shown in Fig. A.1. Similar to
other studies where thin-wire thermocouple pairs were attached to
the measurement surface, the time-constant is estimated to be on the
order of magnitude of a few milliseconds [75,76]. However, the time
lag in thermocouple response was not taken into consideration in this
study for comparison of temperature histories from simulations and
measurements for simplicity.

Appendix B. Sensitivity analysis

A 2.2 × 2 × 0.2 mm3 assembly (Fig. B.1(a)) similar to the examined
thin-walls in this study, was used to investigate the influence of so-
lidification range and mesh size on the predicted temperature field. In
Fig. B.1(b), the temperature profiles over the laser scan path (red line in
Fig. B.1(a)) are shown for difference values for the solidification range
from 42 ◦C to 400 ◦C. Increasing this parameter results in smoother
temperature profiles (lower gradients) around the melting point as
the latent heat is released over a wider temperature range, but the
values remain unaffected at other temperature levels. In Figs. B.1(c)
and B.1(d) the model was solved with various mesh refinements using
the proposed material model in Section 4, and the constant properties
of Section 5, respectively. In both cases the results quickly converge
for elements below 503 μm3 in the far-field. For reaching mesh inde-
pendency in the near-field, 103 μm3 elements are required as shown
n Fig. B.1(e). In Fig. B.1(f), the thermal conductivity of the powder
ayer is reduced to 2% of the solid state and compared with the fully
olid scenario. The reduction in heat dissipation with powder has minor
mpact on the developed temperatures.

ppendix C. Adaptive time incrementation

In FE thermal analysis of the PBF-LB/M process, small time in-
rements are required to capture the transient and steep temperature
radients in the process zone. However, since the validation of the
imulation framework was based on in-situ temperature measurements
t a single location, applying fine incrementation was only needed
hen the laser was near the thermocouples and larger increments

ould be used elsewhere. To control time increment size in Abaqus
he USDFLD subroutine was used. A Fortran subroutine assessed the
istance of the laser centre with respect to the thermocouple location
nd defined a maximum allowed time increment based on the following
quation:

𝑡𝑙𝑖𝑚𝑖𝑡 = [(
𝑥𝑟𝑒𝑙
𝑎

)2 + (
𝑦𝑟𝑒𝑙
𝑏

)2 + (
𝑧𝑟𝑒𝑙
𝑐

)2] × (𝛥𝑡𝑚𝑎𝑥 − 𝛥𝑡𝑚𝑖𝑛) + 𝛥𝑡𝑚𝑖𝑛 (C.1)

here 𝑎 = 5 mm, 𝑏 = 1 mm, 𝑐 = 1 mm determine the size of an ellipsoid
entred on the probe point. The upper limit of time increment at the
oundary of the ellipsoid was set to 𝛥𝑡𝑚𝑎𝑥 = 2 ms with a linear decrease
owards the centre reaching a minimum value of 𝛥𝑡𝑚𝑎𝑥 = 0.05 ms. At
ach solution increment, when size of the current time increment was
maller than the above limit, the ratio 𝛥𝑡𝑙𝑖𝑚𝑖𝑡∕𝛥𝑡𝑐𝑢𝑟𝑟𝑒𝑛𝑡 was assigned to
he PNEWDT parameter to reduce the increment size. It should be noted
hat this approach does not compromise the convergence criteria in
baqus standard/implicit. If convergence is not reached, a smaller time

ncrement is applied automatically.

ppendix D. Calibration sensitivity

For finding the best fit between the calculated temperature history
nd the measured data from the thermocouples, simulations using
arious combinations of 𝜂 and ℎ𝑝 were conducted. Fig. D.1, shows
he high sensitivity with respect to the laser absorption coefficient,
pecifically in peak temperature as demonstrated in Fig. D.1. However,
n case of ℎ𝑝 the changes in peak temperatures are relatively small as
een in Fig. D.1. Nevertheless, the cooling portion of the curves changes
12

oticeably as shown in Fig. D.1.
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