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ABSTRACT
The dissolution behavior of calcium aluminosilicate based glass fibers, such as stone wool fibers, is an important consideration in mineral
wool applications for both the longevity of the mineral wool products in humid environments and limiting the health impacts of released and
inhaled fibers from the mineral wool product. Balancing these factors requires a molecular-level understanding of calcium aluminosilicate
glass dissolution mechanisms, details that are challenging to resolve with experiment alone. Molecular dynamics simulations are a powerful
tool capable of providing complementary atomistic insights regarding dissolution; however, they require force fields capable of describing not-
only the calcium aluminosilicate surface structure but also the interactions relevant to dissolution phenomena. Here, a new force field capable
of describing amorphous calcium aluminosilicate surfaces interfaced with liquid water is developed by fitting parameters to experimental and
first principles simulation data of the relevant oxide-water interfaces, including ab initio molecular dynamics simulations performed for this
work for the wüstite and periclase interfaces. Simulations of a calcium aluminosilicate surface interfaced with liquid water were used to test
this new force field, suggesting moderate ingress of water into the porous glass interface. This design of the force field opens a new avenue for
the further study of calcium and network-modifier dissolution phenomena in calcium aluminosilicate glasses and stone wool fibers at liquid
water interfaces.
© 2023 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license
(http://creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/5.0164817

I. INTRODUCTION

Calcium aluminosilicate (CAS: CaO–Al2O3–SiO2) glasses are a
family of materials comprising an amorphous network of aluminum,
silicon, and oxygen, in which calcium acts as a network modifier.
Of particular interest is stone wool fiber, an amorphous CAS-based
material that is used for many applications such as products for
thermal and acoustic insulation of buildings, facade claddings, fire
protection, and, in addition, growing substrates in the horticultural
industry and urban water management solutions. Understanding
and controlling the dissolution behavior of such stone wool fibers
in humid environments is a critical aspect in applications for both
ensuring product stability under humid conditions and limiting

the health impacts of released respirable fibers during handling of
the product in various workplaces (i.e., production, installation,
and demolition). Despite experimental interrogation,1 a complete
understanding of dissolution for the more complex stone wool fiber
composition has yet to be achieved, due in part to current limita-
tions in simulation approaches. Determination of the atomic-scale
surface structural features of CAS glass fibers is, therefore, a key
step in predicting the dissolution behaviors of these materials. How-
ever, this task is not readily addressed using experimental efforts
alone, and atomic-scale molecular dynamics (MD) simulations can
provide powerful and complementary insights into the character-
istic interfacial structural features of glasses relevant to dissolution
phenomena.2,3
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The dissolution free energies of network modifiers from the
glass interface are a critical aspect of the complete dissolution
behavior of CAS glasses,1 and can be explored using classical MD
simulations with free energy perturbation methods.4,5 The verac-
ity of the outcomes produced by MD simulations rests in part on
the mathematical expressions and their corresponding parameter
sets, referred to collectively as a force-field (FF) to model inter-
particle interactions. FFs exist on a spectrum of system suitability
and capability, where one typically must trade the complexity of the
description with computational cost. Reactive FFs, i.e., FF capable of
forming and breaking covalent bonds, based on the ReaxFF frame-
work,6 have been developed for several elemental subsets of the CAS
composition, e.g., Ca/Al/H/O/S for hexacalcium aluminate trisul-
fate hydrate,7 Si/O for silicon oxides,8 Ca/O/H for calcium oxides,9
among others.10–12 Although a combination of some of these para-
meter sets has previously been used to study structural details of
calcium aluminosilicate hydrates,13 this approach lacks robust para-
meter benchmarking in addition to being computationally expen-
sive and, therefore, is not viable for simulation of many-thousand
atom CAS glass–liquid water systems on the timescale of tens of
nanoseconds.

Non-reactive FFs that employ simpler two- and three-body par-
ticle interactions are a computationally efficient alternative for both
modeling bulk glasses and the glass–water interface. In principle, it
is possible to combine a FF for liquid water and several FFs that are
able to describe CAS glasses, although in practice, the intended task
of calculating the dissolution free energy of the network modifier
Ca2+ ions from the surface can impose restrictions on how this can
be achieved. For example, CLAYFF14 would, in principle, provide a
description of CAS glass; however, CLAYFF supports several differ-
ent partial charge values for Ca2+ that depend on its surrounding
environment. In practical terms, this is problematic for calculating
the free energy of dissolution because the required transit of the ion
from the solid to the liquid cannot involve a change in the partial
charge of the dissolved ion.

The Guillot–Sator (GS) FF15 is a non-reactive and non-
polarizable FF developed specifically to model basaltic melts (not
solid glass) relevant to CAS and stone wool compositions, and
has previously been used by Turchi et al.16 to study various CAS
glass compositions related to stone wool fibers. The GS FF has the
added advantage of parametrization that provides for the simula-
tion of stone wool fiber composition, notably featuring parameters
allowing the incorporation of Mg2+, Fe2+, Fe3+, Na+, and K+ into
CAS-like compositions, where other similar FFs currently lack this
provision.17,18 Turchi et al. reported that the GS FF provides an
adequate structural description of bulk CAS glass, predicting, e.g.,
defect concentrations, proportion of linkage types, and ring size
distributions in agreement with experiment. Although the GS FF
partial charge description does not permit the calculation of abso-
lute dissolution free energies, relative dissolution free energies of the
various CAS ion complexes can provide insights regarding the rela-
tive free energies of dissolution between differing ion environments
in the glass. However, the GS FF does not currently support any
description of water, which is needed for the purposes of describ-
ing the aqueous CAS glass (or stone wool fiber) interface and is
essential for using simulation to predict the dissolution traits of these
materials.

Several FFs have been developed to study the aspects of the
amorphous silica (SiO2) under humid conditions. Early MD simu-
lations of glassy silica-water systems reported by Feuston and Garo-
falini19 explored the effect of atmospheric water vapor on the silica
surface chemistry using a specially developed silica + hydrogen FF20

in conjunction with the central force water model.21 The authors
interfaced silica surfaces freshly cleaved from the bulk with water at
low concentration, finding that defects such as non-bridging oxygen
(NBO), two- and three-member rings, and undercoordinated sili-
con, were more prominent in water-exposed surfaces compared to
those prepared in vacuum. Cruz-Chu et al.22 reported simulations
of water permeation through amorphous silica nanopores using a
FF where water data were fit to experimental water contact angles
on amorphous silica surfaces and denoted the “CHARMM water
contact angle (CWCA) FF.” Mahadevan and Garofalini23 developed
a dissociative water model24 to use in conjunction with an amor-
phous silica FF25 to study the chemisorption of water on the silica
surface at low water concentrations. Hassanali and Singer26 reported
MD simulations of an amorphous silica interface with liquid water
by incorporating the SPC/E water27 model into the van Beest,
Kramer, and van Santen28 silica FF. A biomolecular-compatible FF
for silica-water interactions was developed by Butenuth et al.,29 suit-
able for both charge-neutral and deprotonated amorphous silica
surfaces. Leroch and Wendland30 compared the results of several
FFs, including ReaxFF, using MD simulation to quantify the adhe-
sion of hydroxylated amorphous silica plates in the presence of
liquid water. Others have also used these FFs to study wet silica31–33

and silica-based glasses.12,34,35 Among these MD simulation efforts,
density-functional tight binding theory, first principles quantum
chemistry calculations, and ab initio MD simulations have also been
used to elucidate water chemistry at silica surfaces.36–40

More recently, a force matching algorithm has been used to
parameterize a more computationally efficient FF for both dry and
hydrated CAS with up to 30 mol. % water content.41 The authors
reported that their FF was able to adequately capture local Ca2+ envi-
ronments and dynamics in both the dry and wet CAS, as well as in
liquid water, while reasonable Al behavior proved more challenging
to capture due to limitations in the functional forms of the FF. This
new FF seems promising, although the authors did not report on the
structure or dynamics of liquid water, factors that are significant in
the modeling of CAS surfaces interfaced with liquid.

Here, a new FF has been developed to study the dissolution
behavior of amorphous CAS glass surfaces immersed in liquid water,
denoted herein as “wet-GS.” Building on the GS FF15 that can be
used to describe interactions of the CAS, the wet-GS FF extends this
by incorporating the SPC/E model27 for liquid water. A combination
of experimental and first-principles quantum chemical data for sev-
eral oxide-water interfaces was used to parameterize the wet-GS FF.
Data for the aqueous interfaces of quartz, corundum, lime, wüstite,
and periclase were used to fit water-CAS and water-stone wool inter-
actions. In the cases of quartz and corundum, literature data were
available for the purposes of parameter fitting. However, for the
wüstite- and periclase-water interfaces, no such data were available
in the literature. In these two instances, ab initio MD (AIMD)42,43

simulations were performed in this work to predict interfacial sol-
vent structuring at the oxide-water interface, and subsequently, these
data were also used in the fitting process. Once obtained, the new
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wet-GS FF was applied in MD simulations of a typical CAS glass-
water interface, revealing atomic-scale details of the incipient stages
of moisture exposure. The wet-GS FF allows for future study of rela-
tive network modifier dissolution free energies present in CAS-based
glass fibers, as well as dissolution of the glass network itself.

II. METHODS
A. General simulation details

All MD simulations were performed using the Large-scale
Atomic/Molecular Massively Parallel Simulator (LAMMPS) soft-
ware package,44 with an integration timestep of 1 fs. Non-bonded
interactions were truncated and shifted at a distance of 10 Å,
unless otherwise stated, and electrostatic contributions were cal-
culated using the particle–particle particle-mesh method.45 Sim-
ulations performed using the NPT (constant particle, pressure,
the temperature) ensemble employed the anisotropic Nosé–Hoover
thermostat–barostat46 to control system temperature and pressure,
with τ = 0.1 ps and a pressure damping parameter of 1 ps. Sim-
ilarly, simulations using the NVT (constant particle, volume, and
temperature) ensemble employed only the Nosé–Hoover thermostat
using the same τ value. The OVITO software package47 was used to
visualize the trajectories.

AIMD simulations of the wüstite- and periclase-water
interfaces were performed using the CP2K software package.48

These calculations employed full periodic boundary condi-
tions, with electron correlation and exchange treated using the
Perdew–Burke–Ernzerhof49 variant of the generalized gradient
approximation. Specific details of these simulations are provided in
the supplementary material. Electronic structure calculations of iron
oxides are particularly challenging to describe with conventional
density functional theory (DFT) approaches due to the highly corre-
lated nature of the iron d orbital electrons50 in such materials. Here,
the DFT+U correction method51 with an effective U = 3.7 eV was
used for iron, which has previously been used to study iron oxide
and related metal-oxide systems.51–53 Fully periodic cells of these
interfaces were modeled using the NVT ensemble, thermostated
to 330 K via the Canonical sampling through velocity rescaling
algorithm,54 to overcome the overstructuring of water at 300 K
inherent to AIMD methods.55 Dynamics were run for a total of 12
and 17.5 ps for periclase and wüstite, respectively. Density profiles
were calculated by sampling frames every five timesteps, for a total
of 4830 and 700 frames for periclase and wüstite, respectively.

B. Parametrization of the wet-GS FF
Simulation of the CAS-water interface requires a FF capable

of simultaneously describing interactions inherent to the surface-
terminated CAS glass slab, liquid water, and the interaction between
the two. To preserve the CAS glass network (which was produced
using the GS FF), the SPC/E water model was combined with
the original GS FF by fitting the CAS-water cross-terms to data
sourced for several oxide-water interfaces. Hydroxyl terms were also
required in the wet-GS FF since it is physically reasonable to expect
the presence of surface hydroxyls on a cleaved CAS glass surface
exposed to water. The combination of the GS, SPC/E, and Morse
potentials was chosen because of the specific requirements of each
of the components of the interfacial system, namely the glass, liquid,

and surface hydroxyls, respectively. To elaborate, the Buckingham
potential is used for the glass material because use of a Lennard-
Jones potential for the glass would lead to serious and incorrect
structural reorganization of the glass network, and the GS poten-
tial is based on the Buckingham form. The SPC/E water potential is
described by the Lennard-Jones potential and is again fine-tuned for
performance in describing liquid water. Finally, the Morse potential
was found to be essential for satisfactory description of the surface
hydroxyls and follows a similar philosophy used in the development
of the CLAYFF force-field. All FF parameters are reported in the
supplementary material.

Five oxide-water interfaces were modeled to parameterize the
calcium, aluminum, silicon, iron, magnesium, and oxygen GS-water
cross terms: lime, quartz, corundum, wüstite, and periclase, respec-
tively. For these systems, non-bonded interactions were truncated
and shifted at a distance of 10 Å. Although iron and magnesium
are not present in the CAS composition studied in the current
work, both can be found in related stone wool fiber materials,
which are targets for future investigations. FF parameters were fitted
by comparing interfacial water structuring data at the oxide-water
interface against various experimental and DFT data reported in the
literature.

In the case of wüstite and periclase, AIMD simulations of oxide-
water interfaces were performed because no data related to these
aqueous interfaces are currently available in the literature. It is reiter-
ated here that the GS FF was not designed to model solid crystalline
systems (it was designed to model melts); therefore, these crystalline
oxide-water interface simulations were performed only as a means
to fit the glass-water cross terms.

Parameters to describe the interactions between surface
hydroxyls, water, and the GS FF were fit using vertical density pro-
files at the crystalline oxide-water interface (i.e., along the direction
normal to the surface plane). Initial parameters were based on those
published by Armstrong et al.56 Since the forms of the potentials
used in this work are similar, this resulted in minor adjustments
of the parameters, which were fitted manually. The initial struc-
tures of the oxide-water interfaces were prepared by packing water
molecules in a spatially randomized fashion into the vacuum gap
along the z dimension of the unit cell (perpendicular to the oxide
surface plane). MD simulations for lime, quartz, and corundum were
performed in the NPT ensemble at 300 K and 1 atm of pressure. The
wüstite and periclase surfaces were not structurally stable using the
GS FF (consistent with the fact that GS is not designed to model
crystalline materials), and as such, the oxide atoms were restrained
to their crystal lattice sites using harmonic functions with a force
constant of 1 eV/Å2 to stabilize the crystal structure. These simu-
lations were carried out in the NVT ensemble at 300 K, with the
z dimension of the simulation cell adjusted to recover the appro-
priate liquid water density in the bulk water region of 0.0334 Å−3.
The oxide-water interfaces were then subjected to 1 ns of dynam-
ics. Full simulation details for each system can be found in the
supplementary material.

Density profiles were calculated using frames collected every
1 ps over the final 950 ps of dynamics sampling for a total of 950
frames, thereby allowing the cell dimensions to equilibrate prior
to the calculation. An approximate bin width of 0.1 Å was used,
noting that the specific bin width varied slightly as the cell dimen-
sions fluctuated during NPT simulation. Silanol and aluminol angle
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distribution data for the quartz- and corundum-water interfaces,
respectively, were also calculated using the same trajectory interval
and sampling rate.

C. Calcium aluminosilicate-water interface
simulations

A sample of bulk CAS glass was prepared as per the methodol-
ogy of Turchi et al.,16 and the composition used herein corresponds
to “CAS1,” i.e., 43.5 mol. % CaO, 13 mol. % Al2O3, and 43.5 mol. %
SiO2. A brief summary of the CAS glass slab creation process is pro-
vided herein. The compositions of both the bulk and resultant CAS
glass slabs after surface termination are presented in Table I. The
first stage in preparing the CAS glass slabs is the surface creation and
annealing from the bulk. Details of the process for creating the bulk
material have been reported by Turchi et al.,16 and a full descrip-
tion of the surface creation protocol, including sensitivity analysis of
the surface creation parameters, will be provided in a future report.
Note that the CAS glass slab structure used for the current study
was created solely for the purposes of testing the CAS-water inter-
facial structure. A more in-depth study regarding CAS glass surface
creation computational protocols is currently in preparation.

The bulk CAS glass model comprised ∼5000 atoms in a fully
periodic orthorhombic cell of approximate dimensions 50 × 50
× 50 Å3. A slab ∼25 Å thick was cut from this bulk glass sample, and a
vacuum gap was introduced along the z unit cell dimension, creating
two unique CAS surfaces normal to the z direction. Atoms located
in the central bulk region of this slab were then frozen while the free
surfaces (defined by the top ∼9 Å of the slab exterior) were annealed
at 1500 K prior to being cooled to 300 K at a rate of 2.25 K ps−1.
The CAS glass slabs in this state will be herein referred to as non-
treated slabs. These non-treated slabs were stable under anisotropic
NPT MD simulation dynamics with the vacuum gap maintained in
place.

The non-treated slabs were then subjected to a surface termina-
tion procedure to more realistically capture the structure of the CAS
glass surface upon exposure to ambient humidity. This procedure
was a three step process in which (i) atoms that define the surface
atomic sites on the CAS surfaces were identified, (ii) all non-bridging
oxygen (NBO) atoms at the surface sites were protonated, and (iii)
all surface-exposed two- and three-member rings were opened by
removing one ring oxygen and hydroxylating the ring atoms that
were coordinated with the deleted oxygen. To define the CAS sur-
face, a spatial grid normal to the z was established with a bin width
of 5 Å in both the x and y dimensions. The bounding z coordinates
of the slab were then calculated for each bin, using the lowest and
highest CAS atom positions to define the bottom and top surfaces,
respectively.

TABLE I. Composition percentages and total number of atoms of the bulk, and
surface treated CAS glass slab.

Ca Al Si O H
No. of
atoms

Non-treated slab 15.4 9.2 15.4 60.0 0.0 5585
Treated slab 12.5 8.9 14.9 58.3 5.4 5783

Using the above-mentioned definition of the top and bottom
CAS glass slab surfaces, all NBO within a depth of 2 Å of the sur-
faces were protonated. Hydrogen atoms were assigned a charge of
0.4725 e, which is half the magnitude of the oxygen charge as per
the original GS FF. A key consideration was the maintenance of the
charge neutrality of the system, and to this end, only an even num-
ber of NBOs were protonated, NNBO ensuring that charge neutrality
could be maintained by NNBO/2 Ca atoms (since the charges of the
calcium and oxygen atoms in the GS FF are related). The Ca atoms
flagged for removal were randomly selected so as to not introduce
spatial charge concentrations by favoring Ca removal in either the
bulk or at the surface. At this stage of the procedure, the CAS slab
also contained 15 free oxygen atoms, which were removed in addi-
tion to a further 15 randomly selected Ca atoms (again for charge
neutrality maintenance). In total, 246 surface NBOs were proto-
nated, and a total of 138 Ca atoms were removed from the slab
during the surface termination procedure (Table I).

In the final stage of the procedure, two- and three-member
rings at the surface were opened and hydroxylated. Surface rings
were defined to be a ring with any ring-member atom within a sur-
face depth of 2 Å of either the top or bottom surfaces. The selection
of the oxygen to be removed was determined by a pair of hierarchi-
cal conditions: (i) the lowest coordinated oxygen, and (ii) the oxygen
closest to the defined surface level. For example, considering a ring
comprising two oxygen atoms, for the choice between one ring oxy-
gen atom having a lower coordination number and a location further
away from the surface vs another with a higher coordination num-
ber closer to the surface, the former would be selected. These criteria
were devised with the intent to open the ring at the weakest part of
the network structure, as it is expected that under ambient air con-
ditions, the least-bound oxygen would be the likely location of the
ring opening event. Since the ring is opened via oxygen removal,
the two connecting ring atoms are then hydroxylated, resulting in a
net zero change in total system charge. A total of three two-member
and thirty three-member rings were opened on both slab surfaces.
The surface treatment process resulted in an approximate hydroxyl
surface density of 7 nm−1.

As 138 Ca atoms were removed from the surface-terminated
slab, the system needed to be carefully relaxed to an equilibrium state
in vacuum prior to interfacing with liquid water. Installed hydroxyls
(including the protonated NBO) were restrained at their positions
with temporary harmonic bonds, with force constants and bond
lengths tuned to recover the approximate GS interactions between
O–Al and O–Si (as provided in the supplementary material). First,
an energy minimization was performed, followed by 400 ps of NPT
dynamics at 300 K with an anisotropic barostat set at 1 atm pres-
sure in the x and y dimensions while maintaining the vacuum gap
by keeping the z dimension fixed. This process allowed the Ca to
reconfigure and settle after the Ca deletion step arising from the
surface termination process. Next, the harmonic hydroxyl bonds
were removed returning all interactions between hydroxyl oxygen
and the CAS network to the original GS description. The system
was then subjected to a further 200 ps of NPT dynamics using the
same thermostat and barostat conditions. During this final stage of
in vacuo simulation, all hydroxyl oxygens remained connected to
their original attachment sites. A small degree of network rearrange-
ment during this surface relaxation protocol was observed, which
was quantified via coordination, linkage, and density profile analysis.
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FIG. 1. Surface terminated CAS glass slab interfaced with water after 500 ps
of NPT simulation, where water is represented as a blue volume, calcium with
green spheres, and network silicon, aluminum, and oxygen are represented as a
bond network in beige, gray, and red, respectively. Black solid lines indicate the
boundary of the periodic cell.

This final state of the CAS glass slab is herein referred to
as the “treated slab.” Finally, the treated CAS slab was interfaced
with liquid water by increasing the vacuum gap ∼74 Å, which was
subsequently packed with 4932 water molecules using the Pack-
mol software package,57 at approximately the appropriate density of
water at room temperature and ambient pressure (0.0334 molecules
Å−3). Figure 1 shows an image of the CAS-water interface following
this process.

Initial NPT simulations of the CAS-water interface exhibited
a temperature differential between the CAS slab and the liquid
water, a simulation artifact commonly known as the “cold solute, hot
solvent” problem.58 A chain of five Nosé–Hoover thermostats ther-
mostats was not able to resolve the temperature differential. Instead,
dual Nosé–Hoover thermostats were employed to correct the issue,
one acting on the CAS slab and another on the liquid water.59 The
center of mass linear momentum of the CAS glass slab was removed
every 10 ps to prevent translational drift of the slab within the unit
cell.

Trajectory analyses of the CAS-water interface MD simulations
were performed using a combination of the MDAnalysis python

package60–62 and in-house codes. Hydrogen bonding data were cal-
culated for hydrogen bonds between CAS and water only, using
a donor–acceptor distance cutoff of 3 Å and a donor-hydrogen-
acceptor angle cutoff of 150○. Hydrogen bonds were calculated
at every ps of simulation time, and data were smoothed using a
Savitzky–Golay (SG) filter63 with a sampling window of 601 and a
polynomial order of 3. The lifetimes of each individual hydrogen
bond were calculated using an intermittency of 2 ps, i.e., if a particu-
lar hydrogen bond was broken for one frame and then re-established
in the next, this would be considered a continuous hydrogen bond.

Accurate calculation of water absorption at the nanoscale is
challenging for any amorphous solid with intrinsic surface rough-
ness. Here, a proxy measure of the CAS surface is used to provide
an estimate of the number of water molecules absorbed during MD
simulation. The height or z-coordinate of each surface of the CAS
glass slab is defined to be located at the hydroxyl oxygen number
density peak (which was smoothed for the peak detection algorithm
using the SG filter with sampling window = 201 and polynomial
order = 3), since these groups are exclusively located at the CAS sur-
face. Water with a z-coordinate between the two defined CAS surface
planes was then considered to be absorbed.

III. RESULTS AND DISCUSSION
A. Oxide-water interfaces and wet-GS
force field creation

The GS FF was modified to accommodate the SPC/E water
model to facilitate the simulation of amorphous CAS glasses in the
presence of liquid water. This new FF is referred to as the wet-GS
FF. Data from five oxide-water interfaces were used to parameterize
cross-terms between water and the GS description of calcium, sili-
con, aluminum, oxygen, magnesium, and iron. For all five oxides,
the crystal interfaces were created based on experimental crystal
structures and cleaved at the (001) plane, except quartz, which was
cleaved at the (101) plane. Dangling oxygen atoms at the corundum
and quartz terminating surfaces were passivated to create surface
hydroxyls. MD simulations of these oxide slabs interfaced with bulk
liquid water were performed to obtain interfacial solvent structuring
data at the oxide-water interface, which was then used to fit the wet-
GS FF parameters to DFT and experimental water structure data. In
the case of wüstite and periclase, no interfacial water structure data
were available; hence, AIMD simulations of these oxide-water inter-
faces (of reduced unit cell size relative to the MD simulations) were
performed in this work to provide the data required for fitting.

Figure 2 shows density profiles of all atom types present in each
interface, calculated via MD simulation with the wet-GS FF (solid
lines) and AIMD simulation (dashed lines). All density profiles have
been plotted using the last crystal lattice oxygen peak as a baseline,
except for quartz, which uses the third-last silicon peak as a baseline
value to facilitate comparison with literature data. The values of the
first water peak locations are presented in Table II.

The wet-GS FF produced a first peak in the vertical density pro-
file of the lime-water interface at a distance distance of 2.71 Å from
the surface crystal lattice oxygen layer, slightly greater than the value
reported by de Leeuw et al.,64 who used DFT to calculate the adsorp-
tion energy and water structure of water on the (001) lime surface.
However, these DFT calculations were performed for a water mono-
layer, not bulk liquid water. Furthermore, the authors reported that
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FIG. 2. Number density profiles of all five oxide-water interfaces calculated via MD
simulations using the wet-GS FF are shown with solid colored lines, where each
color is specific to a particular element. Note that “OW” refers to water oxygen
and that “O1” and “H1” refer to oxygen and hydrogen atoms belonging to hydroxyl
groups, respectively. The dashed gray horizontal line indicates the experimental
bulk water density at 300 K. To facilitate comparison with experimental and first
principles literature data, density profiles are plotted relative to a baseline peak,
which is the last crystal lattice oxygen peak in all materials, except for corundum
and quartz, which are set to the surface hydroxyl peak and the third-last silicon
peak, respectively. Density profiles calculated from AIMD simulations are shown
with dashed lines.

hydroxylation did not occur in their simulations, whereas lime is
known to be unstable and dissolves readily in liquid water.65–67

For corundum, the first water peak was located 2.61 Å from the
surface hydroxyl oxygen surface for wet-GS. Ridley and Tunega68

reported AIMD simulations of liquid water interfaced with the (001)
corundum surface, indicating an average distance of 2.63 Å between
the surface hydroxyl oxygens and the first water peak at the inter-
face, in good agreement with the wet-GS value. Experimental x-ray
reflectivity measurements reported by Catalano69 suggest a slightly
closer first water peak at 2.5 Å, while DFT calculations of two-layer
water at the corundum interface performed by Janeček et al.70 report
a further first water peak at 2.72 Å.

TABLE II. First water density peak locations relative to the baseline as shown in
Fig. 2, where † denotes values calculated in this work; all values are in Å. All crystal
surfaces are in the (001) orientation, except for Quartz, which is (101). References
for the literature values are as follows: aRidley and Tunega,68 bde Leeuw et al.,64

cJaneček et al.,70 dBellucci et al.,71 eJug, Heidberg, and Bredow,73 fCatalano,69
gBellucci et al.71

Lime Corundum Quartz Wüstite Periclase

MD† 2.71 2.61 3.55 2.31 2.41
AIMD† ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ 2.14 2.33
AIMD ⋅ ⋅ ⋅ 2.63a ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅
DFT 2.62b 2.72c 3.65d ⋅ ⋅ ⋅ 2.24 ± 0.1e

Expt. ⋅ ⋅ ⋅ 2.5f 3.4 ± 0.01g ⋅ ⋅ ⋅ ⋅ ⋅ ⋅

MD simulations with wet-GS of the water-quartz (101) inter-
face yield a distance of 3.55 Å between the third-last crystal alu-
minum layer and the first water layer. DFT simulations and experi-
mental XR data reported by Bellucci et al.71 bound the wet-GS value
with water peaks located at 3.65 and 3.40 (10) Å, respectively.

Wet-GS FF parameters were also fitted for iron and magne-
sium. Although these elements are not present in the CAS composi-
tion studied in this work, they can be found in stone wool fibers,
which are compositionally close to the CAS samples considered
here. Figure 2 shows both number density profiles calculated from
both the wet-GS MD simulation data in solid lines and the AIMD
simulations in dashed lines. Wet-GS values for both wüstite and per-
iclase first water layer locations at 2.31 and 2.41 Å, respectively, were
slightly greater than the AIMD values at 2.14 and 2.33 Å. Given that
both iron and magnesium generally form very small fractions rela-
tive to silicon, aluminum, oxygen, or calcium in amorphous glasses
that are most closely related to CAS, the currently fitted parameters
for iron and magnesium are considered sufficient as further manip-
ulation would detrimentally impact the other oxide-water interfaces.
A description of all the terms and parameter values of the wet-GS FF
can be found in the supplementary material.

This FF has been fitted to recover the interfacial solvent struc-
turing at a series of relevant oxide interfaces. Therefore, it is not
reasonable to expect good performance from the current FF outside
the remit of describing structural features, which is typical of many
FFs. Other FFs have different specialties, for example, to reproduce
the binding energy and site preference of adsorbates.72

B. CAS-water interface
The CAS slab was constructed by cleaving a fully periodic bulk

CAS model in the (001) plane to create two free surfaces. These sur-
faces were then subjected to the ring-opening and hydroxylation
protocols outlined in the Methods. Figure 3 shows the change in
coordination between the pre-surface treated CAS (blue) and the
post-surface treated CAS slab (orange) for aluminum, silicon, and
oxygen present in the CAS, shown in panels (a)–(c), respectively. In
general, only slight changes in network aluminum and silicon can
be observed. Turchi et al.16 provide a comprehensive study of the
bulk properties of the CAS used here, which maps to the “CAS1”
composition in their work. Figure 3(c) shows that a significant frac-
tion of NBO (or singly coordinated oxygen) has been converted to
two- and three-fold coordinated oxygen, which is the result of the
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FIG. 3. Panels (a)–(c) show coordination number fractions of aluminum, silicon,
and oxygen, respectively, for the pre-surface (blue) and post-surface treated CAS
slab (orange). Fractions of linkages present in CAS shown in panel (d).

surface-termination protocol where all NBOs within 2 Å of the free
surfaces were protonated.

Linkages present in the network were also quantified pre- and
post-surface treatment, as shown in Fig. 3(d). Approximately equal
fractions of Si–O–Si and Al–O–Al linkages were opened and con-
verted to terminal hydroxyl groups, whereas a greater fraction of

Al–O–Si groups was opened for hydroxylation. It is noted that link-
ages may have also changed during the equilibration of the surface
termination process, in addition to the ring opening. A greater
number of Al–O–H groups were present after surface-termination
compared to Si–O–H groups, where ∼65% of all hydroxyls installed
form Al–O–H groups. The proportion of Al–O–Al linkages indi-
cates violation of the Al avoidance principle; however, these data are
consistent with both experimental estimates74–77 and previous sim-
ulations16 of bulk CAS material. The surface-terminated CAS slab
was then interfaced with liquid water at near 300 K, 1 atm water
density, resulting in a 3D periodic unit cell, which is shown in Fig. 1
of Sec. II. The MD simulation of the CAS-water interface was run for
a total of 25 ns in the anisotropic NPT ensemble at a temperature of
300 K and a pressure of 1 atm to model the incipient stages of con-
tact between CAS and bulk liquid water. Unit cell dimensions were
found to stabilize after ∼300 ps of dynamics. A few small fragments,
such as the hydroxyl groups of the CAS slab, were found to dissolve
almost immediately and remained detached from the main CAS net-
work throughout the simulation. However, the vast majority of the
surface hydroxylation and CAS network structure remained intact
throughout the entire 25 ns of MD simulation.

Figures 4(a) and 4(b) show number density profiles for separate
atom types calculated at 1 and 24.5 ns of simulation, respectively.
Intrinsic roughness is present on both the upper and lower CAS sur-
faces of the slab. Using the network oxygen number density profile
(red) as an approximate measure of CAS interphase depth, the lower
surface is about 15 Å thick, with the upper interphase estimated to
be around 10 Å. Overall, no significant CAS network change can
be observed in the density profiles, suggesting that the CAS surface
remains stable in contact with liquid water throughout the simula-
tion. Water density is concentrated at the CAS surfaces; however,
the intrinsic roughness makes calculation of the water layer distance
from the CAS surface via 1D density profiles challenging. The water

FIG. 4. Number density profiles of each atom type in the CAS-water interface after 1 ns [panel (a)], and 24.5 ns [panel (b)] of dynamics. Number density profiles of the two
unique CAS-water interfaces shown in panels (c) and (d) where 1 ns profiles are indicated by dashed lines and 24.5 ns profiles by solid lines. For panels (c) and (d), the CAS
profile includes network oxygen, calcium, aluminum, and silicon, the hydroxyl profile is of the hydroxyl oxygen only; and the water profile is of the water oxygen atoms only.
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FIG. 5. Number of water absorbed into the CAS slab as a function of simulation
time, where the light blue line indicates the raw calculated data, and the dark blue
line shows the same data filtered.

structure at both the lower and upper interfaces exhibits a double
peak or shoulder-to-peak-like profile. Coordination analysis of the
calcium ions finds that no calcium ions completely detached from
the CAS surface after 25 ns of water exposure.

Figures 4(c) and 4(d) show simplified number density pro-
files baselined to the hydroxyl oxygen peak at the lower and upper
CAS-water interfaces, respectively. Here, all CAS network atoms
excluding hydroxyl oxygen and hydrogen are summed and shown in
green lines, hydroxyl oxygen is shown in orange, and the water oxy-
gen is shown in blue. Density profiles taken at 1 ns are indicated with
solid lines, and 24.5 ns profiles are indicated by dashed lines. Com-
paring dashed and solid lines, a very slight increase in water number
density beyond the hydroxyl peak can be observed, i.e., more water
has been absorbed past the defined CAS surface over the 25 ns of
simulation.

FIG. 6. The CAS-water interface after 25 ns of MD simulation with water shown
in a molecular representation and the CAS slab represented in solid green, with
the atomistic detail of the CAS not shown for clarity. Solid black lines indicate the
periodic boundary of the simulation cell noting that some of this cell is not shown.

To quantify the amount of water absorbed by the CAS slab, the
z coordinate of the hydroxyl oxygen density peak was used as a proxy
measure for the location of the two CAS surfaces, thereby defining
the volume of the CAS slab within the periodic cell. Figure 5 shows
the number of water molecules that were located within the CAS
volume at each ps, with raw data shown in light blue and filtered
data indicated by the dark blue line. For the purposes of this calcula-
tion, the waters within the CAS volume can be considered absorbed
within the CAS. The number of absorbed water molecules increases
at a linear rate from ∼2 to ∼17 ns, after which the absorption rate
decreases significantly, almost plateauing. Figure 6 shows an image
of the CAS-water periodic cell from the last frame of the trajectory,
i.e., at 25 ns, where the CAS slab is represented in green solid and
the water is shown in the standard molecular representation. Only
a relatively small amount of water has been absorbed past the CAS
surface, with very few waters located deeper than ∼5 Å below the
surface.

Hydrogen bonding between water-CAS and CAS-CAS sites was
stratified every picosecond to characterize the behavior of water at
the interface. Figure 7 shows smoothed hydrogen bonding data for
donating–accepting interactions as a function of simulation time
on two different y-axis scales and ranges. Hydroxyl-water hydro-
gen bond counts remained consistent after the first nanosecond
of simulation, indicating that the interface was saturated almost
immediately and remained so throughout the simulation. However,

FIG. 7. Total number of hydrogen bonds (filtered) between the CAS slab and water
as a function of simulation time, where the legend labels denote the donating group
and acceptor site, respectively.
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water–hydroxyl (water–O1) interaction counts increased from ∼250
to 275 at a constant rate after the first nanosecond, suggesting the
presence of water. This corresponds to the increase in water density
behind the hydroxyl density peaks after 25 ns of simulation shown
in Figs. 4(c) and 4(d). These data suggest that the interphase region
may swell and spatially reorganize to accommodate additional water
absorption throughout the simulation.

Considering intra-CAS interactions, hydrogen bonds between
hydroxyl and network oxygen interactions increased a small
amount, whereas hydroxyl–hydroxyl and hydroxyl–silicon remain
constant. The number of hydrogen bonding interactions between
water and network oxygen increased from 20 to 45 in a three stage
manner: an initial rapid increase between 0 and 5 ns, a secondary
slower increasing period between 5 and 20 ns, followed by a plateau.
By assuming that the CAS interphase is fully saturated with water
by around 5 ns, it is shown in Fig. 5 that ∼30 or so water molecules
were absorbed beyond the rough CAS surface and into either the
interphase or bulk over the course of the simulation. The hydrogen
bonding data, absorbed water count, and visual inspection con-
firmed that only 30 or fewer water molecules actually absorbed past
the CAS surface, and even fewer progressed past the CAS interphase
within 25 ns.

IV. CONCLUSION
A classical MD force-field capable of modeling calcium alumi-

nosilicate (CAS) glass surfaces in contact with liquid water, termed
wet-GS, was introduced by extending the GS FF to include the SPC/E
water model. In addition, a surface preparation protocol was devised
to capture the response of the CAS surface upon exposure to ambi-
ent moisture prior to immersion in liquid water. The cross-terms in
the wet-GS force field were fitted to water structure data for several
crystal oxide-water interfaces, including ab initio molecular dynam-
ics simulations performed in this work for the wüstite and periclase
aqueous interfaces. To showcase the wet-GS FF, MD simulations of a
CAS slab that was interfaced with liquid water were performed. The
simulations indicate that water saturates the CAS interface almost
instantly and that a slower mode of water ingress throughout the
CAS interphase takes over after 5 ns of dynamics. Water ingress into
the bulk CAS network was limited to a few molecules over a course
of 25 ns, suggesting the CAS water interface is relatively stable on
the nanosecond timescale after incipient interphase saturation. The
interatomic force field and CAS-water MD simulations introduced
in this article provide the necessary platform for supporting further
study of the free energy of dissolution of calcium from CAS glass and
stone wool fiber, a critical aspect in elucidating dissolution of these
materials.

SUPPLEMENTARY MATERIAL

The supplementary material contains additional detail about
the simulation methodology and additional data to support the
conclusions reported here.
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