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Autonomous ballooning allows for energy-efficient long-range 
missions but introduces significant challenges for planning 
and control algorithms, due to their single degree of actuation: 
vertical rate control through either buoyancy or vertical thrust. 
Lateral motion is typically due to the wind; thus, balloon 
flight is both nonholonomic and often stochastic. Finally, 
wind is very challenging to sense remotely, and estimates are 
often available only via low-temporal-and-spatial-frequency 
predictions from large-scale weather models and direct in situ 
measurements. In this work, reinforcement learning (RL) is 
used to generate a control policy for an autonomous balloon 
navigating between 3D positions in a time- and spatially vary-
ing wind field. The agent uses its position and velocity, the rel-
ative position of the target, and an estimate of the surrounding 
wind field to command a target altitude. The wind informa-
tion contains local measurements and an encoding of global 
wind predictions from a large-scale numerical weather predic-
tion (NWP) model around the current balloon location. The 
RL algorithm used in this work, the soft actor–critic (SAC), is 
trained with a reward favoring paths that reach as close as 
possible to the target, with minimum time and actuation costs. 
We evaluate our approach first in simulation and then with a 
controlled indoor experiment, where we generate an artificial 
wind field and reach a median distance of 23.4 cm from the 
target within a volume of . . .3 5 3 5 3 5 m# #  over 30 trials. 

Finally, using a fully autonomous custom designed outdoor 
prototype capable of controlling altitude, long-range commu-
nication, redundant localization, and onboard computation, we 
validate our approach in a real-world setting. Over six flights, 
the agent navigates to predefined target positions, with an 
average target distance error of 360 m after traveling approxi-
mately 10 km within a volume of . .22 22 3 2 km# #

BACKGROUND
Lighter-than-air vehicles, such as balloons and blimps, con-
sume, in contrast to other flying vehicles, extremely low 
amounts of energy to stay in the air. They are capable of 
completing long-range missions over days, weeks, and 
sometimes even months [1]. This makes them ideal plat-
forms for scientific aerial sampling applications, such as 
monitoring aerosols [2], volcanic plumes [3], and other 
atmospheric data [4].

Lighter-than-air vehicles have a lower overall density than 
the surrounding air, which causes buoyancy. The magnitude 
of the buoyancy force is influenced through either tempera-
ture or gas composition. Different balloon types exist: hot-
air balloons are sometimes used as scientific platforms [5], 
but most of the time, their use case is focused on recreational 
activities. Compared to gas balloons [6], they are less effi-
cient, as the density difference of hot air compared to helium 
and hydrogen is lower, and they require additional energy 
to change the air temperature inside the balloon. However,  
they offer simple buoyancy control via direct heating of the 
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buoyant gas. For long-range missions, a hybrid concept com-
bining lower-density gases and heated air, called “Rozière,” 
is often used [7].

Balloons have only one degree of actuation. By chang-
ing their buoyancy, they accelerate upward or downward, 
which is used to change altitude. Lateral movement cannot 
be achieved internally and occurs only through drag forces 
induced by wind. Navigation in 3D space is, then, made pos-
sible by choosing the right altitude, where the system drifts 
with the wind in the desired direction. This results in a chal-
lenging path planning problem, as the time-optimal (or even 
feasible) path between two points might require a spatial 
detour (Figure 1).

The world of autonomous ballooning is quite small. Most 
prior work describes modeling the ascent of balloons [8] or 
focuses on heuristic station keeping algorithms in simulation [9].

Project Loon [1] tried solving a similar problem in the past. 
To provide Internet connectivity, it launched balloons tasked 
with station keeping to altitudes of 20 km, using an RL-based 
control method [quantile regression deep Q-network (DQN)]. 
The focus of our work lies in flying a balloon to a predefined 
target position at a low altitude (up to 3 km above mean sea 
level). Compared to high altitudes, lower-altitude wind inside 
the planetary boundary layer varies over smaller length scales 
and timescales, which allows for a higher number of reachable 
locations but complicates the path planning.

RL has also been used to control autonomous blimps [10], 
which are similar in physical appearance but offer limited lat-
eral maneuverability. This results in a different control prob-
lem since balloons have no lateral propulsion and therefore are 
exposed to the wind. These previously mentioned RL-based 
methods focus on off-policy methods, mainly variants of the 
DQN family. In this work, we propose using the SAC, which is 
also an off-policy method but has the advantage of a continu-
ous action space.

This work focuses on a gas-filled weather balloon with 
vertical speed control via a small electrically powered pro-
peller, as the required components are widely available and 
the mechanical complexity is low. This simplification can be 
made without loss of generality, and a 
suitable policy could be found for simi-
lar balloon-like systems capable of alti-
tude control. The contributions of this 
work include

 ■ training an RL agent for low-alti-
tude balloon navigation to reach a 
target position, with only a single 
degree of actuation

 ■ design and hardware implementa-
tion of autonomous balloons for 
indoor and outdoor settings

 ■ simulation-to-real transfer of the 
trained RL agent, leading to the 
demonstration of fully autonomous 
indoor and outdoor low-altitude bal-
loon flight.

PROBLEM DESCRIPTION
This work addresses the problem of balloon path planning 
with the goal of reaching a 3D target region in a predicted, 
but possibly incorrect, wind field, using only one degree of 
actuation. The resulting path p should yield a residual dis-
tance dmin between the balloon and target that is less than or 
equal to an acceptance radius da while staying within spatial 
bounds B and minimizing the duration of flight T and energy 
consumed E due to actuation (1). The latter is weighted by the 
factor c such that
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In our work, we treat this as a time-discretized problem with 
decision interval Δt between actions a.

Due to flight regulations in Switzerland, autonomous sys-
tems are restricted to stay under flight level 100. This pressure-
based and, hence, weather-dependent description corresponds 
to an altitude of about 3 km above mean sea level, acting as a 
ceiling of the spatial boundary B.

APPROACH
This problem has high complexity, considering the nonisotropic 
costs, spatial and temporal variation, and uncertainty in the 
wind data. Solving this problem efficiently is difficult with clas-
sical planners, as they do not scale well with dimensionality and 
colored noise [11]. Once deviated from the planned path, replan-
ning is required. This becomes challenging, as it is done based 
on an NWP estimate, which, in practice, can differ significantly 
from the ground truth. The nonholonomic constraints of the 
wind-dependent movement of the balloon lead to nonisotropic 
costs, which prevent short cuts for path search algorithms, mak-
ing this approach computationally very expensive.

This article focuses on building a robust and adaptable 
RL-based system, allowing the planning of nonobvious con-
nections and solutions and outputting a policy that can be 
evaluated anywhere in the state space, rather than just a plan.
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FIGURE 1. A balloon can control only its altitude and is dependent on wind for lateral 
movement. To fly from start A to target B, the shortest feasible path might contain a spatial 
detour, while some points, such as C, are not reachable at all.
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We treat the problem as a Markov decision process with a 
tuple of states, actions, and transition probabilities. To allow 
the use of a data-driven method, such as RL, observations are 
generated in simulation and evaluated according to a reward 
function. This is used to train an agent that can then apply the 
learned policy in a real-life environment.

STATE SPACE
We define two primary frames, an inertial ground-fixed 
east–north–up frame, denoted by superscript ,I  and a body-
fixed frame attached to the balloon center of gravity b. The 
balloon position in the inertial frame is ,r Rb

3I !  and the tar-
get position is .r Rt

3I !

The information given to the agent has the following form 
(2): the global position ,r Rb

3I !  the inertial velocity 
$

r Rb
3I !  

of the balloon, the position of the target relative to the  balloon 
,e r rt b
II= -  the distance between the terrain and ceiling 

c R!  at the current position of the balloon, a local lateral  
(x, y) wind measurement ( , ) ,w ww Rxy x y

2II !=  and, finally, 
the compressed wind information ,M R! b  depending on the 
encoding method used:
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The local wind measurement wxy  is determined through 
first-principle calculations [finite differences, (6)] based on 
position data rb

I  filtered through an extended Kalman fil-
ter (EKF), the actuating force Fu responsible for ascent and 
descent, and physical properties, such as cross-section area S, 
air density ,at  drag coefficient cd, and mass m:
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Before passing the state vector to the RL algorithm, all 
entries are normalized to an interval [ , ],1 1! -  using (7), to 
improve training. The normalization constant xr  is the mean 
value for each state-space entry across all training data:

 
| | | |
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WIND ENCODING
The encoding of the surrounding wind field is crucial to this 
problem, as it is increasingly difficult for the RL agent to 
train with a large state space. For this reason, only a com-
pressed representation of the surrounding wind data is passed 
to the agent, determined by the predefined window size  

(x and y dimensions) and resolution (z dimension). Wind in 
the x and y directions usually has a much larger magnitude 
than in z. Since the system is directly controllable in z (i.e., 
closed-loop control for a target inertial altitude), it is suffi-
cient to pass wind information only about the x and y dimen-
sions. This assumption may hold only in relatively flat terrain 
and would need to be revisited for flights in mountainous 
regions, where the vertical wind may exceed the balloon’s 
vertical control authority.

To further reduce the state space, the lateral xy wind is aver-
aged across a local window, as wind is usually quite spatially 
continuous in those dimensions. This is then further averaged 
in the z dimension according to the resolution parameter to 
reduce the state space even more. This compression down to b  
entries still represents major trends within a small state space. 
There is a tradeoff to be met when choosing the window size: 
too small and only local wind information is passed to the 
RL-agent, too large and important details are averaged out. 
The same holds for the resolution: too high and the large state 
space makes training difficult, too low and important details 
are averaged out. Multiple approaches were considered for 
this compression; most notably, a variational autoencoder was 
evaluated in [15]. The benefit of this computationally rather 
expensive step was minimal, and therefore, use of the autoen-
coder was not continued.

ACTION SPACE
Instead of controlling thrust directly, a scalar action 

,a 0 1! ^ h  is produced, representing the relative altitude 
between the terrain and maximum flight level at the current 
xy position. A low-level closed-loop controller is then used to 
control the balloon and reach the desired altitude. This allows 
for a better transition into real-world experiments, as this sec-
ond low-level controller counteracts some of the noise and 
imperfections in the modeling.

REWARD FUNCTION
The reward function is of critical importance in RL, affecting 
the agent’s choice of policy when maximizing the expected 
return. During an episode, a reward is given after every 
action. An episode ends when the agent either runs out of 
bounds or runs out of time. The reward r is built up in the fol-
lowing way (Algorithm 1): for every time step Δt within 
bounds (meaning not leaving the environment B  through the 
borders, touching the terrain, or reaching the maximum alti-
tude), a small negative reward c 10 5

step =- -  is given to 
encourage the agent to find the target as quickly as possible. 
Additionally, a small negative reward c 15 10· 5

action =- -  pro-
portional to the difference of the action to the current altitude 
is added to encourage smooth and energy-efficient solutions. 
If the agent gets within the acceptance radius of the target, 
the episode is terminated with a large positive reward 

.c 1argt te =  If the agent runs out of bounds or out of time, the 
episode is terminated with a large negative reward 

, .c c1 1out time=- =-  Since this results in quite a sparse 
problem, a bonus [ , )c 0 1bonus !  is rewarded at the end of an 
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unsuccessful episode to promote paths that came close to the 
target but did not quite reach it, compared to paths that did 
not get close to the target at all. This bonus increases linearly 
based on the closest distance to the target during the episode, 
makes learning converge faster, and increases the success 
rate. The magnitude of those rewards matters only relative to 
one another, and all together, the rewards dictate the optimi-
zation problem: e.g., a caction close to zero results in a waste 
of energy for unnecessary ascent and descent. On the other 
hand, a big negative caction leads to static solutions, where the 
agent picks an altitude and stays there because the cost of 
change is too high. Similar effects can be observed with a 
cstep close to zero, where the agent favors very safe but slow 
routes. With a big negative ctime, the agent is willing to try 
high-risk routes just to reach the target faster. In our case, all 
those values were balanced heuristically in simulation in 
favor of smooth energy- and time-efficient trajectories.

CONTROL SCHEME: SAC METHODS
The SAC is a method that works with two different neural net-
works: an actor and a critic. To train both networks, random 
observation samples are drawn and passed through the critic, 
which calculates a temporal difference error and passes it to the 
actor, which then predicts an action. This off-policy algorithm 
aims to simultaneously maximize the expected return and 
entropy to successfully finish the task while acting as randomly 
as possible [12]. The SAC can deal with a continuous action 
space, which is crucial for the high-level control scheme used 
here. It is implemented using the PFRL library [13].

Other RL methods were considered, mainly, the DQN [14], 
as used in [1], but it did not perform as well as the SAC in our 
case [15]. The network we use is dense, 512 nodes wide, and 
four layers deep, with rectified linear unit activations [16].

WIND AND TERRAIN DATA
We use large-scale wind predictions from an NWP simula-
tion provided by an online service [Meteomatics, on 25 
April 2022 (https://meteomatics.com)]. The model contains 
the terrain information and wind in the x and y directions in 
a 3D grid. This NWP has a nonlinear altitude mapping, 
which depends on the height above the ground and features 

a higher resolution in the z dimension (≈30 m) than horizon-
tally (1,100 m). The terrain data match the horizontal reso-
lution of the wind data. The available dataset contains a 
large part of Switzerland over the time span of one day, in 
hourly resolution, for 12 evenly spaced days throughout the 
year. A mirrored version along the x- and y-axes is generat-
ed and added to the initial dataset to avoid directional bias-
es in training.

NOISE
A crucial part of a realistic simulation is an appropriate noise 
model to minimize the simulation-to-real gap to ensure that 
the learned policy can be directly applied. It forces the algo-
rithm to learn robust policies for two sources of wind predic-
tion error: time variations and inaccurate wind estimates as 
compared to real-world conditions. In the case of wind, noise 
needs to be random but also correlated. We use an industry 
standard turbulence model [17] with turbulence intensity 

.W 15 kn20 =  The resulting disturbances are scaled to the 
average velocity in the wind field and added during the state 
transition. The resolution of the noise model is four times the 
one of the wind model in both the horizontal and vertical 
directions. This a tradeoff between realistic continuous wind 
gusts and computational complexity.

Normally distributed noise is added to the position esti-
mate to simulate sensory inaccuracies. For lateral estimation 
through GPS, a standard deviation of 11 m is used. The pres-
sure sensor-based altitude estimation is simulated with a stan-
dard deviation of 0 m.

RL FRAMEWORK SETUP
A si mu la t e d  env i ron ment  w it h  a  volu me of 

.  22 22 3 2kmB # #=  is used to collect observations for 
training (Figure 2). At the beginning of each episode, random 
patches of wind and terrain data are selected from the dataset 
as the training environment. During the episodes, the wind 
data are linearly interpolated in the temporal dimension.

The transition function takes the interpolated wind at the 
current position, adds noise to it, and calculates the next state, 
modeling the balloon as a sphere with mass and drag. To 
account for changes in volume due to the decreasing pressure 
and temperature with altitude, the size of the balloon is adapted 
accordingly based on a standard atmosphere model [18]. Mod-
eling complex effects, such as apparent mass, can be circum-
vented: first, weight and thrust are measured. Then, the drag 
coefficient of the sphere in simulation is adapted to fit the ter-
minal velocity when applying thrust in real-world experiments.

LABELING DATA: TARGET GENERATION
Balloons can travel only with the wind, never against it. This 
limits their set of reachable targets. Training requires obser-
vations from successful episodes; hence, the targets during 
training need to be reachable but also exhibit enough 
variation to prevent overfitting.

One way to ensure that a target is reachable is to perform a 
forward simulation of random actions until the balloon runs out 

ALGORITHM 1. The reward function.

if :r Bb
I !  then

 if residual :da#  then
   r ctarget=

 else if :t tmax2  then
   r c ctime bonus= +

 else
  r c c u· ·step t actionD= +

 end if
else
   r c cout bonus= +

end if
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of bounds or time and then place the target on said trajectory. 
To achieve uniform coverage of the action space through this 
random rollout strategy, actions are chosen sequentially at ran-
dom, with a fixed probability of 0.005 every second if the pre-
viously set altitude is reached. This prohibits choosing altitudes 
far above and below the balloon without it reaching them, caus-
ing an oscillatory behavior. Once a trajectory has been gener-
ated, target locations on the path are randomly selected until all 
the following conditions are met or a time-out is reached:
1) The target, with its acceptance radius, is fully within 

bounds.
2) The target is more than a minimum distance away from 

the starting point.
3) The trajectory leading to the target is nontrivial (not reach-

able with only action “thrust up”).

If not all those conditions can be met, the target is placed 
in the middle of the trajectory. An example can be seen 
in Figure 2.

BENCHMARK
Because many algorithms in autonomous ballooning focus 
on station keeping and/or are not open source [1], [8], [9], a 
heuristic-based benchmark policy was developed. The goal 
here is to compare the performance of the proposed RL 
algorithm with an intuitive easy-to-grasp but effective algo-
rithm. The benchmark policy reduces the problem to two 
important altitudes. First, the altitude where the projection of 
the wind vector ( )awxy  onto the residual vector to the target 
e is maximized, meaning that at this height, the balloon 
approaches the target at the highest speed. The other impor-
tant altitude is the height of the target tz itself; otherwise, the 
balloon misses, flying above or below the target. To switch 
between those two heights, a simple bang–bang controller is 
used that activates depending on the remaining distance in 
the x and y dimensions to the target (Algorithm 2). This dis-
tance parameter dswitch requires tuning. To identify those 
two altitudes, the benchmark uses only the precomputed 
NWP, without considering the local wind measurement.

TRAINING
Since an off-policy RL method is used, the training process 
allows the use of parallelization. Seventy independent agents 
trained for 60 h and over 12,000 episodes, writing their 
observations to a shared buffer that was then used to train 
their respective neural networks.

The initial position of the balloon is drawn from a uniform 
distribution around the map center, with a variation of 1 km in 
each direction to diversify the training. Then, the algorithm 
has 120 min to get within range of the target ( )md 300 a =  that 
was generated through the random rollout method. For train-
ing, a rather large time interval between decisions ( )min3 tD =  
is used to make the problem less sparse.

TESTING
In simulation, training and testing are very similar. A previ-
ously unseen set of wind fields together with a randomly 
sampled turbulence field are used to build an environment 
where the balloon can move around to reach the target. In 
testing, a shorter time interval ( )min1 tD =  is used to allow 
for more decisions without making the training any sparser. 
This increases the success rate by about 10% compared to 

Maximum Altitude

Trajectory

Terrain

Minimap

Balloon

Target

Wind Information

y

z
x

ϕ

z

y
x

z

x
y

ϕ

Debugging Messages

Random Rollout

FIGURE 2. The 3D environment with terrain, wind, the randomly 
generated maximum altitude, the balloon, and the target with an 
acceptance radius. The brown areas in the lower half display the 
contour of the terrain from a bird’s-eye perspective. Wind blowing 
toward the right is displayed as orange, to the left as blue, with 
brightness representing magnitude. In the bottom half, wind at the 
current altitude is displayed through black arrows. The gray line 
represents the random rollout used to generate the target, and  
the white line indicates the trajectory of the balloon.

ALGORITHM 2. The benchmark.

 if :e e dswitchx y
2 2 2+  then

  
( )
( )argmax

w
w

e
ea

a
a ·

x x

y

T

y
= e o= ;G E

 else
  a tz=
 end if
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the training time interval but also leads to slightly less 
smooth trajectories.

Tests are done in the same 3D environment as the training: 
a .22 22 3 2-km# #  volume with a target acceptance radius of 
300 m. The simulation shows the superior performance of the 
RL over the benchmark (Table 1).

INDOOR EXPERIMENTS
A major challenge in robotics and especially in RL is the 
bridge between simulation and real-world environments. To 
test the performance of the algorithm in a real, but still con-
trolled, environment, a small prototype was built and tested 
with an artificial wind generator. These experiments took 
place in the motion capture arena of the Aerial Robotics Lab 
at Imperial College London.

INDOOR PROTOTYPE
Testing the algorithm requires a prototype capable of closed-
loop altitude control, position sensing, and communication. 
In short, the prototype should to be able to mimic the move-
ment of any balloon-like system (hot-air balloon, gas balloon, 
and so on) to validate simulated scenarios.

To induce vertical movement in the prototype, differ-
ent mechanisms were evaluated (Figure 3). Gas compression 
solutions are efficient since they require energy only during 
buoyancy changes but are difficult to build at the small scale 
required for indoor testing. Using only one propeller leads to 
the lightest option but results in spinning of the system during 
ascent and descent, as the fins mounted below the propeller 
counteract torque only at a specific rotational speed. Using two 
counterrotating propellers still allows for a simple and relative-
ly light mechanism without inducing any rotation in the system.

Hence, the indoor prototype (Figure 4) is equipped with 
two counterrotating propellers. An Arduino Nano IoT is used 
for communication over Wi-Fi, and all computations are 
made off board: based on the current state of the prototype, 
the algorithm predicts an action that is turned into a pulse-
width modulation (PWM) signal by a proportional deriva-
tive controller. The PWM signal is sent from the Nano to the 
electronic speed controller (ESC), which, in turn, controls 
the motors. Localization is done through the motion cap-
ture system installed in the flight arena and filtered through 
an EKF at 30 Hz. The power supply consists of a one-cell 
lithium polymer battery and a voltage step-up to consistently 
power the Arduino with 5 V. The complete (unfilled) sys-
tem weighs 30 g and is lifted by a helium-filled foil balloon, 

chosen for its superior diffusion resistance. This is crucial 
for balloons of this small size, due to their high surface-to-
volume ratio. The prototype is filled to a level where it stays 
slightly negatively buoyant. This allows for easy recovery, 
even when the motors stop spinning.

ENVIRONMENT
To control environmental factors as much as possible, the 
indoor experiments took place in the flight arena, equipped 
with a millimeter-precision motion capture system within a 
volume of . . . .3 5 3 5 3 5 m# #

Lateral movement of the prototype required the develop-
ment of wind generators. They consist of four motors equipped 
with large 17-in propellers mounted on a metal structure in a 
horizontal manner and were built with the goal of producing 
pure lateral air motion. The motors next to each other turn in 
opposite directions, which helps counteract some of the verti-
cal flow induced by the propellers. The ESCs that control the 
motors receive their PWM signal through an Arduino, which, 
in turn, is connected to the local Wi-Fi. The generated wind 
of a single propeller was measured on a grid of . .0 5 0 1m#  at 
99 locations, using an anemometer, and a continuous model 
of the wind flow was generated through bilinear interpolation 
between measurements (Figure 5). The resulting model was 
used in place of the simulated wind for training.

Due to size and time constraints, only a 2D wind case is con-
sidered in the indoor experiments. Wind is generated along the 
x direction, varying through the altitude z but staying constant 
in the y direction. For each test flight, the prototype starts in the 
middle of the arena and tries to reach a specified target point. 
Controlled movement is possible only within the xz-plane, due 
to the 2D nature of this setup, and therefore, the reward func-
tion evaluates distance only on the xz-plane (Figure 6).

TRAINING
For this case, the physical properties (diameter, mass, drag 
coefficient, and actuation force) in the simulated dynamics 
are adapted to the indoor prototype, the acceptance radius is 
lowered to 10 cm, and the decision interval Δt during training 
is changed to 1 s. The wind data used to generate the training 
set are built using the model from Figure 5, with randomly 
sampled height, direction, and power of the wind generator.

TABLE 1. The performance of the two algorithms 
compared in simulation within a 22 × 22 × 3.2-km 
environment, using an acceptance radius of 300 m.

METHOD
MEDIAN MINIMUM 
RESIDUAL SUCCESS RATE

Benchmark 258 m 51%

RL 134 m 73%

(a) (b) (c) (d)

FIGURE 3. The evaluation of different mechanisms for altitude 
control: (a) releasing or pumping in lifting gas from a fixed-volume 
container into the balloon; (b) releasing air ballast from, or pumping 
it into, a fixed-volume container [19]; (c) actuation through one 
propeller, with fins mounted below to counteract the resulting 
torque; and (d) actuation through two counterrotating propellers.
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EXPERIMENT
We compared the RL algorithm against the benchmark 
approach. The RL algorithm was trained entirely in simula-
tion and directly applied to the real world without any 
changes to the policy. We tested three scenarios, each with 
the same wind field and start location but with distinct target 
locations. The experiments were repeated 10 times (for each 
method and target) to get consistent results. The decision 
interval Δt during testing was adapted to 0.5 s. Tests were ter-

minated after a maximum duration of 
25 s and if the balloon ran out of 
bounds. The battery was charged 
before every set of (10) flights and the 
balloon balanced with small weights 
to make the conditions reproducible.

It needs to be mentioned that for 
each wind field and target combina-
tion, the distance parameter dswitch 
of the benchmark method had to be 
tuned in the flight arena before testing. 
Tuning in simulation was insufficient, 
often resulting in the system moving 
out of bounds before getting close to 
the target. This makes the benchmark 
approach an infeasible option for real-
world performance and highlights the 
robustness of the RL algorithm, which 
was taken out of simulation without 
any adaptations.

The targets for the three scenarios 
were placed in the following way (Figure 7):

1) at the bottom left (0.75 m, 0.5 m), requiring ascending to 
move to the left and then descending to reach the target

2) in the center (1.5 m, 1.5 m), requiring sequential 
ascent and descent to move in a circular path to reach 
the target

3) at the top right (2.1 m, 3.5 m), requiring staying at a lower 
altitude for a short period before ascending to reach  
the target.

0.5

0
0 1 2 3

x
4

0

1

2

Propeller
Rig Frame

5

z

(m
/s

)

(a)

(b)

FIGURE 5. (a) A wind generator capable of generating wind speeds between 0.4 m/s and 5 
m/s. (b) The resulting wind model of a single propeller of the wind generator was obtained 
through 99 measurements taken with an anemometer and bilinear interpolation.

Balloon
(Diameter: 40 cm)

Arduino Nano
(Wi-Fi)

Voltage
Step-Down

dc Motor
(Counterrotating

Propellers)

ESC

One-Cell Battery

(a) (b)

FIGURE 4. (a) The indoor prototype consists of a 3D-printed structure, an Arduino Nano IoT for Wi-Fi communication, a one-cell battery, 
and an electronic speed controller (ESC) that controls the two motors with their counterrotating propellers. (b) This is lifted by a foil 
balloon filled with helium, 40 cm in diameter.
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The benchmark proved to be successful at reaching 
close to the target in this simple two-phase 2D wind case 
but was clearly outperformed by the RL in two of the 
three target scenarios (Figure 7). Full flight statistics with 
hyper parameter dswitch for each flight are available on the 
data page.

These experiments show that policies learned in a simu-
lated environment with an appropriate noise model can be 
directly used in a controlled environment, performing consis-
tently over 30 trials.

OUTDOOR EXPERIMENTS
The success of the RL approach in the indoor tests allowed us 
to continue to large-scale outdoor tests.

OUTDOOR PROTOTYPE
Testing in an open-world environment required the develop-
ment of an outdoor prototype (Figure 8) capable of closed-
loop altitude control, position sensing, communication, and 
onboard computation.

The propulsion system follows the same principle as the 
indoor prototype and consists of two counterrotating pro-
pellers. All computations are made on a Raspberry Pi Zero 
equipped with a Waveshare SIM7600G-H 4G module for 
global navigation satellite system (GNSS) reception and 
telecommunication (the antenna is mounted parallel to the 
ground to improve reception). An Adafruit BMP388 pres-
sure sensor module is used for height estimation. All sensor 
inputs are filtered through an EKF. The local wind wxy  is 
estimated based on first-principle dynamics [finite differ-
encing of the filtered position and velocity estimates, (6)]. 
The power supply consists of one three-cell 3,200-mAh bat-
tery and a voltage step-down to consistently power the Rasp-
berry Pi with 5 V, allowing flight times of roughly 1.5 h.  
The required lifting force to compensate the total weight of 
1.2 kg is generated through a helium-filled weather balloon 
with a filled diameter of 1 m. The diffusion of helium at this 
diameter and mission duration is not significant due to the 
low surface-to-volume ratio. To ensure safe recovery in the 
case of failure, the prototype is filled to a level where it stays 
slightly negatively buoyant.

The system itself is fully autonomous and performs all 
computations onboard via a PyTorch model running on 
the Raspberry Pi, requiring no further input to reach the 
target. For safety reasons, the RL algorithm can be over-
ridden at any time through a command from the pilot on 
the ground via short message service (SMS). The pilot also 
receives regular status updates via SMS once per minute. 
This means of communication has no direct range limit and 
allows the balloon to travel anywhere within network cov-
erage. As an additional redundant safety measure, a second 
independent GNSS tracker with its own means of com-
munication and power source is attached to the prototype. 
Once the battery is connected, the Raspberry Pi boots and 
automatically launches the RL and balloon control scripts 
using system daemons. The control script is also responsi-

ble for GPS readout, communication, and motor actuation. 
In case of a malfunction, the script automatically restarts, 
allowing for recovery in the unlikely event of a short power 
supply interruption.

To reach and remain at the RL-predicted altitude, a sim-
ple low-level switching controller is used (8) to keep the 
altitude tracking error e below a certain threshold  .l 15m=  
This design was mainly chosen due to the underpowered 
nature of this system, leading to saturation in most scenari-
os, and to imitate how balloon pilots manually control their 
balloons:

 
,

,
,

 
 .u
e l
e l

1
1

0

for
for
else

#

$= -

-

* 4  (8)

ENVIRONMENT
All outdoor experiments took place in uncontrolled Swiss 
airspace, within a volume of . .22 22 3 2 km# #  To mini-
mize risk, they were conducted in the sparsely populated, 
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z

Wind Generator
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)
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FIGURE 6. (a) The indoor test case, with two wind generators 
facing each other at different heights, resulting in a 2D wind 
field (varying in the x and z dimensions). (b) The prototype (blue 
trajectory) starts in the middle of the arena and tries to get as 
close as possible to the target, which corresponds to a target line 
in 3D [the red line in (a)].
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primarily agricultural Seeland region in the northwest of 
Switzerland.

RL POLICY TRAINING
The simulation physical properties (diameter, mass, drag 
coefficient, and actuation force) were adapted to the outdoor 
prototype, and the decision interval Δt during training was 
changed to 180 s. This 3D environment was confined within 
a volume of . .22 22 3 2 km# #

EXPERIMENT
Testing in the real world illustrates a few challenges in the 
setup. First of all, the target cannot be placed via a random 
rollout but has to be set manually. This was done by rolling 
out a flight path in simulation based on a real-time NWP 
that does not violate any of the no-fly zones and allows 
landing in a nonpopulated empty region. Then, the balloon 
was filled and balanced (with small weights), and the pres-
sure sensor was calibrated against the terrain model and 
local base pressure. Once communication and localization 

checks were complete, the balloon was released. A car was 
necessary to follow the prototype, which can reach veloci-
ties of 60 km/h–1. Tests were terminated by manually over-
riding the RL algorithm via SMS to land the balloon once it 
passed the target. The decision interval during testing was 
set to 60 s. To increase reproducibility, the battery was fully 
charged before every flight.

When the prototype receives a landing command, nega-
tive thrust is applied until, roughly 150 m above the ground, 
the motors are shut off, and the system slowly descends. This 
avoids spinning the propellers on the ground, which could lead 
to damage and injury.

Multiple fail-safes are implemented to avoid losing the 
craft: if the prototype runs out of bounds, loses communi-
cation for a certain time, or reaches an overall time limit,  
the landing procedure is initiated. Fail-safe time parameters 
were set in inverse proportion to the maximum wind speed on 
the testing day.

The results for each of the six trials are shown in Table 2.  
These tests demonstrated the advantages of RL in such a 

Median: 0.23 m Median: 0.09 m

Median: 0.15 m
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(a)
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FIGURE 7. The 2D projection of the trajectory of the indoor testing series in a fixed-wind scenario (gray arrows). The color change in the 
trajectory represents time, and the endpoint shows the closest point of the trajectory to the target, marked by the black cross. The circle 
around the black cross represents the acceptance radius that was used during training. (a) RL has the overall smaller mean (30 cm) and 
median distance (23 cm), outperforming (b) the baseline (mean: 44 cm; median: 32.5 cm).
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context. Even though the precomputed wind model was differ-
ent from the actual wind conditions, the algorithm adapted the 
prediction based on local wind estimates and still succeeded at 
getting very close to the target in four out of six test cases. The 
remaining two targets were not reachable, based on the wind 
measurements collected during the flight. The predicted winds 
used in simulation to set the target positions differed significantly 
from the winds measured during flight, rendering the simulated 
trajectory infeasible.

A detailed analysis of the second and fourth flights appears 
in Figures 9 and 10. Despite the NWP being inaccurate in the 
second flight, the algorithm corrected its altitude accordingly and 
still managed to reach a point close to the target. However, during 
the fourth flight, the discrepancy of the NWP to the measure-
ment was so large that there was almost no wind blowing into 
the negative y direction, making the target unreachable. In cases 
like this, the algorithm tends to stay at a constant height to avoid 
wasting energy.

These experiments show that the learned policy can 
be applied without adaptation on a real-world environ-
ment with a significant difference between the NWP and 
measured wind. The prototype proved to be reliable and 
allowed for consistent testing. Although six flights are 
not enough to statistically analyze the performance in 
real-world environments, it nevertheless demonstrates a 
proof of concept.

SENSITIVITY ANALYSIS
In another simulated experiment, we provided the agent 
with noisy input data to test the sensitivity with regard to 
input noise and analyze the information value of the  
different inputs to the agent. We added noise to the input 
data by rotating the measurements with a random  
uniformly sampled rotation. In the case of the wind  
predictions, this was done once per experiment, while the 
wind measurements and agent velocity were disturbed every 

Telecom

Three-Cell
Battery

Motors
(Counterrotating

Propellers)

GPS (Main)

Box with
Raspberry Pi

Sensor (Camera)

Balloon
(Diameter: 1.3 m)

ESC

GPS
(Redundant)

Landing Gear

(a) (b)

FIGURE 8. (a) The outdoor prototype consists of a carbon sheet structure held together by 3D-printed parts. A Raspberry Pi ensures 
communication via short message service; positioning is done via a global navigation satellite system and pressure sensor. The 
prototype is powered by a three-cell battery, isolated and heated by bubble wrap and chemical heating pads. (b) All this weighs a total of 
1.2 kg and is lifted by a latex weather balloon filled with helium, 1.3 m in diameter. A camera is added as an exemplary sensor payload.

TABLE 2. The performance of RL with the precomputed 
wind model tested in the outdoor environment.

NUMBER REACHABLE DISTANCE DURATION
MINIMUM 
RESIDUAL

1 Yes 9.8 km 76 min, 38 s 142 m

2 Yes 10.4 km 33 min, 31 s 536 m

3 Yes 13.6 km 48 min, 30 s 484 m

4 No 8.7 km 65 min, 57 s 8,154 m

5 No 13.1 km 36 min, 49 s 914 m

6 Yes 8.9 km 39 min, 52 s 275 m

Across all reachable cases, the prototype passed within an average minimum 
distance of 360 m to the target, with an average path length of 10.7 km.
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time stamp to model disturbances and wind gusts. We test-
ed different noise levels with rotations up to 30/90°, respec-
tively. In the last experiment group, we disturbed the 
measurements with rotations larger than 90°, essentially 
rendering them completely uninformative, as they tend to 
be opposite to the true values. The results presented in 
Table 3 suggest that the agent heavily relies on the wind 
predictions, as the performance significantly drops with 
increased noise levels and fails when provided with inval-
id data. The agent seems to handle better the velocity 
noise and wind estimation noise but also relies less on 
these properties. The high success rate for the highly dis-
turbed wind estimates suggests that the agent does not 
rely on this property.

CONCLUSION AND OUTLOOK
This work demonstrated a successful controller for an auton-
omous balloon flying from a start point to a predefined tar-
get, using RL. The agent tries to get within a certain range of 
the target as quickly as possible using a minimal amount of 
energy based on the relative target position, balloon local 
position, velocity, and global wind.

To show this, the SAC method was trained in parallel for 60 h  
on the outdoor case, reaching the target in 75.3% of the test 
cases in simulation. An indoor prototype along with two wind 
generators were built to evaluate the performance in a 2D indoor 
setting. Over three different scenarios of 10 episodes each, the 
prototype reached a median distance of 23.4 cm from the target, 
using the RL policy trained in simulation without adaptation. A 

fully autonomous outdoor prototype was 
developed to validate the algorithm in  
an open-world environment. Over all 
cases where the target was reachable, 
the system reached a mean minimum 
distance of 360 m to the target, after 
flying 10.7 km on average.

Both hardware tests showed that the 
trained policies are relatively robust to 
disturbances and poor initial estimates 
of the predicted global wind and mea-
sured local wind. This is mainly due to a 
realistic noise model that was used dur-
ing training as well as using an EKF for 
accurate state estimation.

To allow the prototype to be used as 
a fully fledged sampling platform for 
collecting atmospheric data, the fol-
lowing improvements could be made. 
First, instead of handling NWP and 
measurements separately in the state 
space and leaving it up to the RL agent 
to mix them together, the NWP could 
be updated based on a weather model 
through the measurements. This would 
make the learning easier while also 
allowing past measurements to have an 
impact. One way to achieve this could 
be through predicting high-resolution 
wind fields based on terrain and real-
time wind measurements [20].

Second, more real-life flight data 
could be collected to create a large 
database of observations. This database 
could then be used directly for train-
ing instead of generating observations 
in simulation. This would allow train-
ing to be very similar to the test case, 
characterizing the accuracy of the wind 
predictions.

Finally, currently, the time depen-
dency of the wind prediction is not 
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FIGURE 9. (a) The real-life trajectory (blue) and simulated trajectory (yellow) from the 
start at (0, 0) to the target (black cross), with the acceptance radius used during training 
(black circle). (b) The real-life wind measurement (blue) compared to the NWP (gray).  
(c) The minimum distance to the target during the experiment. The second flight (blue) travels 
10.4 km to get as close as 536 m to the target. On this windy day, a clear change in direction 
and, therefore, altitude was necessary to reach the target. The simulated trajectory (light blue) 
is quite different from the executed trajectory, due to an offset in the NWP in both direction 
and magnitude. During this flight, the logging frequency was lower than in the other tests, due 
to a mistake in the setup.
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encoded, as we did not conduct test 
flights longer than 1.5 h. For lon-
ger tests, this time dependency 
could be encoded and passed into 
the state space. Additionally, the 
NWP could be updated on a regu-
lar basis in f light over the 4G net-
work, instead of loading it only 
once before takeoff.
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TABLE 3. The disturbance generated through 
uniformly random rotation of <30°, <90°, and >90°.

STATE ENTRY NO NOISE <30° <90° >90°

M 75.3% 48% 21.2% 2.6%

wxy 75.3% 65.8% 64.3% 59.1%

r
.

b
I 75.3% 62.6% 51.3% 37.6%

The resulting success rate shows a clear dependency on the wind pre-
diction and velocity. Wind measurement and velocity correlate very 
closely due to the large cross-section area and low inertia of the sys-
tem. This sensitivity analysis shows that the algorithm favors velocity 
over wind measurement, likely due to there being less noise in the 
velocity measurement.
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FIGURE 10. The fourth flight took well over an hour, but the prototype (blue) failed to get 
close to the target, regardless of passing through all altitudes, checking for wind blowing in 
the negative y direction. This is due to a significant inaccuracy in the directional NWP (gray) 
compared to the ground truth (blue). Hence, the target was not reachable. (a) The real-life 
trajectory (blue) and simulated trajectory (yellow) from the start at (0, 0) to the target (black 
cross), with the acceptance radius used during training (black circle). (b) The real-life wind 
measurement (blue) compared to the NWP (gray). (c) The minimum distance to the target 
during the experiment.
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