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Abstract 

Accurate convective heat transfer predictions are required in building engineering and environmental 

studies on urban heat islands, building energy performance, building-envelope durability or conservation 

and (natural) ventilation of buildings. When applying computational fluid dynamics (CFD) for these 

computationally-expensive studies at high-Reynolds numbers, wall functions are mostly used to model 

the boundary-layer region. In this study, an adjustment to the standard temperature wall function is 

proposed for forced convective heat transfer at surfaces of typical wall-mounted bluff bodies in turbulent 

boundary layers, such as the atmospheric boundary layer, at moderate to high Reynolds numbers. The 

methodology to determine this customised temperature wall function (CWF) from validated numerical 

data of CFD simulations using low-Reynolds number modelling (LRNM) is explained, where a 

logarithmic-law behaviour is found. The performance of this CWF is evaluated for several bluff-body 

configurations. Standard wall functions (SWFs) yield deviations of about 40% for the convective heat 

transfer coefficient, compared to LRNM. With the CWF however, these deviations are reduced to about 

10% or lower. The CWF therefore combines increased (wall-function) accuracy for convective heat 

transfer predictions with the typical advantage of wall functions compared to LRNM, being a lower grid 

resolution in the near-wall region, which increases computational economy and facilitates grid generation. 

Furthermore, this CWF can be easily implemented in existing CFD codes, and is implemented in the 

commercial CFD code Fluent in this study.  
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Nomenclature 

A slope 

B intercept 

cp specific heat capacity of air (J/kg.K) 

Cμ coefficient used in the k-ε turbulence models (0.09) 

E constant in wall-function expression (9.793)  

H cube height (m) 

k turbulent kinetic energy (m
2
/s

2
) 

kP turbulent kinetic energy in cell centre point P of wall-adjacent cell (m
2
/s

2
) 

P cell centre point of wall-adjacent cell 

PJ empirically determined coefficient (function of Prt) 

Pr  molecular Prandtl number 

Prt turbulent Prandtl number 

Prt,CWF turbulent Prandtl number used by CWF 

qc,w convective heat flux at the surface (W/m
2
) 

Re Reynolds number 

T air temperature (°C) 

TP  temperature in cell centre point P of wall-adjacent cell (°C) 

TP* dimensionless temperature in cell centre point P of wall-adjacent cell 

Tref reference temperature (°C)  

Tw wall temperature (°C) 

T
+
  dimensionless temperature, ρcpu(Tw-T)/qc,w 

T* dimensionless temperature 

uABL
*

ABL friction velocity (m/s) 

u boundary-layer friction velocity, (w/)
1/2

 (m/s)

U mean air speed (m/s) 

U10 mean air speed in the undisturbed flow at a height of 10 m above the ground (m/s) 

U
+
  dimensionless mean air speed, U/u 

U* dimensionless mean air speed 

y distance (normal) from the wall (m) 

yP distance (normal) of cell centre point P of wall-adjacent cell to the wall (m) 

yP
+

dimensionless wall (normal) distance of cell centre point P of wall-adjacent cell, uyP/ν 

yP* dimensionless wall (normal) distance of cell centre point P of wall-adjacent cell 

yT* lower limit for temperature wall function 
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y
+
 dimensionless wall (normal) distance, uy/ν 

y* dimensionless wall (normal) distance 

z height above the ground (m) 

z0 aerodynamic roughness length (m) 

Greek symbols 

ε turbulence dissipation rate (m
2
/s

3
) 

κ von Karman constant (0.4187) 

μ dynamic viscosity of air (kg/ms) 

ν kinematic viscosity of air (m
2
/s) 

ρ density of air (kg/m
3
) 

τw wall shear stress (kg/ms
2
) 

φ incidence angle (°) 

Abbreviations 

ABL atmospheric boundary layer 

CFD computational fluid dynamics 

CHTC convective heat transfer coefficient 

CWF customised wall function 

DNS direct numerical simulation 

LES large-eddy simulation 

LRNM low-Reynolds number modelling 

RANS Reynolds-averaged Navier-Stokes 

SWF standard wall function 

WF wall function 

Subscripts 

LRNM low-Reynolds number modelling 

P cell centre point P of wall-adjacent cell 

WF wall function 

1. Introduction

Forced convective heat transfer at surfaces of wall-mounted bluff bodies in turbulent boundary layers at 

moderate to high Reynolds numbers (Re = 10
4
-10

7
) is of interest in many engineering applications, such 

as the evaluation of wind-induced convective heat losses from building surfaces or building components 

(e.g. solar collectors) in the atmospheric boundary layer (ABL). In building and urban engineering, 

convective heat transfer predictions are especially relevant for ABL flow applications on urban heat 

islands [1,2], building (component) energy performance [3,4], building-envelope durability or 
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conservation [5,6] and (natural) ventilation of buildings [7]. Furthermore, they can be used to estimate the 

convective moisture transfer from building surfaces, by using the heat and mass transfer analogy [8]. 

Convective moisture transfer is especially of interest for hygrothermal analysis of building envelopes and 

for urban applications involving evaporation of water from ponds, roof ponds, green roofs, green walls or 

surfaces which are wetted by (wind-driven) rain [9].  

Convective heat transfer research for this type of flow problem is mainly performed by wind-tunnel 

experiments [10-14] and by computational fluid dynamics (CFD) studies [15-17] for both isolated bodies 

as well as arrays of bluff bodies. Compared to wind-tunnel experiments, CFD simulations have the 

advantage that usually a higher spatial resolution is obtained. With CFD also no restrictions are imposed 

regarding scaling and accessibility of certain surfaces, in contrast to wind-tunnel infrared thermography 

measurements [11] for example, which is especially important for more complex configurations. On the 

other hand, the applied numerical modelling approaches determine to a large extent the accuracy of CFD 

simulations. 

At high Reynolds numbers (Re ≈ 10
6
-10

7
), CFD computations for this type of flow are often 

performed with (steady) Reynolds-averaged Navier-Stokes (RANS) combined with wall functions (WFs) 

[18], especially for complex configurations, for example in large-scale environmental studies [6,7,19-22]. 

WFs are used here to take care of the boundary-layer region, instead of low-Reynolds number modelling 

(LRNM), mainly for reasons of computational economy: at high Reynolds numbers, the use of WFs, 

which model the flow quantities in the boundary-layer region by calculating them by means of semi-

empirical functions, avoids an extremely high grid resolution here, which would be required for LRNM, 

where the boundary layer is resolved explicitly. Both boundary-layer modelling approaches are described 

more in detail below (section 3).  

The standard formulation for WFs [23], referred to as standard wall functions (SWFs), however has 

two main limitations:  

1. SWFs impose strict requirements to the computational grid: the cell centre point P of the wall-

adjacent cell has to be located outside of the viscosity-affected region (viscous sublayer and buffer

layer), i.e. yP
+
 > 30. On the other hand, the point P has to be located close enough to the wall for it to

be in the logarithmic layer, i.e. yP
+
 < 500 [24], and to ensure a sufficiently high grid resolution in the

boundary layer. The dimensionless wall distance of point P (yP
+
) is defined as:

w
P

P

y

y 







  (1) 

where yP is the distance (normal) from the cell centre point P of the wall-adjacent cell to the wall, τw 

is the shear stress at the wall, ρ is the air density and ν is the kinematic viscosity of air. For complex 

flows, these yP
+
 criteria are difficult to achieve throughout the entire computational domain,

especially if automated grid generation is used, by which WFs are sometimes used outside of their 

specified validity range. 

2. The wall-function concept of SWFs is based on a universal behaviour of the boundary layer, in terms

of velocity, turbulence and temperature profiles. These SWFs are derived for wall-attached boundary
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layers under so-called equilibrium conditions, i.e. small pressure gradients, local equilibrium 

between generation and dissipation of turbulent energy and a constant (uniform) shear stress and 

heat flux in the near-wall region [25]. This wall-function concept breaks down for more complex 

flows, such as flow around bluff bodies where the boundary layer does not remain attached to the 

surface. SWFs can therefore lead to inaccurate predictions, especially for wall friction and 

convective heat transfer [25,26].  

In order to obviate these two limitations of SWFs to some extent, more advanced approaches have been 

developed in the past, which were mainly focused on WFs for velocity rather than for temperature.  

A first group of researchers aimed at developing a more generalised treatment for WFs. This 

generalisation involved extending the applicability of wall functions throughout the entire lower part of 

the boundary layer, i.e. by allowing the cell centre point P to be located in the viscosity-affected region, 

i.e. yP
+
 < 30. Some authors therefore proposed a single wall-function expression which is valid 

throughout the lower part of the boundary layer (yP
+
 < 500) [27-30]. Most of these expressions were 

however derived for equilibrium boundary layers and usually only for velocity and temperature, thus not 

considering the variation of turbulence parameters. Others [31] adopted an approach which uses a LRNM 

or wall-function formulation, depending on the yP
+
 value, to determine the flow quantities in the wall-

adjacent cell. A smooth transfer between both formulations was achieved by blending. Although these 

generalised approaches allow for very low yP
+
 values (i.e. of the wall-adjacent cell), the remainder of the 

viscous sublayer and the buffer layer, located in the second and successive wall-normal cells, is then often 

resolved by the high-Reynolds number turbulence model. Since these models are actually not designed 

for this purpose, the accuracy of the boundary-layer predictions can be compromised [32]. 

A second group aimed at improving the accuracy of WFs for complex, non-equilibrium flows, within 

the typical application range of WFs (yP
+
 > 30). Some of these adjusted WFs are still essentially based on 

the logarithmic law [29,33-38]. Others proposed more advanced strategies [31,39-42]. Some of these 

adjusted WFs were used in combination with a generalised wall treatment, as discussed in the previous 

paragraph. Note that consistency between these adjusted WFs and the applied turbulence model should be 

ensured [41,43]. These adjusted WFs are considered very valuable achievements and can significantly 

improve accuracy regarding air flow and heat transfer. 

The accuracy of these adjusted WFs however does not always improve significantly compared to 

SWFs. One of the reasons is that SWFs do not necessarily result in worse overall flow predictions 

compared to LRNM or adjusted wall-function approaches, for example for bluff bodies with sharp edges 

or a backward-facing step at high Reynolds numbers [31,44,45]. In this case, the boundary-layer 

separation points are prescribed by the geometry and relatively thin boundary layers are found. Thus the 

near-wall interventions do not have a significant influence on the overall flow field in such cases. For 

convective heat transfer however, which is strongly determined by the heat transport in the boundary 

layer, a standard (temperature) WF is found to be inappropriate [15,26,45,46] and more accurate 

alternatives are required. Also for applications in which wall friction is of interest, e.g. for drag 

predictions, increased accuracy is required [47]. Furthermore, the implementation of these adjusted WFs 

in commercial CFD codes is not always that straightforward due to the limited access to the code itself.  
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From the viewpoint of improved wall-function accuracy for convective heat transfer for complex, 

non-equilibrium flows and ease of implementation in existing CFD codes, an adjustment to the standard 

temperature WF is proposed in this paper, which classifies within the second group of advanced WF 

approaches mentioned above. This customised temperature WF (CWF) focuses on applications for forced 

convective heat transfer at the surfaces of wall-mounted (sharp-edged) bluff bodies in turbulent boundary 

layers at moderate to high Reynolds numbers. A typical example is a building in the atmospheric 

boundary layer. The methodology to determine this CWF from validated numerical CFD (LRNM) 

simulation data is explained. This CWF is essentially based on a logarithmic law and is determined for 

flow over a cubic building model. Afterwards, this CWF is implemented in a commercial CFD code in a 

straightforward way. The performance of this CWF, compared to LRNM and the SWF, is evaluated for 

several bluff-body configurations and its limitations are discussed. In the next section, the numerical 

model of the cubic building is described. 

 

2. Numerical model 

A cube with a height (H) of 10 m is considered, representing a building in the ABL. The size of the 

computational domain (Figure 1) is determined according to the guidelines of Franke et al. [24] and 

Tominaga et al. [48]. The blockage ratio, which is the ratio of the frontal area of the cube (H²) to the 

surface area of the inlet of the computational domain (21x6H²), is 0.8%. The computational domain 

allows an evaluation of different incidence angles (φ), namely for φ = 0°-90°. The incidence angle is the 

angle between the approach-flow wind direction and the normal to the surface of interest (see Figure 1). It 

is equal to 0° for flow perpendicular to the surface and increases in a clockwise manner. At the inlet of the 

domain, the vertical profiles of the mean (horizontal) wind speed U (logarithmic law), turbulent kinetic 

energy k and turbulence dissipation rate ε are imposed, according to Richards and Hoxey [49]. These 

profiles represent a neutral ABL, i.e. where turbulence originates only from friction and shear and not 

from thermal stratification: 

*
0ABL

0

* 2
ABL

* 3
ABL

0

z zu
U(z) ln( )

z

u
k

C

u

(z z )










 
 

                (2) 

where uABL
*
 is the ABL friction velocity, κ is the von Karman constant (0.4187), z is the height above the 

ground, z0 is the aerodynamic roughness length and Cμ is a coefficient (0.09). The ABL friction velocity 

is linked to a reference wind speed, namely U10 in this study, which is the mean wind speed at a height of 

10 m above the ground, and is taken equal to 0.5 m/s. The reason for this rather low value is explained 

later. Other wind speeds (U10 = 0.05-2.5 m/s) are also evaluated in section 4.2. The parameter z0 is 0.03 

m, which corresponds to a land surface with low vegetation (e.g. grass) and isolated obstacles [50]. The 

temperature of the approach flow is 10°C. Wind at different incidence angles is evaluated, namely at 

incidence angles of 0°, 15°, 30° and 45°. Due to the symmetry of the cube, evaluation of larger incidence 
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angles (60°, 75°, 90°, …) is not necessary since these cases can be related to one of the previously 

mentioned simulations (φ = 0°-45°) by considering a different surface. 

The ground boundary is modelled as a no-slip boundary with zero roughness since surface roughness 

values cannot be specified if LRNM is used [51]. This restriction will inevitably introduce streamwise 

gradients in the vertical profiles of mean horizontal wind speed and turbulence [52,53] but this effect is 

rather limited since a short upstream fetch is considered, as recommended by Blocken et al. [52]. 

Although WFs, in contrast to LRNM, can account for surface roughness of the ground surface in order to 

avoid these streamwise gradients, no roughness is specified for the wall-function simulations either since 

a comparison between both simulations methods will be made. The ground boundary is taken adiabatic.  

The exterior surfaces of the cube are modelled as no-slip boundaries with zero roughness and have an 

imposed constant temperature of 20°C. Note that, since the focus is on forced convection, the flow field is 

independent of the thermal boundary conditions (see section 3). For the top boundary of the 

computational domain, a symmetry boundary condition (slip wall) is used, which assumes that the normal 

velocity component and the normal gradients at the boundary are zero. Zero static pressure is imposed at 

the outlet. Note that symmetry boundary conditions are used for the lateral boundaries for an incidence 

angle of 0° and inlet or outlet boundary conditions are used for other incidence angles (Figure 1). 

Two types of grid are used in this study: a LRNM grid and a wall-function grid. Both grids are built 

based on a grid sensitivity analysis. Both grids are hybrid grids (hexahedral and prismatic cells). The 

LRNM grid consists of about 2.7x10
6
 cells for LRNM (Figure 1). In order to resolve the boundary layer 

appropriately, LRNM grids require a high cell density in the wall-normal direction and a small y
+
 value of 

the wall-adjacent cell (yP
+
 ≈ 1), compared to WFs (30 < yP

+
 < 500). For the LRNM grid, the highest yP

+
 

values are attained at the edges of the windward surface (for φ = 0°) but are smaller than 3 for all wind 

speeds evaluated in this study. The lower number of computational cells for WFs, compared to LRNM, 

significantly reduces the required computational time. Note that, while the total number of LRNM cells 

for an isolated building is still relatively small, computationally-expensive large-scale building 

engineering or environmental studies using LRNM might become quasi impossible because LRNM yields 

too many cells. In this case, the use of WFs is the only option. WFs are therefore not only beneficial, but 

will often also be decisive. 

Since τw increases with increasing wind speed (U10), the evaluation of higher wind speeds with LRNM 

requires locally a higher grid resolution in the boundary-layer region, hence a lower yP, in order to obtain 

a yP
+
 of about 1 (see Eq.(1)). The required yP can therefore become very small for LRNM at high 

Reynolds numbers (± 0.05 mm for U10 = 7.5 m/s, see Defraeye et al. [16]) which significantly increases 

the computational expense, but which can also entail considerable problems for grid generation and 

convergence rates. These are actually the main reasons to employ WFs at high Reynolds numbers. 

Relatively low wind speeds (U10) are therefore used in this study to limit yP for LRNM grids to some 

extent (see Defraeye et al. [16]). 

The wall-function grid has the same cell density as the LRNM grid outside the near-wall region, but in 

the near-wall region the grid is adapted in order to provide a higher yP
+
 value for the wall-adjacent cell as 

well as a smooth transition with the second and successive wall-normal cells, with respect to grid 
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stretching. This resulted in a grid of about 1.6 x10
6 
cells with yP

+
 values between about 20 and 400 on the 

cube surface (at 0.5 m/s). 

 

3. Numerical simulation 

The simulations are performed with the CFD code Fluent 6.3, which uses the control volume method. 

Steady RANS is used in combination with a turbulence model. The realizable k-ε model [54] is used 

together with LRNM and WFs, which take care of the viscosity-affected region.  Experimental validation 

is presented below in section 4.  

For the k-ε model, together with LRNM, a two-layer approach is adopted. The turbulent core region of 

the flow is resolved by the k-ε model, for which these models were primarily developed. LRNM is used 

to resolve the viscosity-affected region, for which the one-equation LRNM Wolfshtein model [55] is 

used.  

If WFs are used for boundary-layer modelling, the flow quantities in the cell centre point P of the 

wall-adjacent cell are calculated by means of semi-empirical functions, instead of resolving the boundary 

layer explicitly. WFs are usually expressed in terms of dimensionless parameters, namely y
+
, U

+
 and T

+
, 

which are functions of the shear stress at the wall (τw). In complex flows however, τw can become zero, for 

example in stagnation and reattachment points. Therefore, other dimensionless parameters are used to 

express WFs in most existing CFD codes, namely y*, U* and T*, which are related to the turbulent 

kinetic energy k: 

1/4 1/2

*
C k y

y





                 (3) 

1/4 1/2

*

w

C k U
U





                (4) 

1/4 1/2
w p*

c,w

C k (T T)c
T

q

 
                 (5) 

where y is the distance (normal) from the wall, μ is the dynamic viscosity of air, U is the air speed, T is 

the air temperature and cp is the specific heat capacity of air. Furthermore, y*, U* and T* are the 

dimensionless wall distance, air speed and temperature, respectively. Note that these parameters are equal 

to y
+
, U

+
 and T

+
, respectively, for boundary layers under equilibrium conditions, but they can differ 

significantly for more complex flows. Therefore, the parameters y*, U* and T* will be used throughout 

this paper. The SWF for temperature (in Fluent 6.3) is given as a logarithmic law: 

* *
P t P J

1
T Pr ( ln(Ey ) P ) 


  * *

P Ty y 11.639             (6) 

where Prt is the turbulent Prandtl number for air (0.85), E is a constant (9.793) and PJ is an empirically-

determined coefficient, which is a function of Prt and is equal to -1.12 (default value) in this case. All the 

previously mentioned numerical values in Eq.(6) are the default values in Fluent 6.3. The lower limit for 

this SWF (in Fluent 6.3) is also given, namely yT*. For cells which have a yP* below this value, TP* is 

determined by means of a linear law, which intersects with the logarithmic law at yT*: 
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* *
P PT Pr y     * *

P Ty y 11.639             (7) 

where Pr is the molecular Prandtl number. When using wall functions, the first cell should however be 

located in the logarithmic region (yP* > 30). The combination of the linear and logarithmic law (Eqs.(7)-

(8)) is called the law-of-the-wall for temperature. Note that, since the yP* value is used by WFs, wall-

function grids, to be used for non-equilibrium flows, have to be built to have a yP* value of about 30-500, 

instead of a yP
+
 value within this range. These yP* values for the wall-function grid of the cube are 

presented in detail in section 5.1. 

Furthermore, second-order discretisation schemes are used throughout. The SIMPLE algorithm is 

used for pressure-velocity coupling. Pressure interpolation is second order. Since the focus of this paper is 

on forced convection, buoyancy effects are not taken into account in the simulations, by which the flow 

field is independent of the imposed thermal boundary conditions. Thereby, rather low wind speeds could 

be used in the simulations in order to limit the required yP for LRNM (see Defraeye et al. [16]). Radiation 

is also not considered in the simulations since fixed temperature boundary conditions are used for the 

surfaces of the cube. Convergence was assessed by monitoring the velocity, turbulent kinetic energy and 

temperature on specific locations in the flow field and heat fluxes on the surfaces of the cube. 

 

4. Experimental validation 

The accuracy of CFD simulations depends to a large extent on the turbulence-modelling and boundary-

layer modelling approaches that are used and therefore this has to be quantified by means of validation 

experiments/simulations. The accuracy of the realizable k-ε turbulence model with LRNM was recently 

evaluated in a CFD validation study [46] using wind-tunnel measurements [11] of convective heat 

transfer on the surfaces of a cube placed in turbulent channel flow at a Reynolds number of 4.6x10
3
, 

based on the cube height and the bulk wind speed. Convective heat transfer is frequently evaluated by the 

convective heat transfer coefficient (CHTC): 

c,w

w ref

q
CHTC

(T T )



                (8) 

where qc,w is the convective heat flux at the wall, which is assumed positive away from the wall, Tw is the 

surface temperature at the wall (20°C in this study) and Tref is the approach-flow (reference) temperature 

(10°C in this study). A part of the results of this validation study is shown in Figure 2. The CHTCs on the 

windward and leeward surfaces of the cube in a vertical and horizontal centreplane from experiments and 

CFD simulations are given. Only the results in the central region of the surfaces are shown since 

discrepancies near the edge zones were attributed to the limited resolution of the experiments in these 

zones. The CFD validation study [46] produced accurate CHTC predictions, both in magnitude and 

distribution over the surface, for the windward surface (within the experimental uncertainty of 5% in the 

overall part of the central region of the surface), and to a lesser extent for the leeward surface (differences 

with experimental data < 10% in the overall part of the central region of the surface). For the side and top 

surfaces, the distribution of the CHTC over these surfaces was less accurate. However, it is important to 

note that these discrepancies are rather attributed to inaccurate flow predictions in zones of separation and 
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recirculation around bluff bodies [56,57], due to steady-flow and turbulence modelling, than to inaccurate 

heat transfer modelling in the boundary layer. Such discrepancies are a generally known deficiency of the 

steady RANS approach combined with two-equation turbulence models. The surface-averaged CHTC 

values for all vertical surfaces however showed an acceptable agreement with the experimental data (see 

Table 1), especially given the fact that the experimental averaging of the CHTC was quite coarse, 

particularly at the edge zones. More advanced turbulence modelling approaches, for example large-eddy 

simulation (LES) or direct numerical simulation (DNS), could result in more accurate CHTC results on 

these surfaces. Nevertheless, steady RANS is still often preferred for complex configurations at high 

Reynolds numbers, such as large-scale urban and building aerodynamics studies [6,7,19-22,58,59], for 

reasons of computational economy, and will also be used in this study.  

Note that, within the context of such steady RANS simulations, the flow field predicted by LRNM and 

by WFs will be quasi similar outside of the boundary layer since only an adjustment to the temperature 

wall function is made and buoyancy is not accounted for in the simulations. The discrepancies between 

WFs and LRNM will thus be mainly related to heat transport in the boundary-layer region, for which 

LRNM was shown to provide accurate results [46]. Therefore, it is considered justified to use these 

validated LRNM data to determine the proposed adjusted temperature WF, as explained below.  

 

5. Customised temperature wall function 

5.1 Background 

In this section, the background regarding the proposed adjustment to the standard temperature WF is 

given. From the previously mentioned CFD study [46], which considered the same configuration, i.e. a 

cube immersed in a turbulent boundary layer, it was shown that SWFs significantly overestimated the 

CHTC (± 50% for φ = 0°), compared to LRNM. LRNM was found to provide accurate CHTC predictions 

by means of this CFD validation study. Note that a comparison of SWF and LRNM is discussed further in 

section 5.1 (Figure 6). Although LRNM and SWF near-wall modelling approaches showed significant 

differences in magnitude, the distribution of the CHTC over the surfaces was very similar. This similarity 

in distribution resulted from the fact that the flow fields were quite similar, since WFs did not have a 

significant effect on the flow field, due to the sharp-edged bluff-body geometry and the high Reynolds 

numbers that were considered (see section 1). The overestimation by SWFs could be explained (see 

Defraeye et al. [46]) by comparing the dimensionless temperature (T*) profiles for LRNM and SWFs for 

different positions at the windward surface along lines normal to the surface, as a function of the y* value. 

Such T*-y* profiles are shown in Figure 3 for the simulations presented in this paper. For SWFs, T* of 

the wall-adjacent cells (TP*) is clearly forced, by means of Eq.(6), to a value that is systematically lower 

(point 1 in Figure 3) than the one found for LRNM at the same y* (point 2 in Figure 3). Since Tw is 

imposed at the cube surface in this study (Tw = 20°C), this TP* value, calculated by SWFs (Eq.(6)), is 

used to calculate qc,w by means of Eq.(5). Since k and T in the wall-adjacent cell (kP and TP) for SWFs are 

found to agree quite well with those predicted by LRNM at the same y* value, the underprediction of TP* 

by SWFs (by ± 50% of TP* of LRNM, see Figure 3) will therefore mainly result, according to Eq.(5), in 

an overprediction of qc,w. Based on Eq.(8), this overprediction leads to much higher CHTCs for SWFs (± 
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50% of CHTCLRNM for φ = 0°). Note that the good agreement between kP and TP of SWFs and LRNM 

(see Defraeye et al. [46]) mainly results from the similarity of both flow fields. Note that the SWF results 

do not agree with the law-of-the-wall throughout the boundary layer since equilibrium conditions, for 

which the law-of-the-wall was originally derived, do not apply. 

However, a remarkable feature in Figure 3 is that the LRNM T*-y* profiles correspond quite well for 

all positions on the windward surface. These profiles indicate a logarithmic-law behaviour, analogous to 

Eq.(6), at y* values from about 100-4000 (line A) but also at y* values between about 20-100 (line B), 

however with a steeper slope. The T*-y* profiles on other surfaces of the cube show a similar distribution 

with approximately the same profile (see section 4.2). This good agreement for all lines on different 

surfaces of the cube results from the fact that the parameters y* and T* are related to the turbulent kinetic 

energy, which in turn is strongly related to the turbulent heat transfer in the boundary layer (see Defraeye 

et al. [46]). Note that such an agreement is not found for the T
+
-y

+
 profiles since these parameters are 

related to the shear stress. Since many different types of flow regimes are found on the cube surfaces 

(flow impingement, separation, reattachment), this seems to suggest that the universality in T*-y* profiles 

is quasi independent of the flow regime. 

The idea of an adjustment to the standard temperature wall function for such complex flow problems 

is based on the quasi-universality of these T*-y* profiles for LRNM. Since for this specific flow problem, 

WFs have a rather limited impact on the overall flow field (see section 1), the SWF approach will still be 

applied to determine the other (non-thermal) flow quantities in the wall-adjacent cells. This customised 

temperature wall function (CWF) is based on fitting a logarithmic law, similar to Eq.(6), with validated 

numerical (LRNM) data for convective heat transfer in the turbulent region of the boundary layer (see 

Figure 3), i.e. for yP* > 30. Such logarithmic approximations are shown by line A (for 100 < yP* < 4000) 

and line B (for 20 < yP* < 100) in Figure 3, which have an adjusted slope and intercept, compared to 

Eq.(6), to provide a good fit to the LRNM data. Instead of the temperature SWF, which calculates TP* at 

point 1 in Figure 3, the CWF would calculate the TP* value at point 2 (according to line A), which is 

much closer to the LRNM data. Thereby, the CWF should result in more accurate qc,w and CHTC 

predictions. The only condition is that kP and TP, i.e. in the wall-adjacent cell, for the CWF simulation are 

approximately equal to those of LRNM since these values are used by the CWF to calculate qc,w from TP* 

by means of Eq.(5). This is the case since: (1) the kP values of LRNM and SWFs were found to agree 

quite well (at y* values of the wall-adjacent cells for SWF, i.e. in the logarithmic region), due to the 

similarity of both flow fields. Furthermore, the velocity and turbulence fields of CWFs and SWFs are the 

same since only a temperature CWF is imposed and no buoyancy effects are taken into account, resulting 

in the same kP values in the wall-adjacent cells for CWFs and SWFs; and (2) the largest part of the 

temperature drop occurs in the lower part (y* < 30) of the boundary layer (see Defraeye et al. [46]). 

Thereby, in this case TP will be almost equal to the approach-flow temperature (10°C), for LRNM, SWFs 

and CWFs.  

A more complex function could approximate the LRNM data throughout the entire y* range, i.e. a 

customised law-of-the-wall. Nevertheless, the focus will only be on the turbulent part of the boundary 

layer in this study (i.e. yP* > 30) for reasons explained in section 4.4, for which a logarithmic-law 
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approximation will be used. Thereby, the proposed CWF will thus only be applicable for typical wall-

function grids, i.e. grids with relatively high yP* values. For these grids, the difference between the 

standard law-of-the-wall and LRNM is however the largest (Figure 3), resulting in a higher effectiveness 

of the CWF, and the computational benefits are the highest. 

 

5.2 Applicability 

Before determining such a CWF from LRNM data, it is important to verify if the T*-y* profiles, from 

which the CWF will be determined, are to some extent universally valid. This is required since the CWF 

needs to be more generally applicable than only for the case of the windward surface of a cube at 

incidence angles of 0° at a specific wind speed. Therefore the influence of wind speed and incidence 

angle (wind direction) on the T*-y* profiles will be investigated for the different surfaces of the cube. In 

section 5.2, the CWF will also be evaluated for other bluff-body geometries. 

In Figure 4, the T*-y* profiles are given for LRNM for three wind speeds, namely U10 = 0.05, 0.5 and 

2.5 m/s. Note that the yP* values are below 3 for all wind speeds. For low wind speeds, the influence of 

the overall flow field on the T*-y* profiles is already manifested at low y* values, by which the 

logarithmic-like behaviour is not clearly found. At such low wind speeds, buoyancy effects will become 

dominant in reality, but they were not accounted for in the simulations in this study, since the focus was 

on forced convective flow. For high wind speeds, Figure 4 shows that the logarithmic behaviour simply 

extends to higher y* values, while following the same profile. Thereby, the applicability of the CWF for 

higher wind speeds is also ensured. 

In Figure 5, the T*-y* profiles are given along a line normal to the surface, where this line is 

positioned at the centre of a vertical surface, for incidence angles of 0° to 180° in steps of 15°. The profile 

along this centreline is representative for the profiles along the other lines on that surface for a specific 

wind direction, as in Figure 3, for all surfaces. Also note that, due to symmetry, only simulations for 

incidence angles of 0°-45° had to be performed. There is some variation of the profiles with the incidence 

angle, where the angles 45°, 60° and 135° differ from the rest. Nevertheless, significantly higher T* 

values are found for LRNM for all incidence angles, compared to those of SWFs. Although not reported 

here, the T*-y* profiles for the centreline on the top surface for all incidence angles all lie within the 

range of those of the vertical surfaces depicted in Figure 5. 

Based on the results presented in this section, it can be concluded that there is a sufficient degree of 

universality in the T*-y* profiles, with respect to the wind speed and wind direction, by which 

determining a CWF seems to make sense. The dependency of the T*-y* profiles with the incidence angle 

(wind direction) will however affect the accuracy of the CWF. Nevertheless, it is believed that the 

accuracy of convective heat transfer predictions can be significantly improved by introducing a CWF, 

compared to the SWF for temperature. This CWF can be of interest for many applications involving high-

Reynolds number convective heat transfer for bluff bodies.  
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5.3 Determining the CWF 

From the T*-y* profiles of LRNM, a temperature CWF can be determined by approximating these data by 

means of a logarithmic law, i.e. by quantifying its slope A and intercept B: 

* *
P PT Aln y B                  (9) 

The parameters A and B of this logarithmic-law approximation are dependent on the yP* value since two 

different logarithmic laws can be distinguished in the turbulent region of the boundary layer (see Figure 3, 

line A and B), i.e. for 30 < yP* < 100 and for 100 < yP* < 4000. By comparing this expression with the 

standard wall-function formulation (Eq.(6)), the parameters A and B can be written as: 

t

t J

1
A Pr

1
B Pr ( ln E P )




 


              (10) 

This logarithmic-law approximation (Eq.(9)), based on the fitted parameters A and B, can be implemented 

in existing CFD codes in a straightforward way, compared to some other approaches (mentioned a.o. in 

section 1), since only the temperature wall function has to be adjusted. The implementation of this CWF 

in a commercial CFD code will be discussed in the next section. Note however that the proposed 

methodology to determine the adjustment to the standard temperature WF (section 4.1-4.3) is actually 

generally applicable for any turbulence (and LRNM) model or CFD code.  

 

5.4 Implementation in a commercial CFD code 

In the commercial CFD code that is used in this study (Fluent 6.3), it is only possible to adjust one 

parameter in Eq.(10), namely Prt. Thereby, it is not possible to implement the logarithmic-law 

approximation (Eq.(9)) exactly (see line A and B in Figure 3), i.e. by adjusting both the slope and 

intercept independently. Thereby, the resulting CWF, obtained from approximation of LRNM data and 

implemented in the commercial code (Fluent 6.3), is written as: 

* *
P t,CWF P J t,CWF

1
T Pr ( ln(Ey ) P (Pr )) 


 * *

P Ty y 11.639           (11) 

where Prt,CWF is the turbulent Prandtl number used by the CWF. Note that PJ also changes as it is a 

function of Prt,CWF. 

The LRNM data used to determine the parameter Prt,CWF in this study are the T*-y* profiles along the 

centrelines, normal to the vertical surfaces, for different incidence angles (φ = 0°-180°), which are 

represented in Figure 5. These data are approximated (based on the least-squares method) by a single 

logarithmic-law CWF (Eq.(11)), i.e. with a constant value of Prt,CWF, in the range of 50 < y* < 500, which 

is the typical y* range where wall functions are applied. Thereby, the proposed CWF is actually a 

compromise between accuracy of the approximation of the LRNM data and the applicability of this 

approximation throughout the y* range typically found for wall-function grids. The best approximation 

with these LRNM data is found for Prt,CWF = 1.95. The resulting logarithmic law is shown in Figure 5 

(line C), which is applied for yP* > 11.639, analogous to Eq.(6), whereas a linear law will still be applied 

for yP* < 11.639. Large discrepancies of the CWF with the T*-y* profiles of LRNM are found for 11.639 
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< yP* < 50, since a proper approximation of LRNM data was not envisaged in this region. Therefore, the 

CWF grids should have relatively high yP* values (> 50) for the CWF to be sufficiently accurate, and also 

to avoid the discontinuity between the linear law (Eq.(5)) and the CWF (Eq.(11), line C) at yP* = 11.639, 

where the CWF and the linear law intersect (similar to the SWF). Note that also another set of T*-y* 

profiles than those of Figure 5 could be used for determining Prt,CWF.  

In the CFD code that was used, Prt is a specific parameter (called Wall Prandtl Number in Fluent 6.3) 

which is only used in the expression for the temperature WF (Eq.(6) or Eq.(11)), thus it is different from 

the turbulent Prandtl number used in the energy equation. This parameter Prt could be easily adjusted (to 

Prt,CWF) since it was directly accessible in the software, where it could be given a constant value (0.85 by 

default, 1.95 for the CWF approach). Note that the proposed CWF and its implementation are also valid 

for the more recent release of the software, i.e. Fluent 12, since the same models are available here.  

 

6. Results 

6.1 Cube 

In Figure 6, the CHTC distribution on the surfaces of the cube, both in a vertical and horizontal 

centreplane, is given for LRNM, SWFs and CWFs for incidence angles of 0° and 45°. The 

aforementioned overprediction of SWFs (± 50% of CHTCLRNM for φ = 0°, see section 4.1), compared to 

LRNM, can clearly be noticed, as well as the similarity in distribution of the CHTC by SWFs and LRNM. 

The CWF results show a much better agreement with LRNM, although some discrepancies still exist for 

the top surface (at φ = 45°) and for the front (windward) surface (at φ = 45°). These discrepancies are due 

to the fact that the T*-y* profiles in Figure 5 did not agree completely for some incidence angles. 

Furthermore, the relative differences between the surface-averaged CHTC, calculated by LRNM 

(CHTCLRNM) and SWFs or CWFs (CHTCWF), are compared for a vertical surface and the top surface of 

the cube as a function of the incidence angle in Figure 7. The accuracy of the CWF is dependent on the 

incidence angle, both for the vertical surface and the top surface, but is higher than that of SWFs (except 

for φ = 60° for the vertical surface). The average error of the CWF over all incidence angles (vertical 

surface: 9%, top surface: 9%), with respect to LRNM, is much smaller than that of SWFs (vertical 

surface: 36%, top surface: 40%). The somewhat better accuracy of SWFs for the incidence angles 45°, 

60° and 135°, compared to the other incidence angles, can be explained by the fact that the T*-y* profiles 

at these angles were somewhat closer to the standard law-of-the-wall (see Figure 5). 

Since the approximation of the LRNM data by the CWF (Eq.(11)) does not have the same accuracy 

over the entire y* range for which it was determined (50-500), there will be some dependency of the 

CHTC predictions on the yP* value of the wall-function grid. Therefore simulations with two other grids, 

namely with an overall lower yP* value (Grid 1) and higher yP* value (Grid 3), are performed with CWFs 

and are compared with the original wall-function grid (Grid 2). Note that only the wall distance of the 

wall-adjacent cells (yP) differed for these grids, namely yP = 0.03 m (Grid 1), 0.06 m (Grid 2) and 0.12 m 

(Grid 3). The resulting CHTC and yP* distribution on the surfaces of the cube for a vertical centreplane at 

an incidence angle of 0° are given in Figure 8 for these three grids. The differences between the three 

grids are quite small and the largest differences are found for the grid which has relatively low yP* values 
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(Grid 1). This behaviour is not surprising since the accuracy of the CWF approximation decreases 

significantly for yP* values below 50 (Figure 5). Thereby, wall-function grids with yP* values higher than 

50 are recommended when using the proposed CWF since then its performance is quasi independent of 

the yP* value of the grid. 

 

6.2 Other bluff-body configurations 

The proposed CWF significantly improves the accuracy of convective heat transfer predictions on the 

cube surfaces, where already many different flow regimes (flow impingement, separation, reattachment) 

are present. In addition, the performance of the CWF is evaluated in this section for three other sharp-

edged bluff-body configurations (see Figure 9) in order to indicate if the CWF is also more generally 

applicable. The computational domains are built up in a similar way as described in section 2 and also the 

same boundary conditions are applied. 

The relative differences between the surface-averaged CHTC, calculated by LRNM (CHTCLRNM) and 

SWFs or CWFs (CHTCWF) are compared for all surfaces of these bluff bodies, including the cube, for an 

incidence angle of 0° in Figure 10. Also for these bluff bodies, using the CWF improves the convective 

heat transfer predictions significantly, compared to SWFs. The satisfactory performance of the CWF for 

various types of sharp-edged bluff bodies and for the many different flow regimes found along their 

surfaces indicates that it might also perform well for dense bluff-body configurations, such as in urban 

areas (e.g. street canyons). This however needs to be confirmed by future work. 

 

7. Discussion 

An adjustment to the standard temperature WF has been determined from validated LRNM data for 

moderate- to high-Reynolds number convective heat transfer for wall-mounted bluff bodies (buildings) in 

the atmospheric boundary layer. It is however important to acknowledge the limitations of the proposed 

CWF: 

 This study is performed for bluff bodies with sharp edges. Thereby, the boundary-layer 

separation points are prescribed by the geometry. In combination with flow at relatively high 

Reynolds numbers, the overall flow and turbulence fields predicted by WFs and LRNM are 

quasi similar (see section 1), and thereby also the CHTC distribution over the surfaces. The use 

of a customised WF, only for temperature, is found to significantly improve the convective heat 

transfer predictions, compared to SWFs. SWFs can however still be used to predict the velocity 

and turbulence in the wall-adjacent cell since SWFs do not have a significant effect on the 

overall flow field for sharp-edged bluff bodies at high Reynolds numbers (see section 1). For 

bodies without sharp edges however, e.g. cylinders, there can be a distinct difference between 

the flow fields of both near-wall modelling approaches (LRNM and SWFs) since the predicted 

boundary-layer separation locations can be significantly different. Thereby, the turbulent kinetic 

energy in the wall-adjacent cells (kP), predicted by SWFs, will probably not be similar anymore 

to that found for LRNM at a specific location. As this is one of the prerequisites to determine the 

CWF (section 4.1), this type of body is not suited to determine a CWF (as in section 4). This 
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difference in flow field prediction will not allow comparing CHTC results of the CWF and 

LRNM. Nevertheless, the use of the CWF (determined for a sharp-edged body) for bodies 

without sharp edges will not inherently lead to less accurate convective heat transfer predictions, 

compared to SWFs, since the flow fields for SWFs and CWFs are the same.  

 Since only a temperature CWF is proposed, the same limitations as for SWFs apply for the flow 

field prediction, namely a less accurate prediction of wall friction and the lack of a generalised 

treatment over the entire y* range. Thereby, the CWF is not applicable throughout the lower part 

of the boundary layer, i.e. within the viscosity-affected region. 

 The CWF is determined for forced convective flow and thereby its validity for natural or mixed 

convection cases should be verified. This research is currently ongoing. Note however that the 

SWFs, including the one for temperature, were also derived for forced convection. 

 The CWF is not derived analytically but is actually based on validated numerical data, namely 

the T*-y* profiles of LRNM. The dependency of these profiles on the incidence angle affects the 

accuracy of the CWF to some extent. 

 In the CFD code that is used, only one parameter can be adjusted in the logarithmic law (Eq.(6)), 

namely Prt. Thereby, a detailed approximation of the LRNM data by means of a customised law-

of-the-wall, which is valid throughout the entire y* range, is not possible. The proposed CWF, 

i.e. a logarithmic law, is only applicable for yP* values above about 50. Note that other CFD 

codes might not exhibit this limitation, which will improve the accuracy of the CWF.  

 The proposed CWF (with Prt,CWF = 1.95) is based on LRNM data (T*-y* profiles) obtained with 

the realizable k-ε model. Since the LRNM T*-y* profiles are inherently linked to the k and T 

distributions in the boundary layer (see section 4.1), which are turbulence-model dependent, the 

CWF should in principle be used in combination with this specific turbulence model. The 

proposed CWF (Prt,CWF = 1.95) is however also expected to perform well for turbulence models 

which are similar to the one used here. Therefore it is evaluated with the standard k-ε model 

[60], on which the realizable k-ε model is actually based and which is also available in most 

CFD codes, in Figure 11. Although its CHTC distribution differs to some extent, which is related 

to slightly different flow field predictions on top and side surfaces, its overall magnitude agrees 

well with the realizable k-ε model results. This agreement indicates that the standard k-ε model 

with CWFs can successfully be used with Prt,CWF = 1.95. If a fundamentally different turbulence 

model is used with CWFs, a similar methodology as explained in section 4 can be used to 

estimate Prt,CWF. Future studies will therefore evaluate this CWF approach for other turbulence-

model families. 

 The CWF improves the convective heat transfer predictions in the boundary layer, compared to 

SWFs. However, the CWF does not improve inaccuracies in heat transfer related to the flow 

field prediction by the turbulence model (e.g. in the wake of the building). If a higher accuracy is 

required here, other (RANS) turbulence models or modelling approaches (e.g. LES) should be 

applied (and validated). Such models can however increase the computational cost significantly, 

which is an important issue in large-scale building engineering or environmental studies (e.g. 
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[6,7,19-22]). It is however important to note that, regardless of the turbulence model or 

turbulence modelling approach, the importance of adjusted temperature wall functions with 

improved accuracy, compared to SWFs, remains. 

Apart from these limitations, the use of the proposed CWF could be justified and the improvement 

over SWFs was indicated. The main reasons for its good performance are that the overall flow fields for 

LRNM and WFs are approximately similar, resulting in a similar CHTC distribution, and that a quasi 

universal, logarithmic-like, behaviour is found for the T*-y* profiles of LRNM. Thereby, the CWF 

approach combines an increased wall-function accuracy for thermal calculations with the advantages of 

WFs, namely easier grid generation, since very fine cells in the near-wall region are avoided, and grids 

with less computational cells, reducing the computational time. The number of cells for the four bluff-

body configurations that are evaluated in this study are compared in Table 2, for LRNM and WFs. The 

wall-function grids have on average about 30% less cells than the LRNM grids, which is a significant 

reduction. Furthermore, the implementation of the CWF in the CFD code was straightforward and simple, 

namely by adjusting one parameter (but preferably two parameters, see Eq.(9)) in the expression for the 

temperature WF (Eq.(6)), which could be done directly in the software in this study. This ease of 

implementation is an advantage since most commercial CFD codes offer limited access to the code itself. 

Thereby, the CWF approach should be applied from the viewpoint of using WFs which have an increased 

accuracy regarding convective heat transfer and which are easily implementable in CFD codes. 

It has to be mentioned that an improvement over SWFs, regarding CHTC predictions, can also be 

obtained by using other adjusted WFs (see Blocken et al. [15]), such as those of Kim and Choudhury [38]. 

Also note that an analogous approach can be applied to determine a CWF for mass transfer in the 

boundary layer. 

 

8. Conclusions 

In this paper, an adjustment to the standard temperature wall function was proposed for applications for 

forced convective heat transfer at the surfaces of typical wall-mounted (sharp-edged) bluff bodies in 

turbulent boundary layers at moderate to high Reynolds numbers, such as buildings in the atmospheric 

boundary layer. The aim was to combine the advantage of the use of WFs over LRNM, namely a lower 

grid resolution in the near-wall region, together with an increased accuracy for convective heat transfer 

predictions, compared to standard wall functions (SWFs). The methodology to determine this customised 

temperature wall function (CWF) from validated (LRNM) numerical data was explained, where this CWF 

was based on a logarithmic law. This CWF could be implemented with only simple adjustments to the 

CFD code (Fluent in this study), which is advantageous when using commercial CFD codes, where 

usually only limited access to the code is possible. Its performance was evaluated for several bluff-body 

configurations, including a cube. SWFs yielded deviations of about 40% for the CHTC, compared to 

LRNM. With the CWF however, these deviations were generally reduced to about 10% or lower. This 

CWF approach showed that a significant improvement in accuracy can be obtained, compared to SWFs. 

Although one of the major limitations of SWFs was partly alleviated in this way, namely its reduced 

accuracy for convective heat transfer, another limitation, i.e. the applicability of WFs only within the 
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logarithmic region, was not addressed. The proposed CWF approach will be useful for computationally-

expensive large-scale building engineering or environmental studies at high Reynolds numbers involving 

heat transfer, which are bound to rely on WFs to resolve the boundary layer, but where accurate 

convective heat transfer predictions are required. 
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Figure 1. Top view of the computational domain and grid (H = cube height) with specification of the 

boundary conditions. The height of the domain is 6H. 
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Figure 2. Comparison of the CHTC on the surfaces of the cube of the wind-tunnel experiment of 

Meinders et al. [11] (CHTCEXP) and the CFD validation study of Defraeye et al. [46] (CHTCSIM) in a 

vertical (a) and horizontal (b) centreplane on the windward and leeward surfaces. Note that only 

the results in the central region of the surface (0.2 < x/H < 0.8) are shown. 
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Figure 3. Dimensionless temperature profiles at different positions on the windward surface (φ = 

0°) of the cube along lines normal to the surface, as a function of the y* value (logarithmic scale), 

for LRNM and SWFs. 
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Figure 4. Dimensionless temperature profiles at different positions on the windward surface (φ = 

0°) of the cube along lines normal to the surface, as a function of the y* value (logarithmic scale), 

for LRNM for 0.05, 0.5 and 2.5 m/s. 
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Figure 5. Dimensionless temperature profiles along a line normal to the surface at the centre of a 

vertical surface of the cube, as a function of the y* value (logarithmic scale), for LRNM for 

different incidence angles (dotted lines), namely for φ = 0°-180° in steps of 15°. The incidence angles 

which show distinct differences with the rest are marked. The CWF approximation (line C) of the 

LRNM data for the different incidence angles, within the range 50 < y* < 500, is also shown (bold 

black line) as well as the extrapolation of this CWF approximation towards y* values up to 1000 

and down to 11.639 (bold light grey lines). 
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Figure 6. CHTC distribution on the surfaces of the cube (for LRNM, SWF and CWF) in a vertical 

((a) and (c)) and horizontal ((b) and (d)) centreplane for incidence angles of 0° and 45°. 
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Figure 7. Relative difference between the surface-averaged CHTC, calculated by LRNM 

(CHTCLRNM) and SWF or CWF (CHTCWF), for a vertical surface and the top surface of the cube as 

a function of the incidence angle. Due to symmetry, only data for incidence angles up to 45° are 

given for the top surface. 
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Figure 8. CHTC distribution on the surfaces of the cube in a vertical centreplane for an incidence 

angle of 0° for CWF for three different grids (Grid 2 is the one that is used for all the other wall-

function simulations in this paper) together with the distribution of yP* (i.e. in the wall-adjacent 

cell) for these grids. 
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Figure 9. Three bluff-body configurations (body A, B and C) with their dimensions. The wind 

direction for an incidence angle of 0° is indicated.  
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Figure 10. Relative difference between the surface-averaged CHTC, calculated by LRNM 

(CHTCLRNM) and SWF or CWF (CHTCWF), for the different surfaces (Front = windward surface, 

Back = leeward surface) of the three bluff-body configurations presented in Figure 8 and for the 

cube for an incidence angle of 0°. 
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Figure 11. CHTC distribution on the surfaces of the cube in a vertical (a) and horizontal (b) 

centreplane for an incidence angle of 0° for LRNM and CWF (with the realizable k-ε model (RKE) 

and the standard k-ε model (SKE)). 
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Tables 

Table 1: Relative difference of the surface-averaged CHTC on the surfaces of a cube between the 

CFD validation study of Defraeye et al. [46] (CHTCSIM) and the wind-tunnel experiment of 

Meinders et al. [11] (CHTCEXP). 

Surface |CHTCSIM-CHTCEXP|/CHTCEXP 

Windward 7% 

Leeward 21% 

Side 12% 

Top 33% 

 

Table 2. Number of cells for the four bluff-body configurations evaluated in this paper (see Figure 1 

and Figure 8) for LRNM and wall-function grids, together with the relative difference between both 

(normalized with the number of cells of LRNM).  

Bluff body Number of cells Relative 

difference (%)  LRNM WF 

Cube 2.67 x 10
6
 1.57 x 10

6
 41 

Body A 4.55 x 10
6
 3.07 x 10

6
 33 

Body B 5.36 x 10
6
 3.93 x 10

6
 27 

Body C 4.20 x 10
6
 2.72 x 10

6
 35 

 




