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Abstract 

For computational fluid dynamics (CFD) simulations of large urban areas the air flow near surfaces is normally 

modelled using Wall Functions (WFs). This study aims at improving the accuracy of WFs, in terms of heat 

transfer predictions. Turbulent boundary layers at heated building surfaces in a street canyon were analysed 

with low-Reynolds number modelling (LRNM). Buoyancy was accounted for, due to its importance in street 

canyons e.g. by solar radiation. Two extreme types of normalized temperature profiles could be identified in 

the thermal boundary layer dependent on the Richardson (Ri) number. One extreme at low Ri number could 

be attributed to forced convective flow, which is adequately described by existing standard wall functions 

(SWFs), and the second extreme at Ri>1 to mixed convective flows, where WFs adapted for non-equilibrium 

flows (NEWFs) are appropriate. Based on these two extremes, an adaptive temperature wall function (AWF) 

was derived that varies between the two existing WFs dependent on the local Ri. This AWF can account for 

the co-occurrence of forced and mixed convective flow regimes at a single surface. CFD simulations of street 

canyon configurations with SWF showed errors in the wall heat fluxes up to 60%, compared to the LRNM re-

sults, and up to 30% for NEWFs. With the proposed AWF, these errors were reduced to less than 10% for the 

majority of the cases studied over the whole range of Ri numbers. We conclude that the proposed AWF al-

lows for more accurate convective heat transfer analysis in urban CFD studies. 
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Nomenclature 

cp specific heat capacity (J/kgK) 

Cµ turbulent-viscosity constant of the k-ε model 

E constant in wall function 

g gravitational acceleration (m/s2) 

h reference height (m) 

H building height (m) 

k turbulent kinetic energy (m2/s2) 

PJ wall function constant 

Pr molecular Prandtl number 

Prt turbulent Prandtl number 

Re Reynolds number 

Re* turbulent Reynolds number 

Ri Richardson number 

Rilo local Richardson number 

T temperature (K) 

TW wall temperature (K) 

TP temperature at the centre point P of the wall-adjacent cell (K) 

T*P dimensionless temperature at the centre point P of the wall-adjacent cell 

T0 reference temperature (K) 

T* dimensionless temperature 

u*ABL ABL friction velocity (m/s) 
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uP velocity at the centre point P of the wall-adjacent cell (m/s) 

u*P dimensionless velocity at the centre point P of the wall-adjacent cell 

U10 wind speed at 10 m above the ground (m/s) 

U velocity (m/s) 

u* dimensionless velocity 

qc,w convective heat flux at the surface (W/m2) 

x horizontal coordinate (m) 

y vertical coordinate (m) 

yP wall distance of the centre point P of the wall-adjacent cell (m)  

y* dimensionless wall distance 

y*P dimensionless wall distance at the centre point P of the wall-adjacent cell 

y+
P dimensionless wall distance at the centre point P of the wall-adjacent cell 

z0 aerodynamic roughness length (m) 

 

Greek symbols 

β volumetric thermal expansion coefficient (1/K) 

κ von Karman constant 

µ dynamic viscosity (kg/ms) 

ν kinematic viscosity (m2/s) 

ρ density (kg/m3) 

ρ0 reference density (kg/m3) 

ε turbulence dissipation rate (m2/s3) 
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τw wall shear stress (kg/ms2) 

Abbreviations 

ABL  atmospheric boundary layer 

AWF  adaptive wall function 

CFD  computational fluid dynamics 

CHTC  convective heat transfer coefficient 

LES  large eddy simulation 

LRNM  low-Reynolds number modelling 

NEWF  non-equilibrium wall function 

RANS  Reynolds-averaged Navier-Stokes 

SWF  standard wall function 

WF  wall function 

Subscripts 

P  centre point of wall-adjacent cell 
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1. Introduction 

Convective heat transfer can have a significant effect on the heat exchange at exterior building surfaces and 

thus also on the surface temperatures. The convective part of the total heat flux at the surface can be 2 to 7 

times larger than the radiative component [1], and thus can be important for the thermal behaviour of a 

building. Convective heat transfer is especially important for glazed façade elements such as windows or 

double-skin façades [2], where the contribution of convective heat transfer to the overall thermal conduct-

ance of the building component is high due to its lower thermal resistance, and where heat fluxes at the sur-

face also may be large due to high surface temperatures from solar irradiation. Accurate convective heat 

transfer predictions also become increasingly important for renewable energy system components mounted 

on or integrated into building roofs and façades, such as solar chimneys [3], solar collectors [4], and ventilat-

ed or building integrated photovoltaic panels [5, 6]. 

Local heat transfer predictions at building surfaces in general, including radiative fluxes, are not only of inter-

est for the performance of the buildings but also for studying the effects on urban climate [7] and for thermal 

comfort assessment of urban outdoor spaces [8].  Modelling sensible heat fluxes from building surfaces is al-

so important for urban canopy layer parameterizations in urban micro- and meso-scale models [9, 10]. Such 

models are employed to study urban heat island effects, which in return affect the building energy demand. 

Here, sunlit building façades with surface temperatures higher than the outside air temperature have a dis-

tinct influence on the local air flow patterns and the outdoor air temperature distribution due to buoyancy 

effects.  

A large amount of measurements of the convective heat transfer at building façades were made by field 

tests, such as by Sharples [11], Hagishima and Tanimoto [12], Liu and Harris [13], and in wind tunnels, mostly 

on isolated cube models, e.g. by Nakamura et al. [14]. Overviews are given by Hagishima et al. [15], Defraeye 

et al. [16], and for building envelope energy systems by Palyvos [6]. Significant differences between the 

measured data can be found [16], because these data are very case specific and thus not general, which is 

however a prerequisite to use them as standard values.  

More recently, convective heat transfer at building façades was investigated by numerical methods using 

computational fluid dynamics (CFD, e.g. [17, 18]). Compared to wind-tunnel experiments, numerical methods 

offer many advantages, such as larger flexibility in geometry and boundary conditions, a larger Reynolds (Re) 

number range, etc. However some limitations have to be emphasized. In order to limit the computational ef-

forts for CFD simulations, (steady) Reynolds-averaged Navier-Stokes (RANS) methods are often applied, es-

pecially for complex building configurations, larger urban studies, combined indoor-outdoor air flow studies 

[19] or coupled building energy simulation (BES)-CFD simulations [20]. Even though e.g. large eddy simula-

tions (LES) give more accurate results for flows in urban areas, RANS simulations are still used where LES are 

considered too calculation intensive. For example, correct average flow quantities can be obtained by LES on-

ly by considering very large numbers of time steps [21]. In addition, to simulate one year with a coupled BES-

CFD simulation, preferably one CFD simulation for each BES time step (often 1 hour) has to be run. Therefore 

RANS simulations are often the preferred choice to get results within reasonable time. Here the boundary 

layer flow close to the surface is usually not resolved but modelled using wall functions (WFs) in order to re-

duce the computational cost. Alternatively, the boundary layer flow can be explicitly resolved by low-
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Reynolds number modelling (LRNM), where the near-wall region is resolved down to the viscous sublayer. 

LRNM however requires an extremely high grid resolution at high Reynolds numbers. The standard formula-

tion for WFs [22], referred to as standard wall functions (SWFs), however has two main limitations: (i) the cell 

centre point P of the wall-adjacent cell has to be located outside of the viscosity-affected region (viscous 

sublayer and buffer layer) (i.e. yP
+ > 30), but on the other hand close enough to the wall in order to be within 

the logarithmic layer, (i.e. yP
+ < 500) [23, 24]; (ii) SWFs are derived for wall-attached boundary layers under 

equilibrium conditions, i.e. small pressure gradients, local equilibrium between generation and dissipation of 

turbulent energy and a constant (uniform) shear stress and heat flux in the near-wall region. For flow with re-

gions of separation, as is normally the case for flows around buildings, the SWF concept does not hold any-

more. Although the overall flow field may not differ much from that calculated by more sophisticated ap-

proaches like LRNM, SWFs often lead to inaccurate predictions of wall friction and convective heat transfer 

[25]. Therefore a number of adjusted wall functions were proposed for non-equilibrium boundary layer flow, 

mainly in respect to velocity [26 - 28]. Defraeye et al. [29] proposed and validated such an adjusted tempera-

ture wall function for non-equilibrium forced-convective flows around buildings using LRNM. However, for 

the investigation of flow and heat transport in street canyons, at façades and building integrated solar com-

ponents, accurate wall functions for mixed convection are needed, which consider buoyancy effects and their 

impact on the turbulence levels.  

The aim of this paper is to determine improved thermal wall functions for flows including buoyancy at exteri-

or building surfaces, to apply them to a 2D street canyon case and to compare these results with LRNM. The 

2D street canyon is a rather academic geometry that was chosen to develop a methodology how WF can be 

adapted for buoyant flows in urban areas. It is possible to extend this methodology to other (more complex) 

geometries. First the temperature profiles in the near-wall region are studied for different Richardson num-

bers. It is found that the temperature profiles correspond well to the temperature profiles of standard wall 

functions if the flow is in a forced convective flow regime and to the temperature profiles of the adjusted wall 

function of Defraeye et al. [29] if it is in the mixed convective flow regime. Based on these results an adaptive 

temperature wall function (AWF) is derived that varies dynamically between the two types of temperature 

wall functions. The AWF is implemented in such a way that the temperature wall function regime is chosen 

separately (individually) for each wall adjacent cell of the computational grid. This AWF is used to model both 

forced and mixed convection in a 2D street canyon.  In section 2 different approaches to model the near-wall 

region are discussed. Then a detailed description of the CFD simulations is given, followed by the results of 

the simulations with the different existing near-wall modelling approaches. Then, in section 7, the proposed 

AWF approach is described, and the respective simulation results using the AWF are given. 

2. Near-wall modelling 

2. 1. Low-Reynolds number modelling 

Low-Reynolds number modelling (LRNM) is a method to model the flow in the boundary layer close to a wall 

surface. With LRNM, the near-wall region is resolved down to the viscous sublayer. Defraeye et al. [25] 

demonstrated that for the case of a cube immersed in a turbulent boundary layer the convective heat trans-

fer predictions obtained with LRNM (steady RANS with realizable k-ε turbulence model) show a satisfactory 

agreement with the experimental data of Meinders et al. [30]. LRNM performs well in terms of convective 
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heat transfer determination, because the flow field (turbulent kinetic energy, velocity, temperature etc.) close 

to the walls is explicitly resolved. Based on detailed convective heat transfer measurements around the cube 

in a turbulent boundary layer reported by Meinders et al. [29], Defraeye et al. [24] performed a detailed vali-

dation of their CFD model. However, for buoyant flows in street canyons the data provided by the available 

experimental studies on convective heat transfer in street canyons are mostly not of sufficiently high spatial 

resolution for CFD validation purposes, or information relevant to CFD validation are lacking. 

With the LRNM a two layer approach for the turbulent dissipation rate (ε) and the turbulent viscosity is used. 

In this study, in the fully-turbulent region the flow is resolved with the k-ε model, and in the viscosity-

affected region the one-equation Wolfshtein model [31] is employed to compute ε and the turbulent viscosi-

ty. For distinction between the fully-turbulent and the viscosity-affected region the turbulent Reynolds num-

ber Re* is used: 

ν

yk
=*Re             (1) 

where k is the turbulent kinetic energy, y the normal distance from the wall and ν the kinematic viscosity. For 

Re* < 200 the Wolfshtein model and for Re* >200 the k-ε model is employed to calculate ε and the turbulent 

viscosity. The disadvantage of LRNM is that a very fine cell grid is required close to the wall to resolve the en-

tire boundary layer, which leads to an increased computing time. Therefore, for CFD simulations of buildings 

in urban areas, wall functions are mostly used to cope with the complexity of the geometries and the size of 

computational domain. Another disadvantage is that no surface roughness can be used with LRNM. In this 

paper, we will assume that CFD simulations using LRNM are sufficiently accurate and can be used as refer-

ence solutions for evaluating results from different wall function approaches. 

2.2. Standard wall function 

Standard wall functions (SWFs) are used to save computing time by not resolving but modelling the flow in 

the viscous sublayer, the buffer layer and a part of the logarithmic layer. SWFs were derived for flows with a 

local equilibrium between the generation and dissipation of the turbulent kinetic energy, e.g. flat plate flow. 

The assumptions on which SWFs are based are usually not valid for complex flows, such as flows around bluff 

bodies, buoyancy driven flows or flows with large pressure gradients. Therefore SWFs can lead to inaccurate 

flow predictions for such non-equilibrium boundary layer flows. 

For SWFs the centre point P of the wall-adjacent cell is placed inside the logarithmic layer and the flow pa-

rameters in the wall-adjacent cell centre are modelled by the law-of-the-wall. The profiles of dimensionless 

velocity U* and the dimensionless temperature T* as a function of the dimensionless wall distance y* are uni-

versal in the near wall region for equilibrium boundary layer flows and can be described by the law-of-the-

wall. These dimensionless parameters are related to the turbulent kinetic energy k: 

µ
µρ ykC

y
2/14/1

* =            (2) 

w

UkC
U

τ
µρ 2/14/1

* =            (3) 
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where ρ is the air density, Cµ  the turbulent viscosity constant,  µ the dynamic viscosity, U a velocity, τw is the 

wall shear stress, Tw the wall temperature, T the considered temperature to be made dimensionless,  cp is the 

specific heat capacity and qc,w the convective heat flux at the wall. 

The law-of-the-wall for the velocity, derived for equilibrium boundary layer flows and used by the SWFs, is 

linear in the viscous sublayer and logarithmic in the logarithmic layer: 

**
PyPU =      225.11* <Py       (5) 

)*ln(
1*

PEyPU
κ

=     225.11* >Py       (6) 

where the subscript P refers to the point P,  E is an empirical constant (9.793) and κ the von Karman constant 

(0.4187). The temperature law-of-the-wall for incompressible flows has a similar form: 

*Pr*
PyPT =      639.11* <Py       (7) 

))*ln(
1

(Pr*
JPPEytPT +=

κ
   639.11* >Py       (8) 

where Pr and Prt are the molecular and turbulent Prandtl numbers and PJ is an empirically-determined coeffi-

cient, which is a function of Pr and Prt (here -1.12 for air). All the previously mentioned numerical values in 

Equations (5)-(8) are default values in ANSYS Fluent [24]. In ANSYS Fluent Prt  is called the Wall Prandtl Num-

ber and can be specified for the wall independently from the turbulent Prandtl number used in the energy 

equation. The default Wall Prandtl Number in ANSYS Fluent is 0.85, and is used by the SWFs. 

2.3. Non-equilibrium wall function 

Defraeye et al. [25] studied the heat transfer at the surface of a cube immersed in a turbulent boundary layer. 

They found that the temperature law-of-the-wall of the SWFs is not valid for the bluff body cases they stud-

ied, due to non-equilibrium conditions of the flow (e.g. separation). They also found that although the law-

of-the-wall for the velocity was not valid, the impact on the global flow field was however limited. 

For their cases, Defraeye et al. [29] observed a universal behaviour of the dimensionless temperature in the 

boundary layer. In Figure 1 dimensionless temperature profiles of LRNM simulations are given for flows in 

street canyons, which correspond to the universal behaviour Defraeye et al. [29] observed. The results of their 

simulations with LRNM showed that for this type of non-equilibrium flow the temperature in the boundary 

layer also shows a logarithmic-like behaviour, consisting of two parts following line A and line B in Figure 1. 

Therefore they were able to derive a customized temperature wall function, here called non-equilibrium wall 

function (NEWF). This NEWF is based on fitting a logarithmic law, similar to Equation (8), to the LRNM data. 

Defraeye et al. [29] proposed a way to implement the adjusted logarithmic law in ANSYS Fluent. Because it is 

only possible to adjust one parameter in Equation (8) in this code, namely Prt, an exact approximation of the 
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data (line A and B) could not be implemented. Therefore this NEWF can only be applied for yP* larger than 

50. The best approximation with LRNM data was found for Prt = 1.95. With this NEWF for non-equilibrium 

boundary layer flows Defraeye et al. [29] improved the convective heat transfer at the walls significantly.  

3. Importance of buoyancy 

The NEWF by Defraeye et al. [29] was derived for bluff bodies in forced-convective turbulent boundary layers 

not considering buoyancy effects. In this study, the flow and heat transfer inside a street canyon is investigat-

ed. In figure 2, three characteristic flow types for two-dimensional street canyons can be distinguished. For 

forced convective flow (e.g. in a quasi isothermal case) one vortex is formed in a street canyon with flow 

normal to the street axis, as illustrated in Figure 2a. Buoyancy can however become important, e.g. during a 

sunny day with low wind speeds. The flow field in an urban street canyon can change completely due to 

buoyancy induced by high surface temperatures at the building façades, compared to the forced convective 

case. A second vortex (or even multiple vortices) can be formed due to buoyancy effects (e.g. [32] or [33]). 

Here, we denote this case as mixed convection (Figure 2c). There exists also intermediate states, where the 

flow pattern mainly resembles that of the forced convective case but where the influence of buoyancy on the 

local flow field can already be noticed (Figure 2b), here denoted as the intermediate convective case. Buoy-

ancy thus has a strong impact on the specific microclimate that develops in a street canyon and on the con-

vective heat transport at the building façades. Due to buoyancy also the turbulence in the street canyon is 

increased, which enhances the convective heat transport at the walls, as will be shown below.  

4. Numerical model 

In this study we first analyse a 2D street canyon in an atmospheric boundary layer (ABL), extending later to 

the three dimensional case. The size of the computational domain (Figure 3) is determined according to the 

guidelines of Franke et al. [23]. The street canyon is modelled as a cavity of 10m width (W) and 10m (H) 

height, thus with an aspect ratio (H/W) of 1. 

At the inlet of the domain vertical profiles of the mean horizontal wind speed U (logarithmic law), turbulent 

kinetic energy (k) and rate of dissipation of turbulent kinetic energy (ε) are imposed according to Richards 

and Hoxey [34]. These profiles represent a neutral ABL, where the turbulence originates only from friction and 

shear: 

)0(
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          (9) 

where u*ABL is the ABL friction velocity, y the height above the ground, z0 is the aerodynamic roughness 

length (here 0.03m). By imposing this type of approach flow, the street canyon is modelled as a cavity within 

an ABL with low approach flow roughness, instead of as a cyclic reoccurring street canyon. The approach flow 
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conditions for the latter are often obtained by employing cyclic boundary conditions. The choice for the type 

of approach flow was made with the perspective on future wind-tunnel tests on buoyancy effects. For these 

tests, a large scale model will be constructed to obtain Richardson similarity, by which approach flow condi-

tions for cyclic reoccurring street canyon configurations cannot be obtained in the wind tunnel. The method-

ology developed in this paper could however easily be extended to more complex geometries like a row of 

street canyons. Note that the applied roughness is chosen rather low to limit the gradient in the vertical pro-

files of the mean horizontal wind speed, as for LRNM simulation in general no roughness can be specified. 

For this study the ABL friction velocity is determined with the logarithmic law (Equation (9)) for different ref-

erence wind speeds U10 between 0.5m/s and 5m/s. U10 is the mean approach-flow wind speed at 10m above 

the ground ( y = 10m). At the inlet a constant temperature of 10°C is imposed. 

At the ground surface a no-slip boundary condition with zero roughness is used, because no surface rough-

ness can be specified for LRNM in ANSYS Fluent [23]. In order to correctly compare the simulations using WF 

with the simulations using LRNM, also for the simulations with WF no roughness is specified. Therefore a 

gradient in the vertical profiles of the mean horizontal wind speed, k and ε cannot be avoided, but is rather 

limited because a short upstream fetch is considered [34]. By conducting CFD simulations with WFs and 

roughness it was found that this change in the ABL causes only small differences of the flow inside the street 

canyon and therefore also of the wall heat fluxes at the building façades. The ground in front and behind the 

street canyon is modelled adiabatic. At the ground of the street canyon different constant temperatures be-

tween 10.5-50°C are imposed. For the building walls in the street canyon a no-slip boundary condition with 

zero roughness is used. Different constant temperatures between 10.5-50°C are imposed at the walls. Surface 

temperatures of ground and walls are always identical. So, it is important to remark that we consider the sur-

face temperatures in the street canyon to be constant over space and time. 

At the top boundary, a symmetry boundary condition is applied, assuming that there are no normal velocities 

or normal gradients at this boundary. At the outlet an outflow boundary condition is used, which assumes 

that there are quasi no streamwise gradients at the outlet. 

A 2D structured grid is build based on a grid sensitivity analysis and the guidelines of Franke et al. [23]. The 

grid consists of 17300 cells for the simulations with LRNM and of 4900 cells for the simulations with wall 

function modelling. The grids are refined towards the wall to resolve the boundary layers. For the LRNM sim-

ulations the highest yp
+ values, i.e. at the highest wind speed, are <4 and for the simulations with WFs, they 

are <300. According to user’s guide of Fluent 2009 [24] the yP
+ has to be <5 for the LRNM and <300 (and 

>30) for WFs. 

5. Numerical simulation 

For this study CFD simulations are conducted using ANSYS Fluent 12.0 [24] which uses the control volume 

method. 2D steady incompressible RANS simulations with the realizable k-ε model [36] are performed. The 

near wall regions are either resolved with LRNM as described in section 2.1., or modelled with different WFs. 

Pressure-velocity coupling is taken care of by the SIMPLEC algorithm. The PRESTO spatial discretization 

scheme is used for the pressure interpolation and second order spatial discretization schemes are used for 
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the convection of the governing equations. Radiation is not considered in the CFD simulations, since constant 

temperature boundary conditions are applied on the street canyon surfaces. 

To account for buoyancy the Boussinesq approximation is used. With the Boussinesq approximation a con-

stant value for the density is used for all equations except for the buoyancy term in the momentum equation: 

 
))0(1(0 TT −−= βρρ            (10) 

 

where ρ0 is a reference density, β is the volumetric thermal expansion coefficient, T is the temperature of the 

flow and T0 is the reference temperature. The Boussinesq approximation is only valid for small density chang-

es in the flow field ( 1)0( <<− TTβ ). For the simulations of this study the maximum value for )0( TT −β  is 

0.14. 

As mentioned, simulations with different WFs are compared with LRNM, which we consider as reference re-

sults. Xie et al. [37] validated their CFD model for a street canyon with the experimental data from Uehara et 

al. [38]. In this study, the CFD model of the street canyon is similar to the one of Xie et al. They used ANSYS 

Fluent to run 2D RANS simulation with the realizable k-ε turbulence model and used the Boussinesq approx-

imation to account for buoyancy. LRNM was used to resolve the near wall region. They found that the tem-

perature and horizontal velocity profiles along the vertical centreline of the CFD simulations were comparable 

with the wind tunnel measurements of Uehara et al. [38]. Above the roof level the horizontal velocities of the 

CFD simulations were lower than the velocities from the measurements. They claim that the reason for this 

were the inflow profiles, which were slightly different from the profiles of the experiment. Based on the vali-

dation studies of Xie et al. [37] and Defraeye et al. [25] it can be assumed that the LRNM simulations can ac-

curately predict the heat transfer for the case considered in this study, and as such we can consider our 

LRNM results sufficiently accurate to be used as reference solutions. 

In this study the buoyancy forces are caused by air density changes due to the heated building façades. To 

decide whether buoyancy forces have to be accounted for, a ‘global’ Richardson number (Ri) is used: 

 

2
)0(

U

hTWTg
Ri

−
=

β
           (11) 

 

where g is the gravitational acceleration, Tw the wall temperature, h a reference height (here the building 

height H),  U a reference velocity (here the reference velocity U10 ) and T0 a reference temperature (here the 

temperature at the inlet boundary) . For very low Richardson numbers (forced convection) the buoyancy 

forces can be neglected. For Ri around 1 (mixed convection) the mechanical and the buoyancy forces are 

both important. For very high Richardson numbers (natural convection) the mechanical forces can be ne-

glected. In this study CFD simulations with Richardson number from 0.14 to 13.7 were conducted, for differ-

ent combinations of wind velocity and temperature difference (Table 1). 

6. Results with different near-wall modelling approaches 
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6.1. Dimensionless temperature profiles in the near-wall region 

In this section, results of the LRNM simulations for global Richardson numbers from 0.14 to 13.7 (Table 1) are 

presented. In Figure 4, the profiles for the dimensionless temperature (a,b) and turbulent kinetic energies 

(c,d) along the horizontal centreline (Figure 3b) for two simulations with different global Richardson numbers 

(0.34 and 3.4) are given for the leeward (a,c) and the windward wall (b,d) in a street canyon. Mainly two types 

of dimensionless temperature profiles were found close to the wall. For the simulation with global Ri = 0.34 

the dimensionless temperature profiles follow the law-of-the-wall of the SWFs for both leeward and wind-

ward wall. The dimensionless temperature profiles of the simulation with global Ri = 3.4 follow the non-

equilibrium approximation derived by Defraeye et al. [29]. We remark that for some flow fields y* decreases 

after some distance from the wall, which can be explained by the fact that the square root of k in Equation 2 

is decreasing faster than y is increasing. 

Further it can be observed that the shapes of the turbulent kinetic energy profiles in the boundary layer are 

different for the two global Ri numbers. For the flow with low global Ri the turbulent kinetic energy is in-

creasing in the viscous sublayer (y* < 100) due to the velocity gradient. Further away from the wall the turbu-

lent kinetic energy is decreasing again. This behaviour is similar to the behaviour of a flat plate flow (Figure 

5), for which the SWFs were originally derived. In Figure 4c and 4d the turbulent kinetic energy is moderately 

increasing at higher distance from the wall due to the higher turbulent kinetic energies in the centre of the 

street canyon. Because the flow inside the street canyon with low global Ri is similar to a flat plate flow and 

the law-of-the-wall was derived for a flat plate flow, the dimensionless temperatures are approximately simi-

lar to the law-of-the-wall. Therefore also the wall heat fluxes calculated with the SWFs correspond to the wall 

heat fluxes simulated with LRNM, as will be shown further below. 

For the simulation with the higher global Ri, the turbulent kinetic energy is monotonically increasing in the 

boundary layer. This monotonic increase of turbulent kinetic energy is caused by the high turbulence level 

further away from the walls inside the street canyon due to buoyancy. In an urban street canyon with mixed 

convection (global Ri>1) an important part of the turbulent kinetic energy is produced by buoyancy and 

therefore the law-of-the-wall derived for equilibrium boundary layer flows is not applicable anymore. For this 

type of non-equilibrium boundary layer flows a quasi universality of the dimensionless temperature profiles 

can be found, as shown below, which can be used to determine a NEWF as described in section 2. Such di-

mensionless temperature profiles were described by Defraeye et al. [29], who determined a NEWF that im-

proves the results for non-equilibrium boundary layer flows especially in terms of the wall heat fluxes. 

Figure 6 shows the dimensionless temperature profiles along the horizontal centreline of different simula-

tions with global Ri numbers from 0.14 to 13.7. For almost all the simulations with global Ri<1 the dimen-

sionless temperature profiles follow the law-of-the-wall and for almost all the simulations with global Ri>1 

the dimensionless temperature profiles follow non-equilibrium approximation. 

It can be concluded that, for a flow in a street canyon with constant surface temperatures in space and time, 

two extreme types of dimensionless temperature profiles exist for the whole range of global Richardson 

numbers.  The two extreme cases can be described by the either SWFs or NEWFs. The global Ri number can 

be used be to distinguish between these two types. 

6.2. Forced convection case  
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For forced convection or equilibrium flows the SWFs performs better, because of the reasons explained 

above. In Figure 7 the convective heat transfer coefficients (CHTCs), defined as wall heat flux divided by the 

temperature difference between the surface and the uniform inlet temperature, for simulations with global Ri 

= 0.14 are given for LRNM, SWFs and NEWF. In this case the results with the SWFs agree better with the 

LRNM results than the results with the NEWF, as expected. The NEWF underestimates the CHTCs. 

6.3. Mixed convection case 

In Figure 8, the CHTCs at the leeward and windward wall for SWFs and NEWF are compared with LRNM for a 

global Ri = 3.4. It can clearly be noticed that the results with the NEWF show a much better agreement with 

the LRNM results than the results with the SWFs. 

This is what was expected by the analysis of the dimensionless temperature profiles for the same boundary 

conditions in the section 6.1. In Figure 9 profiles of the dimensionless temperature for different heights 

above the ground of the street canyon are given. These profiles do correspond to the non-equilibrium ap-

proximation for all heights, and not only for the centreline given in Figure 6. There is however an underesti-

mation of the wall heat flux close to the ground (y/H < -0.8). This underestimation is caused by the interac-

tion with the ground surface and cannot be avoided because the flow fields with the WFs and the LRNM are 

different here. 

Figure 10 shows the turbulent kinetic energy profiles along the horizontal (a) and the vertical centreline (b) 

for the three near wall modelling approaches. It can be noticed that for the SWFs the turbulent kinetic ener-

gies are too high in the street canyon. The turbulent kinetic energy profiles with the NEWF agree better with 

the LRNM results than the ones with the SWFs. Therefore with the NEWF not only the temperature field and 

the calculation of the wall heat fluxes can be improved, but also the flow field characteristics. For the study of 

Defraeye et al. [29] the use of the NEWF did not have any influence on the flow field, because buoyancy was 

neglected. In this study buoyancy is accounted for and therefore the thermal field predictions also influence 

the turbulent kinetic energies and the velocities inside the street canyon. 

6.4. Intermediate convection case 

For intermediate convection cases (Figure 2) the dimensionless temperature profiles corresponds in a part of 

the street canyon to the law-of-the-wall and in other parts to non-equilibrium approximation. As an example 

results for a simulation with a global Ri = 0.38 are shown in Figure 11. Here the profiles of the dimensionless 

temperature are given for different heights above the ground of the street canyon for the leeward (a) and the 

windward wall (b). Close to the ground the profiles correspond to the non-equilibrium approximation. Above 

y/H = -0.8 the profiles correspond to the law-of-the-wall. For this convection case it is not possible to choose 

one single temperature WF for the whole domain. The temperature WF has to be chosen locally, namely de-

pendent on the local flow field characteristics. To solve this problem an adaptive WF is proposed in this pa-

per. 

7. Adaptive wall function 

7.1. Concept of the adaptive wall function 
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As stated in the previous section, two types of temperature profiles corresponding to equilibrium and non-

equilibrium boundary flows can be found in street canyons depending on the Richardson number. Therefore 

different wall function types should be used at different Richardson numbers to correctly simulate the heat 

exchange between the surface and the fluid.  A criterion is thus needed for the selection of the appropriate 

WF type, based on the local flow field. A local Richardson number Rilo is therefore proposed: 

2
)(

Pu

hPTWTg
loRi

−
=

β
           (12) 

where TP is the temperature in the wall-adjacent cell centre and uP the velocity magnitude here. This Rilo 

number has the advantage that it evaluates the importance of buoyancy very locally and close to the wall, i.e. 

where the heat exchange of the surface with the flow occurs. In contrast, the global Richardson number usu-

ally is defined by a free stream velocity and temperature and thus evaluates the importance of buoyancy on 

the street canyon or building scale. This reference temperature and velocity are not necessarily representative 

for the flow close to the surface, where the heat exchange takes place.  Furthermore, we found that the local 

Richardson number is quasi grid-insensitive in the y* range, where the wall functions can be applied.  

In this section we investigate for which local Richardson number the temperature profiles correspond to 

those of equilibrium and to non-equilibrium boundary layer flows respectively. From these simulations an 

empirical relationship for the turbulent Prandtl number Prt as a function of the local Richardson number is 

derived (Figure 12). The adaptive wall function (AWF) is built up in following way. For local Richardson num-

bers below 1 the SWFs are used and therefore the wall Prandtl number is equal to the default value of 0.85 

(in ANSYS Fluent). For local Richardson numbers between 1 and 6 a transition from forced to mixed convec-

tion is modelled by linear interpolation. For local Richardson numbers larger than 6 the NEWF with Prt = 1.95 

is used. To determine the Rilo limits (Rilo < 1 and Rilo > 6) of the mixed and forced convection cases, simula-

tions with different Rilo limits were run. As a lower limit Rilo between 0.5 and 4 and as an upper limit Rilo be-

tween 4 and 10 were used. Based on the least-squares method the optimum was found to be 1 for the lower 

limit and 6 for the upper limit. 

The local Richardson number is found to be quasi grid-insensitive in the y* range, where the wall functions 

can be applied:  Rilo is almost constant in this range, except for some special cases, where the local Richard-

son numbers are much higher than 6 and therefore the NEWF has to be used anyway. 

In the CFD code used in this study (ANSYS Fluent 12.0), the local Richardson number concept was imple-

mented by means of a user-defined function. For each wall-adjacent cell the local Richardson number is 

computed during each iteration and the wall Prandtl number is set according to the local Richardson num-

ber. Note that even if the wall Prandtl number changes for some cells between two iterations the simulations 

were found not to become unstable. 

7.2. Results of the adaptive wall function 

In Figure 13 the CHTCs from simulations with global Ri = 0.38 are given for different near-wall treatments for 

the leeward and the windward wall. It can be noticed that for the leeward wall the NEWF underestimates and 

the SWF overestimates the CHTCs. The results with the AWF with the local Richardson number concept show 

a much better agreement with the LRNM results.  



 

 

 15/25 

For the windward wall the AWF is in better agreement with the LRNM results, except for the region close to 

the ground. This is due to fact that in this region the WFs and the LRNM predict different flow fields. 

For the different combinations of wind speeds and temperatures and thus different global Richardson num-

bers (see Table 1), simulations were conducted with the three WF types presented here. The results of these 

simulations were compared with results of the LRNM simulations. Figure 14 gives the deviations from the 

LRNM results (total wall heat flux) for the three wall function types (normalised by the LRNM results). The to-

tal wall heat flux is a conservative choice to compare the results of the simulations with different wall model-

ling approaches. The deviations would be even larger if the sum of the absolute value of the deviations at 

each location would be compared. 

The SWFs overestimate the wall heat flux for all the studied cases for both walls. For cases with a global Ri > 

1 the overestimation is between 10-20%. This overestimation is mainly due to regions at the walls, where di-

mensionless temperature profiles correspond to the non-equilibrium approximation. This can clearly be seen 

in Figure 7. For cases with a global Ri < 1 the SWFs overestimates the wall heat flux by 30-60% for both walls. 

For cases with a global Ri < 1, the NEWFs underestimate the wall heat flux up to 20%. The new proposed 

AWF performs better than the SWFs and the NEWF for all the studied cases. The deviation from the LRNM is 

less than 10% for almost all cases. This is a significant improvement compared to the deviation of the NEWF 

(up to 30%) and the deviation of the SWFs (up to 60%). For global Ri = 0.68 the accuracy of the AWF is signif-

icantly less than for all the other global Ri numbers. The reason for this higher deviation is that this case is in 

the transition zone between the SWFs and the NEWF (local Rilo at almost all parts of the wall are between 1 

and 6) for almost the whole domain, which uses a simplified linear interpolation. In this transition zone the 

convective heat transfer is very sensitive to small changes in the flow field. 

7.3. 3D street canyon 

The proposed AWF was also used for a 3D street canyon simulation to investigate whether the AWF also per-

forms well for 3D geometries with oblique winds. Therefore the 2D street canyon was elongated to a 50m 

long street canyon and periodic boundary conditions were used at the lateral boundaries. For the simula-

tions, wind at a 45° angle to the street axis was considered. In Figure 15 the profiles of the CHTCs are given at 

the centre (normal to the x-y plane of Figure 3b) of the elongated street canyon. For this particular case 

(global Ri = 3.4) the AWF gives better results than the other two WFs. Further investigations have to be con-

ducted for other 3D geometries to confirm that the AWF can be generally used for 3D street canyons. 

8. Discussion 

A new wall function, called adaptive WF (AWF) was derived which varies adaptively at each location on the 

wall surface between two existing WF types, based on the local Richardson number. This methodology was 

developed for a 2D street canyon, but it is possible to extend it to other (more complex) geometries. The 

AWF is easy to implement in existing CFD codes (for example in ANSYS Fluent). For the studied cases, the 

AWF results deviate less from the LRNM results than the results of the other two WF types and the AWF is 

applicable for both forced and mixed convection. However this new wall function has some limitations, which 

are given here: 
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• This study was conducted for a two-dimensional geometry. The derived AWF is expected to be valid 

also for three-dimensional geometries, because the same phenomena will occur here regarding the 

impact of buoyancy on the profiles of the dimensionless temperature and dimensionless velocity, 

normal to the surfaces. The AWF was tested for one 3D street canyon with an oblique flow direction. 

First results indicate that the AWF is also valid for these flow fields. This conclusion has however to 

be confirmed by simulating a larger number of urban configurations. 

• This study is performed for one specific geometric configuration, namely a symmetric street canyon, 

where the flow field of the WFs agrees well with the flow field of LRNM. For cases where WFs fail to 

predict the correct flow field on a building scale, e.g. for cylindrical buildings, it will not be possible to 

get the correct heat fluxes with these WFs. 

• Since the NEWF is only applicable for yP*
 above about 50, this limitation holds also for the AWF, as 

the NEWF formulation is an integral part of the AWF. 

• The AWF is based on simulations using the realizable k-ε model and therefore the values of the used 

parameters (Pr and local Richardson number) should be used in combination with this turbulence 

model. The proposed AWF is however also expected to perform well with other similar turbulence 

models, such as the standard k-ε model. The used parameters might have to be adjusted for other 

turbulence models.  

• The AWF presented was derived focusing on buoyant flows in street canyons. Therefore the local 

Richardson number is used as a criterion to choose between the SWF and the NEWF. However, the 

local Richardson number does not account for the turbulent kinetic energy which is important for the 

heat transfer. In future work, cases will be modelled with increased turbulence level inside the street 

canyon and on the building façade not only due to buoyancy but also due to advection (3D cases) or 

due to more detailed façade details (balconies, window sills etc.). This will have an influence on the 

heat transfer and thus on the selection of the WF and thus may have to be considered in future de-

velopments of AWFs. 

 

9. Conclusion 

Thermal boundary layers on building walls in street canyons were studied by CFD simulations accounting for 

buoyancy with the aim to improve the existing wall functions (WFs) for convective heat transfer predictions. 

Low-Reynolds number modelling (LRNM) of the transport in the boundary layer was used as a reference so-

lution to evaluate the performance of different WF types. First the dimensionless temperature profiles and 

the turbulent kinetic energy profiles were analysed. Two main types of dimensionless temperature profiles 

could be identified. One of these dimensionless temperature profiles corresponds to the temperature law-of-

the-wall as used in standard wall functions (SWFs). The second dimensionless temperature profile corre-

sponds to a customized thermal WF for flows with non-equilibrium boundary layers (called NEWF). Both 

boundary layer types can be observed in a street canyon with buoyant flow. For forced convective flows at 

the surfaces the SWFs provide most accurate heat transfer predictions and for mixed convective flows the 

simulations using NEWFs are most accurate. Based on this observation, an adaptive wall function (AWF) was 



 

 

 17/25 

derived that interpolates between the two existing WF types dependent on the local Richardson number, 

proposed in this paper. For the determination of the local Richardson number, the temperature and the ve-

locity magnitude in the cell adjacent to the wall are used as reference temperature and velocity. The AWF can 

be used for mixed and forced convection whereas the SWFs only provides relatively accurate heat transfer 

results for forced convective street canyon flow and the NEWF for mixed convective street canyon flow. For 

the AWF, the deviations from the total heat flux of LRNM are less than 10% for almost all cases analysed. For 

the SWFs these deviations are between 10% and 60% and for the NEWF up to 30%. Apart from the limita-

tions discussed above, the AWF approach has shown to be a valuable technique for the simulation of flow 

fields and convective heat transport in urban street canyons in cases where buoyancy plays an important 

role. This AWF approach shows the potential to importantly increase the accuracy of convective heat transfer 

predictions in CFD studies in the urban context. Even though LRNM performs better for simulations with con-

vective heat transport, accurate WF are often the only option for large-scale urban engineering studies, 

where complex geometries, grid generation and computing power limitations become a limiting issue. 
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Figure Captions 

 

Figure 1: Dimensionless temperature profiles of LRNM simulations of non-equilibrium flows in street canyons 

as a function of the y* value; Blue: temperature law-of-the-wall; Red: logarithmic approximations. 

 

Figure 2: Streamlines of forced convective (a), intermediate convective (b) and mixed convective (c) cases. 

 

Figure 3: Computational domain (a); Horizontal and vertical centrelines in the street canyon (b). In all figures 

y* ranges from the surface to the intersection of the horizontal and the vertical centrelines. 
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Figure 4: Dimensionless temperature profiles and turbulent kinetic energy profiles as a function of the y* val-

ue on the horizontal centreline (see Figure 3b) of a street canyon for two simulations with different global Ri 

numbers (0.34 and 3.4). 

 

Figure 5: Schematic representation of the turbulent kinetic energy, scaled with the friction velocity as a func-

tion of the y+ value for flat plate flow [39]. 

 

Figure 6: Dimensionless temperature profiles as a function of the y* value along the horizontal centreline (see 

Figure 3b) of a street canyon for simulations with different global Ri numbers. 
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Figure 7: CHTC as a function of the vertical position y/H for a simulation with global Ri = 0.14. Results from 

SWF and NEWF are compared with LRNM. 

 

Figure 8: CHTC as a function of the vertical position y/H for a simulation with global Ri = 3.4. Results from 

SWF and NEWF are compared with LRNM. 

 

Figure 9: Dimensionless temperature profiles as a function of the y* value on horizontal lines at different ver-

tical positions y/H. 
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Figure 10: Turbulent kinetic energy profiles normalised by the square of the reference velocity as a function 

of the x or y position along the horizontal (a) and vertical centreline (b) (see Figure 3b). Results from simula-

tions with SWF and NEWF are compared with result of a simulation with LRNM. 

 

Figure 11: Dimensionless temperature profiles as a function of the y* value on horizontal lines at different 

vertical positions y/H. 

 

Figure 12: Turbulent wall Prandtl number as a function of the local Richardson number. 

 

Figure 13: CHTC as a function of the vertical positions y/H for a simulation with global Ri = 0.38. Results from 

SWF, NEWF and AWF are compared with LRNM. 



 

 

 24/25 

 

Figure 14: Relative differences of the total heat flux at the walls and the ground of the street for the SWF, 

NEWF and the AWF compared to the LRNM for different global Ri. 

 

Figure 15: CHTC as a function of the vertical positions y for a simulation with a 3D street canyon with global 

Ri = 3.4. Results from simulations with SWF, NEWF and AWF are compared with result of a simulation with 

LRNM. 
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Tables 

Velocity (U10) 5m/s 1m/s 3m/s 1m/s 2m/s 1m/s 0.5m/s 1m/s 0.5m/s 1m/s 

Temperature difference 10K 1K 10K 2K 10K 5K 2K 10K 10K 40K 

Ri 0.14 0.34 0.38 0.68 0.86 1.7 2.7 3.4 13.7 13.7 

 

Table 1: Reference velocities at 10m above the ground, temperature difference between the inflow and the 

wall surfaces and the global Richardson number for the studied cases. 
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