Predictive energy management of residential buildings while self-reporting flexibility envelope
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A B S T R A C T

In recent years, renewable energy resources have been increasingly embedded in the distribution grids, raising new issues such as reverse power flows, and challenging the traditional distribution system operation. In order to mitigate these issues, it has been proposed to operate the distribution system more flexibly. For instance, residential buildings are ideal candidates to offer energy flexibility locally and defer avoidable and expensive system expansions. Due to advances in smart meter technologies and trends towards digitalization, it becomes more and more common that electrical appliances in residential buildings are equipped with remote communication and control capabilities. This paper aims at quantifying a flexibility envelope of actively controlled flexible buildings and at analyzing the sensitivity of flexibility levels with respect to system configuration, control strategy and objective function settings. We consider rooftop photovoltaic units, air-sourced heat pumps for space heating and domestic hot water, thermal energy storage and electric vehicles. The results show that an optimal control aiming at minimizing energy costs while limiting peak power can lead to savings of up to 25% compared to the existing rule-based control. When carbon emissions are considered in the cost function, the optimized controller leads to an emission reduction of up to 21%. The time-dependent quantification of the flexibility envelope further reveals that high and low power levels can only be sustained for a limited period, whereas medium power levels can be sustained the longest.

1. Introduction

Recently, there have been growing incentives for increasing the penetration of distributed Renewable Energy Resources (RES) in the distribution system due to favorable policies, growing awareness on climate challenges, and promising economic assessments. While this supports the transition towards a more sustainable energy system, system operators cannot continue to operate their assets as in the past [1], when distribution grids were treated as sinks of power. Power quality issues such as reverse power flows are possible due to rooftop PV production at periods of high solar irradiance [2]. These reverse flows may reach levels at which expensive network expansion may become necessary based on traditional distribution system planning [3]. Simultaneously, the digitalization of electrical loads in residential buildings has also gained momentum, because of decreasing costs and increasing business potential linked to digitalization. Besides, the sizable storage in stationary batteries/EVs and high inertia of thermal systems enable building energy management systems to modify how buildings traditionally interact with the power system without compromising end-user comfort. Hence, there has been an increasing interest in combining these two trends and involve residential electrical appliances in the overall system management in a coordinated manner [4,5].

Although tapping buildings’ flexibility presents an attractive alternative to traditional prohibitively expensive network expansions [2,6], these flexibility resources typically cannot be directly dispatched by system operators. Due to separate ownership of flexibility assets, system operators would have to estimate the flexibility measures of buildings and corresponding availability [7], or rely on buildings to regularly self-report to obtain a real-time overview of flexibility resources [8]. In addition, it is desired to have a generic flexibility quantification with as few metrics as possible, which would allow easier integration into existing system operation.

This study quantifies flexibility based on a flexibility envelope concept, which was initially proposed in [9]. The concept describes flexibility by a set of time indexes for which a constant power level can be sustained without loss of comfort. It provides a system operator with an overview of the total available flexible power levels and energy...
The main contributions of this paper are summarized as follows:

1. The combination of a flexibility envelope concept and an MPC-based building energy management system to support real-time system-wide energy management.
2. A comparative analysis of the building energy flexibility with respect to the system configuration, control strategy, and objective function settings.
3. Real-time quantification of the flexibility envelope and self-report to system operators for system-wide dispatch.
4. The consideration of the carbon intensity of electricity at high temporal resolution.
The remainder of the paper is organized as follows: Sections 2 and 3 provide models for electrical and thermal appliances, the control strategy description and a formulation for the flexibility envelope quantification. Section 4 presents simulation and comparative analysis results and a framework to incorporate flexibility into real-time operation. Finally, Section 5 gives a brief summary, and areas for further research are identified.

2. Mathematical models

This section summarizes the mathematical models of typical electrical and thermal components in Swiss residential buildings. In particular, EV, TES and HP have been identified as promising flexible resources because energy consumption in the building and transport sectors constitutes 65 % of total energy consumption in Switzerland [18]. Besides, HPs have been widely adopted since 2000 [19] because of their low environmental impacts and operating costs. During the same period, the registered EV numbers have increased from less than 1000 to more than 43,000 [20], accounting for 0.9% of all passenger cars. While HPs for DHW are generally equipped with water tanks as heat buffers, HPs for SH may or may not be complemented with a TES. Hence, both system configurations with and without TES are included in the comparative analysis. The rest of the section summarizes related models, whereas detailed parameters are presented in Section 4.

2.1. Thermal building model

To capture a building’s thermal behavior, a resistance–capacitance model is used for its floor heating system. The model is adapted from [21] and [22]. It consists of three temperature states, namely the return water temperature $T_{wr}$, the floor temperature $T_f$ and the room temperature $T_r$. The dependencies among the three states are given as follows:

$$\frac{d}{dt}T_{\text{wr}} = \frac{1}{C_{\text{wr}}} \left[ P^{\text{th}}_{\text{src}} - K_{\text{wr}} (T_{\text{wr}} - T_f) \right],$$  \hspace{1cm} (1a)

$$\frac{d}{dt}T_f = \frac{1}{C_f} \left[ K_f (T_{\text{wr}} - T_f) - K_{fr}(T_f - T_r) \right],$$ \hspace{1cm} (1b)

$$\frac{d}{dt}T_r = \frac{1}{C_r} \left[ K_r (T_f - T_r) - K_{\text{th}}(T_r - T_{\text{th}}) + P^{\text{rem}}_{\text{th}} \right],$$ \hspace{1cm} (1c)

where $P^{\text{th}}_{\text{src}}$ is the thermal power input into the heat distribution system from either the Space Heating Heat Pump (SHP) or the TES, $C_i$ ($i \in \{\text{wr, f, r}\}$) are the heat capacities of the three temperature states and $K_i$ ($i \in \{\text{wr, fr, ra}\}$) are the heat transfer coefficients connecting the adjacent capacities. $P^{\text{th}}_{\text{rem}}$ represents the total heat demand of the Domestic hot water Heat Pump (DHP), the heat losses of the TES and the DHW storage, and $T_{\text{th}}$ is the ambient air temperature. Internal gains and door and window openings are neglected in this study.

2.2. Heat pump model

The heat pump model is adopted from [23] and is given by:

$$P^{\text{el}}_{\text{HP}} = \text{COP} \cdot P^{\text{el}}_{\text{src}},$$ \hspace{1cm} (2a)

$$\text{COP} = \frac{c_0 + c_1 T_{\text{src}} + c_2 T_{\text{snk}}}{e},$$ \hspace{1cm} (2b)

where $T_{\text{src}}$ and $T_{\text{snk}}$ are the temperatures of the heat source and the heat sink, respectively. The thermal power output $P^{\text{el}}_{\text{HP}}$ is expressed using the Coefficient of Performance (COP) and the electrical power input $P^{\text{el}}_{\text{src}}$ to the HP. The COP is modeled as an affine function of the source and sink temperatures. In addition, the HP is assumed to be either switched off or operating at capacity, i.e. $P^{\text{el}}_{\text{HP}} \in (0, P^{\text{el, max}}_{\text{HP}})$.

2.3. TES and DHW tank model

A TES is sometimes used as a heat buffer between the SHP and the heat distribution circuit of the SH to avoid frequent cycling of the SHP. The model of TES is adopted from [23] considering temperature rate of change, heat advection, diffusion and loss. This model captures adequately all relevant physical effects for the scope of this study and is given by:

$$\frac{\partial T}{\partial t} + v_{\text{in}} \frac{\partial T}{\partial y} = a \frac{\partial^2 T}{\partial y^2} - \frac{1}{\text{th}} (T - T_r),$$ \hspace{1cm} (3)

where $a$ is the water thermal diffusivity, $k_{\text{th}}$ represents the thermal heat loss coefficient, $T_r$ is the ambient temperature of the storage, which is the room temperature in this study, and $v_{\text{in}}$ is the advection velocity. Additional terms are included to capture the convection. The same model is used for the DHW storage tank.

2.4. Electric vehicle model

Certain types of EVs only allow unidirectional power flow, while others support bi-directional power flow and vehicle-to-grid capabilities. This work considers EVs of both types. The battery model is adopted from [24] and is given by:

$$\frac{d}{dt}P_{\text{bat}} = \frac{\eta_{\text{bat}}}{\eta_{\text{bat}}}P_{\text{cha}} - \frac{P_{\text{dis}}}{\eta_{\text{bat}}}$$ \hspace{1cm} (4)

where $P_{\text{bat}}$ is the energy stored in the battery and $P_{\text{cha}} \in \mathbb{R}_+ \text{ and } P_{\text{dis}} \in \mathbb{R}_-$ are the charging and discharging powers, respectively. The charging and discharging efficiencies are assumed to be equal and are represented by $\eta_{\text{bat}}$.

In addition, rooftop PV installation and uncontrollable loads are considered in the study. While the PV production is modeled according to solar irradiance, the aggregated uncontrollable load profile is obtained by scaling real measurements according to the number of residents. The PV model adopted from [25] and [26] is given in Appendix B. For the sake of conciseness, the discretization of the equations above is not detailed here and the interested reader is referred to [27] for more details.

---

Table 1: Comparison of relevant research works.

<table>
<thead>
<tr>
<th>Ref.</th>
<th>Main focus</th>
<th>Flexibility quantification</th>
<th>EV/BESS</th>
<th>HP</th>
<th>TES</th>
</tr>
</thead>
<tbody>
<tr>
<td>[9]</td>
<td>Flexibility quantification</td>
<td>Offline</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>[10]</td>
<td>Bi-level economic MPC</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>[12]</td>
<td>Flexibility characterization</td>
<td>Offline</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>[13]</td>
<td>Demand flexibility indicators</td>
<td>Offline</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>[14]</td>
<td>Flexibility contract and market</td>
<td>Online</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>[16]</td>
<td>MPC &amp; power flexibility band</td>
<td>Online</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>[17]</td>
<td>Flexibility amount and cost</td>
<td>Online</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

This paper: MPC & flexibility envelope Online ✗ ✓ ✗
3. Control strategy and flexibility envelope

3.1. Predictive control strategy

Existing residential building energy management systems commonly adopt rule-based control strategies, such as hysteresis control using on/off relays [28]. The relays switch on as soon as the storage is empty and switch off when it is full. This study focuses on an energy management system based on MPC, which is a rolling horizon optimization approach well suited to account for operational constraints, updating the forecast and system status amid uncertainties. Throughout the optimization horizon of 24 h is considered. To reduce the number of decision variables, multiple sampling time sizes are used, as shown in Fig. 1. The optimization time step is indexed as \( t \), and the size of the corresponding sampling time is denoted as \( \Delta t \).

The overall optimization problem can be formulated as follows:

\[
\begin{align*}
\min_{x_{\omega}, u} & \sum_{i=1}^{N_f} \omega_i J_i(x_{\omega}, u_{\omega}) + \sum_{n=1}^{N} R(x_{\omega}, u_{\omega}), \\
\text{subject to} & \quad g(x_{\omega}, u_{\omega}) \leq 0, \forall \omega \in \{1, \ldots, N\}, \\
& \quad h(x_{\omega}, u_{\omega}) = 0, \forall \omega \in \{1, \ldots, N\}, \\
& \quad x_{\omega} \in X, \forall \omega \in \{1, \ldots, N\}, \\
& \quad u_{\omega} \in U, \forall \omega \in \{1, \ldots, N\},
\end{align*}
\]

where \( x_{\omega} \) denotes the state vector of building, thermal energy storage, water tank and EV, \( u_{\omega} \) denotes the electrical power of HP and EV, \( \omega_i \in \mathbb{R}_+ \) is the customized weighting factor associated with the \( i \)th sub-objective function \( J_i(\cdot) \), \( N \) is the number of time steps over the optimization horizon shown in Fig. 1, \( N_f \) is the number of sub-objective functions, \( R(\cdot) \) is the regulation term used to impose soft constraints on the states of some devices and penalize frequent cycling of HPs, \( X \) and \( U \) are the feasible space of the states and the inputs respectively. For simplicity, \( R(\cdot) \) is used below to denote \( R(x_{\omega}, u_{\omega}) \). Constraints (5b) and (5c) include the devices models formulated in Eqs. (1) to (4) and the overall power balance. Constraints (5d) and (5e) are related to state and input power limits. Customized values are chosen for \( \omega_i \) in the case studies. The rest of this section focuses on explaining different combinations of sub-objective functions \( J_i(\cdot) \), which are motivated by practical needs.

3.1.1. Electricity cost minimization

Currently, Swiss households are billed with a two-tier electricity tariff. By combining anticipated price changes, user behavior and weather forecast, MPC controllers can optimize energy consumption to minimize energy cost. Minimizing the following objective function maximizes total energy cost and peak power penalty simultaneously:

\[
\begin{align*}
J_{1,T} := & \left( C_{gb,t} P_{gb,t} + C_{bkg} P_{bkg,t} \right) \Delta t, \\
J_2 := & \left( C_{peak} \max(|P_{bkg,t} + P_{gb,t}| \mid \forall t \in \{1, \ldots, N\}) \right), \\
\min_{x_{\omega}, u_{\omega}} & \sum_{i=1}^{N} \left( \omega_1 J_{1,i} + R_i \right) + \omega_2 J_2,
\end{align*}
\]

where \( \omega_1 \) and \( \omega_2 \) are the weighting factors used to balance between energy cost and peak power penalty, respectively, \( P_{gb,t} \in \mathbb{R}_+ \) and \( P_{bkg,t} \in \mathbb{R}_+ \) are the power flows from and to the grid respectively and only one of them can be non-zero at any time step, \( C_{gb,t} \) refers to a fixed feed-in-tariff [29], \( C_{bkg} \) is the local two-tier tariff, and \( C_{peak} \) is the peak power penalty, and \( \max(|P_{bkg,t} + P_{gb,t}| \mid \forall t \in \{1, \ldots, N\}) \) represents the peak power exchange with the grid within the optimization horizon.

3.1.2. Equivalent carbon emission minimization

The buildings themselves do not directly emit \( CO_2 \) since the considered system configuration does not include any fossil fuel-based appliances. Carbon emissions here refer to equivalent emissions considering the carbon footprint of the electricity taken from the grid. Although the main electricity generation in Switzerland comprises of hydro and nuclear power [18], the Swiss transmission network is also connected to neighboring countries allowing import and export of electricity. Depending on the generation sources of the electricity imported, the real-time carbon intensity of electricity can present high variances within the day and throughout the year. By shifting energy consumption outside the period of carbon-intensive generation, buildings contribute to reducing carbon emissions of the whole system. This paper considers only the carbon footprint of electricity taken from the grid and neglects carbon emissions associated with manufacturing and delivery of the appliances. Based on forecasts of the carbon intensity of electricity taken from the grid, the following objective minimizes the carbon emissions:

\[
\min \sum_{n=1}^{N} \left( \omega_3 J_{3,n} + R_n \right),
\]

where \( \omega_3 \) is the weighting factor with respect to carbon emissions, and \( C_t \) represents the time-varying carbon intensity of electricity imported from the grid. \( R_{bkg} \) is considered emission free, but it does not offset the carbon footprint originating from net consumption.

3.1.3. Symmetric flexibility availability maximization

The availability of flexible power levels is dependent on the relative “distance” between devices’ energetic status and their limits, which are imposed by comfort constraints, operational bounds and the available time to reach a specific status. For instance, if the State of Charge (SOC) of an EV’s battery is significantly below the required level before an upcoming departure, high power levels might be needed to charge a vehicle. If time is a limiting factor, the lower the SOC is, the higher is the required power. If an EV has to be charged at its maximum power until departure to achieve the required SOC, the EV does not have any flexibility. Similarly, when the room temperature is close to its lower bound, a SHP needs to increase its power level to maintain thermal comfort, which also limits the possibility to keep the power at a low level. In these two scenarios, the availability of flexibility is asymmetric in the sense that available flexible power levels are only consumed or not, but not fed-back to the grid. Symmetric flexibility is more favorable since it can better serve future flexibility requests from the system operator.

With this notion in mind, we propose an empirical design of state trajectories that can be understood as the middle path which is equally distant from the upper and lower operational limits. By following these trajectories, there is equal space for both high and low power levels to be sustained. Based on this reasoning, the room temperature target
The storage trajectory of EV is given by:

$$\Delta t_e^\text{max} := \frac{T_e^\text{max} - T_{e,t}}{P_{\text{SHP}} - P_{\text{loss},e,t}},$$

$$\Delta t_e^\text{min} := \frac{T_e^\text{min} - T_e^\text{min}}{P_{\text{SHP},e,t}},$$

$$T_{e,t}^\text{max} := \frac{T_e^\text{max}_1 (P_{\text{SHP}} - P_{\text{loss},e,t}) + T_e^\text{max}_2 P_{\text{loss},e,t}}{P_{\text{SHP},e,t}}.$$  

where $T_{e,t}^\text{max}$ and $P_{\text{SHP}}$ are the upper and lower room temperature limits, $P_{\text{SHP}}$ corresponds to the thermal power capacity of SHP, $T_{e,t}^\text{min}$ is the state on the target trajectory, and $P_{\text{loss},e,t}$ is the average heat loss determined by the ambient temperature forecast in the remaining horizon. $T_e^\text{max}$ and $T_e^\text{min}$ are defined as the duration that maximum and minimum power levels can be sustained before operational limits are reached. By setting $\Delta t_e = \Delta t_e^\text{min}$, we can obtain the state $T_{e,t}^\text{max}$ on the middle path.

Regarding EV, if the charging can be distributed evenly over the remaining time before departure, then there is no need for continuous high charging power right before being unplugged. The target energy storage trajectory of EV is given by:

$$P_{ev,i,t} := \frac{E_{ev,i,t} - E_{ev,i,0}}{\eta_{\text{bat}} \Delta t_e},$$

$$E_{ev,i,t}^\text{a} := E_{ev,i,0} + \eta_{\text{bat}} P_{ev,i} \sum_{i=1}^{t} \Delta t_e,$$

where $\Delta t_e$ is the remaining time until departure, $E_{ev,i,0}$ is the initial energy level, $E_{ev,i,t}$ corresponds to the required energy level at departure, and $E_{ev,i,t}^\text{a}$ represents the target energy trajectory of EV with the constant charging power $P_{ev,i}$.

Combining these two trajectories, the objective of maximizing symmetric flexibility availability is given by:

$$J_4 := (C_{\text{gbh},i} P_{\text{gbh},i} - C_{\text{gbg},i} P_{\text{gbg},i}) \Delta t_e,$$

$$J_3 := C_e \times \max\{|P_{\text{gbh},i} + P_{\text{gbg},i}| \mid \forall i \in [1, \ldots, N]\},$$

$$J_{5,i} := (T_{e,i}^\text{max} - T_{e,i}^\text{min})^2 \Delta t_e,$$

$$J_{6,i} := \sum_{i=1}^{N_e} (E_{ev,i,t}^\text{a} - E_{ev,i,t}) \Delta t_e,$$

$$\text{minimize} \sum_{i=1}^{N_e} (\omega_5 J_{5,i} + \omega_6 J_{6,i} + \omega_7 J_{7,i} + R_i + \omega_8 J_4),$$

where $\omega_5$ and $\omega_6$ are the weighting factors penalizing energy costs and peak power, respectively, $N_e$ is the number of EVs, and $E_{ev,i,t}$ is the EV’s energy level at time $t$. Deviations of room temperature and EV energy level from the target trajectories are penalized by the weighting factors $\omega_6$ and $\omega_8$, respectively.

### 3.2. Flexibility envelope

The flexibility envelope calculation starts with identifying energy bounds. When setting all devices to consume as early and as much as possible, the devices will first operate at maximum power and then reduce their power levels because they approach their operational limits, e.g., thermal constraints of TES fall into this category. Thus the electrical energy consumption increases monotonically with a steep slope at the beginning as the red curve shows in Fig. 2. Similarly, by setting all devices to consume as late and as little as possible, the devices will first operate at minimum power and then increase their power levels because they approach their operational limits. This allows us to obtain the lower energy bound shown as the blue curve in Fig. 2. The region between these two curves defines all feasible power levels of one building. Essentially, this flexibility region is determined by system dynamics and boundary conditions. Any line segment starting from current energy state and falling inside the region represents a feasible power level. The slope of the line segment defines the power while the second endpoint defines the available duration of such power level $P \in \mathbb{R}_+$. Denote time after $t_0$ as $t \in \mathbb{T}_+$, the sustained duration of different power levels can be expressed as $f : \mathbb{R}_+ \times \mathbb{T}_+ \to \mathbb{R}_+$. The flexibility envelope is essentially a three-dimensional surface spanned by time, flexible power, and available duration, with all the points defined by the set $\{(P, \tau, f(P, \tau)) \mid \tau \in \mathbb{T}_+, P \in \mathbb{R}_+\}$, in which $f$ is the set of all flexible power levels at $\tau$. Availability of high power level is limited by the upper energy bound, whereas the availability of low power level is limited by the lower energy bound.

To calculate control outputs and flexibility envelopes three modules are defined as illustrated in Fig. 3. Module 1 emulates detailed device management.
A well-insulated multi-family building with nine residents is considered in the case study. A schematic overview of the electrical and thermal system configuration is shown in Fig. 4. The system includes rooftop PV installations, air sourced HPs for SH and DHW, a TES and two EVs. Both configurations with and without TES are studied to identify the impacts of TES on flexibility levels. The mixed-integer linear problem is formulated using YALMIP [30] in MATLAB and solved with Gurobi [31].

4.1. Input data and assumptions

The DHP electrical power capacity is $P_{\text{DHP}}^{\text{max}} = 1.0$ kW. The DHW tank volume is set to be 0.5 m$^3$, which corresponds to approximately 50 liters of storage volume per resident. SHPs with an electrical power capacity of $P_{\text{SHP}}^{\text{max}} = 3.6$ kW and $P_{\text{SHP}}^{\text{max}} = 4.4$ kW are used for systems without and with TES, respectively. When a TES is considered, a volume of 2 m$^3$ is assumed. The thermal comfort zones are listed in Table 2, with a room temperature set-point assumed to be 22 °C. As for the EVs, the minimum SOC at departure is set to 0.8. Table 3 lists key parameters of the two EVs. Typical weekly driving profiles are given in Tables 5 and 6 in Appendix A. Both EVs are assumed to charge at home only.

The boundary conditions are based on historical data obtained from [32,33] and [34]. The weekly profile of two-tier electricity tariff, a fixed feed-in-tariff of 0.05 CHF/kWh, as well as the monthly peak dynamics with a sampling time of 30 s. Module 2 implements the control strategies formulated in Section 3.1. In the case of predictive strategies, the optimization is executed every 15 min, which provides projected state trajectories for the next 24 h. Module 3 further uses projected states as initial conditions to calculate the flexibility envelope, while taking into account anticipated boundary conditions. Note that when distribution system operational limits are considered, the flexibility region of the building energy management system may be reduced to avoid the risk of concurrent peak power. This is reflected in the communication of a dispatch signal and the flexibility envelope depicted in Fig. 3. The building that reacts to such dispatch signal is said to be network-aware in the sense that the dispatch signal originates from network health assessment.

4.2. Controller performance comparison

One rule-based controller and three MPC controllers with different objective functions have been implemented in this study. All controllers are evaluated for ten days. In particular, all MPC-based controllers are required to have the same SOC as the rule-based controller for all storage devices at the end of the ten-day period in order to ensure a fair comparison. Figs. 6 and 7 compare all four controllers with respect to three metrics: energy cost, Green House Gas (GHG) emissions, and self-sufficiency. Self-sufficiency represents building’s capability to cover its electricity need without importing from the grid. It is defined as:

$$S = \frac{E_{\text{tot}} - E_{\text{gtb}}}{E_{\text{tot}}}$$

where $E_{\text{tot}}$ is the total electricity consumption and $E_{\text{gtb}}$ is the total electricity imported from the grid.

Results show that the cost-oriented controller achieves the best performance in cost reduction and self-sufficiency improvement. A cost reduction of 22 % and self-sufficiency improvement of 58 % can be observed in Fig. 6. While the emission-oriented controller reduces emission and improves self-sufficiency, the resultant energy cost is higher than the rule-based controller. The flexibility-oriented controller achieves energy cost reduction and marginal improvement in self-sufficiency, but its equivalent emission is higher than the rule-based controller.

It can be observed that the TES can often achieve a higher relative cost saving compared to the rule-based strategy when comparing Fig. 6 with Fig. 7. However, comparing the absolute numbers shows that the MPC controllers provide a similar performance regardless of TES’s existence. In addition, the rule-based controller performs worse with a TES than without a TES, because including a TES in the thermal distribution circuit requires a higher supply water temperature, which induces a lower COP. Hence, the lower COP of the SHP leads to a higher electricity consumption given the same thermal demand. The results also show that the use of a TES does not bring any advantage regarding energy costs or carbon emissions reduction.

When maximizing flexibility availability, the carbon emission reduction and self-sufficiency objectives are compromised and, as expected,
Table 3
Parameters of the two EVs considered in the study.

<p>| | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$E_{\text{max}}$ [kWh]</td>
<td>$P_{\text{max}}^{\text{cha}}$ [kW]</td>
<td>$P_{\text{max}}^{\text{dis}}$ [kW]</td>
<td>$\Delta E$ [kWh/100 km]</td>
<td>Bidirectional charging</td>
</tr>
<tr>
<td>EV1</td>
<td>53</td>
<td>11</td>
<td>0</td>
<td>19.5</td>
<td>✗</td>
</tr>
<tr>
<td>EV2</td>
<td>40</td>
<td>7</td>
<td>7</td>
<td>22.1</td>
<td>✓</td>
</tr>
</tbody>
</table>

Fig. 5. Weekly profiles of ambient temperature ($T_a$), solar irradiance, carbon intensity of electricity from grid (GHG), two-tier electricity tariffs, aggregated electricity consumption of uncontrolled loads (UC load) and hot water draw. All the weekly profiles start on Monday morning and end on Sunday night.

Fig. 6. Comparison of four different controllers for the system configuration without TES. Absolute values are specified for all the metrics, while relative changes in percentage compared with rule-based benchmark are presented in the brackets.

the pure cost-oriented controller achieves the highest cost saving in all cases. All MPC-based schemes increase the building’s energy self-sufficiency, especially with cost-oriented and emission-oriented controllers. There are mainly two reasons. Firstly, it is more economical to use onsite PV production than to sell it to the grid and buy it back later because the feed-in-tariff is much lower than the two-tier electricity tariff. Secondly, since local PV production is considered free of emission, minimizing carbon emission simultaneously maximizes building energy self-sufficiency. These analyses are further visualized in Table 4. Note that perfect forecasts are assumed in all the predictive controllers. Hence, the results shown in Figs. 6 and 7 are the theoretically best achievable results. In practice, forecasts are associated with sizable errors, and achievable benefits will be lower than shown. Moreover, the numerical values will also vary with a different set of weighting factors.

Cost savings of 16% and emission savings of 10% are achieved in the winter case. However, the most interesting results are achieved in the summer case, where 26% of costs are saved and emissions are reduced by 29%. In the autumn case, the performance of the different controllers is similar to that in the spring case. The interested reader is referred to [27] for more details.

Table 4
Comparative analysis of MPCs with different objective functions. ✓ means TES is considered, while ✗ means TES is not included. + denotes improved performance in comparison with the rule-based benchmark, while - denotes decreased performance. In both cases, the number of the symbols visualizes the improved/decreased performance.

<table>
<thead>
<tr>
<th>Objective function</th>
<th>TES presence</th>
<th>Cost saving</th>
<th>GHG reduction</th>
<th>Self-sufficiency</th>
</tr>
</thead>
<tbody>
<tr>
<td>min costs</td>
<td>✗</td>
<td>++++</td>
<td>++</td>
<td>+++++</td>
</tr>
<tr>
<td>min GHGs</td>
<td>✓</td>
<td>++++</td>
<td>+</td>
<td>++++</td>
</tr>
<tr>
<td>max flex. availability</td>
<td>✗</td>
<td>++</td>
<td>--</td>
<td>+</td>
</tr>
</tbody>
</table>

Note that perfect forecasts are assumed in all the predictive controllers. Hence, the results shown in Figs. 6 and 7 are the theoretically best achievable results. In practice, forecasts are associated with sizable errors, and achievable benefits will be lower than shown. Moreover, the numerical values will also vary with a different set of weighting factors.

Cost savings of 16% and emission savings of 10% are achieved in the winter case. However, the most interesting results are achieved in the summer case, where 26% of costs are saved and emissions are reduced by 29%. In the autumn case, the performance of the different controllers is similar to that in the spring case. The interested reader is referred to [27] for more details.
4.3. Flexibility envelope quantification

The state profiles given in Figs. 8, 10, 12, 14 and 16 are used as initial conditions to compute the various power levels and their availability as shown in Figs. 9, 11, 13, 15 and 17. In all cases, maximum available flexibility duration is limited to 48 h. In practice, a longer duration does not necessarily provide more information due to forecast errors.

4.3.1. Results for rule-based controller

The state evolution over time in the rule-based case is summarized in Fig. 8. It can be observed that temperatures temporarily leave the predefined tolerance band due to the large thermal inertia of the system and high ambient temperature. An example is the overshoot on day 7. The DHW tank is discretized into ten layers. Fresh water enters the storage tank at the bottom layer and heating power is input via the layer above. Hot water is drawn from the top layer. Heat loss and DHW usage result in decreasing temperatures over time. Finally, the bottom figure illustrates the SOC of both EVs. The rule-based controller charges the batteries at full power as soon as an EV is connected to the charging station.

Fig. 9 displays the different constant power levels, including the maximal duration of all flexible devices. We observe that low power levels can sustain the longest (shown in yellow). The blue color for high power levels indicates availability for only a shorter duration and this is due to storage capacity limitations and comfort constraints. The availability of power levels is strongly dependent on available devices. Notably, most high power levels are only available when the EVs are connected. The variation of the yellow band can be explained by the fluctuation of the ambient temperature and the room temperature subsequently. If the room temperature is close to the upper bound, the SHP can operate at full power for a short period. But it can remain off for a long time and vice versa.

4.3.2. Results for cost-oriented MPC controller

The cost-oriented controller makes use of the room temperature tolerance band to minimize energy costs according to Fig. 10. This leads to the observed oscillation of the yellow band. The cost-oriented MPC controller sometimes charges EVs late. Hence, EVs are not flexible in these moments and have to be charged with high power in order to achieve the desired SOC at departure. Consequently, the yellow band in Fig. 11 indicating power levels that can be sustained for a long period is interrupted. This also illustrates the notion of biased flexibility availability in Section 3.1.3.
4.3.3. Results for emission-oriented MPC controller

The emission-oriented MPC controller frequently charges the EV batteries right before departure to the required SOC level. EV2, which is assumed to allow bidirectional charging, is frequently used as a temporary electrical storage, as Figs. 12 and 13 show. The same interruption of the yellow band occurs for the cost-oriented MPC controller.

4.3.4. Results for flexibility-oriented MPC controller

Results from the cost-oriented and emission-oriented MPC controllers motivate the design of the objective function in that maximizes flexibility availability. Results in Figs. 14 to 17 show that flexibility availability are consistent at low power levels can be sustained the longest. This prepares the building to be always ready to respond to a DSO's request to stay at low power levels, trading off reduced cost and emission saving as shown in Section 4.2.

A TES of 2 m³ is further included and the results are summarized in Figs. 16 and 17. The SOC of the TES shows that the controller actively makes use of the thermal buffer. Due to this extra thermal storage, the yellow band is slightly wider than the case without TES as shown in Fig. 15, which means more power levels can be sustained for longer periods.

4.3.5. Comparison and discussion

The results show that the availability of flexibility is strongly correlated with power levels. First of all, most high power levels are only available for a short time because EVs are disconnected regularly, and the storage capacity of the batteries is limited. In addition, the high powers’ available duration is strongly dependent on an EVs usage pattern since an unplugged EV is not available for flexibility provision. Low flexible power levels are sometimes only available for a few hours. This can be frequently observed for the cost-oriented controller in Fig. 11, for example. This is mainly the case because the EVs have to be charged quickly to a minimal SOC before departure due to a late start in charging. Last but not least, the control schemes have an impact on the availability of flexibility. Cost-oriented and emission-oriented MPC controllers tend to generate high-variance behaviors. With a flexibility-oriented MPC controllers, a more uniform and consistent distribution of availability is observed. This is especially true for low flexible power levels.

The described flexibility envelope can be communicated to the system operator periodically, as it is shown in Section 3. The operator can monitor the status of the grid in real-time and can send dispatch
To further compare the flexibility levels across different cases, we define a total flexible time as the sum of the available duration of all flexible power levels. The total flexible time at time $\tau$ is defined as $Z_\tau = \sum_{P \in \mathcal{P}} f(\tau, P)$. Hence, the flexibility envelopes shown in Figs. 9, 11, 13, 15 and 17 can be further summarized and compared in the box plots shown in Fig. 18, which illustrates the distribution of $Z_\tau$ in all five cases. Flexibility of cost- and emission-oriented controllers have high variances and $Z_\tau$ approaches zero in extreme cases. In contrast, the flexibility-oriented controllers achieve higher means with lower variances, which implies a higher level of flexibility with lower uncertainty. In addition, TES further increases the mean value of $Z_\tau$ although variances remain similar.

5. Conclusion and outlook

There has been growing popularity in digitalizing electrical appliances in residential buildings and the installation of distributed renewable energy resources. It is critical to tap the flexibility of residential buildings and quantify it for further coordination at a system level, which would support agile and cost-efficient system operation. This study investigates the energy scheduling and flexibility quantification of electrical loads within one building and outlines a mechanism for using such flexibility at the system level.

We quantify flexibility by flexible power levels and determine the corresponding maximally sustainable duration. Simulation results show that the maximum flexible power level is strongly dependent on the availability of electric vehicles. The maximally sustained duration can be achieved for medium to low power levels, which approximately corresponds to the average upcoming load of all flexible electrical devices for the next 48 hours. In spring, heat pumps for space heating offer a long duration on low power levels. In contrast, the batteries of electric vehicles are flexible on a wide power range but for a shorter duration, which is mainly attributed to their daily usage pattern. For a building
Fig. 13. Flexibility envelope of the building without TES operated by a emission-oriented MPC. The white area indicates infeasible power level at the specific times.

Fig. 14. States of the building without TES operated by a flexibility-oriented MPC.

Fig. 15. Flexibility envelope of the building without TES operated by a flexibility-oriented MPC. The white area indicates infeasible power level at the specific times.
Fig. 16. States of the building with a TES of 2 m$^3$ operated by a flexibility-oriented MPC.

Fig. 17. Flexibility envelope of the building with a TES of 2 m$^3$ operated by a flexibility-oriented MPC. The white area indicates infeasible power level at the specific times.

Fig. 18. Comparison of flexibility envelopes in all five cases using the total flexible time $Z_c$. 
with thermal energy storage, a model predictive controller can achieve total cost savings of up to 25% compared to the rule-based controller. Optimal control aiming to minimize the carbon footprint shows that emissions can be reduced by up to 21%. We also propose buildings to be network-aware when constructing the flexibility envelope. Although the current study focuses on control and flexibility quantification at the building level, a framework to integrate flexibility into overall system management has also been outlined in the paper.

Nonetheless, there are several limitations of the current study. Firstly, only uni-directional charging is considered when computing flexibility envelopes. The envelope could be significantly enlarged by allowing bi-directional charging. Secondly, the flexibility quantification currently relies on sophisticated modeling and requires certain computational efforts for the identification. This might not be suitable for system operation with a higher temporal resolution. Future research will investigate a data-driven approach to alleviate the modeling and computational burdens. Lastly, perfect knowledge of boundary conditions is assumed. In practice, forecast errors are inevitable and the approach has to be adapted in a stochastic setting.
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Appendix A. EV driving profiles

See Tables 5 and 6.

### Table 5
Weekly driving profile of EV.<sup>1</sup>

<table>
<thead>
<tr>
<th>Day</th>
<th>Departure</th>
<th>Arrival</th>
<th>Driving distance [km]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Monday</td>
<td>07 : 30</td>
<td>17 : 30</td>
<td>60</td>
</tr>
<tr>
<td>Tuesday</td>
<td>07 : 30</td>
<td>17 : 30</td>
<td>60</td>
</tr>
<tr>
<td>Wednesday</td>
<td>07 : 30</td>
<td>17 : 30</td>
<td>60</td>
</tr>
<tr>
<td>Thursday</td>
<td>07 : 30</td>
<td>17 : 30</td>
<td>60</td>
</tr>
<tr>
<td>Friday</td>
<td>07 : 30</td>
<td>–</td>
<td>100</td>
</tr>
<tr>
<td>Saturday</td>
<td>–</td>
<td>18 : 00</td>
<td>100</td>
</tr>
<tr>
<td>Sunday</td>
<td>–</td>
<td>–</td>
<td>0</td>
</tr>
</tbody>
</table>

### Table 6
Weekly driving profile of EV.<sup>2</sup>

<table>
<thead>
<tr>
<th>Day</th>
<th>Departure</th>
<th>Arrival</th>
<th>Driving distance [km]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Monday</td>
<td>09 : 00</td>
<td>14 : 00</td>
<td>20</td>
</tr>
<tr>
<td>Tuesday</td>
<td>17 : 00</td>
<td>22 : 00</td>
<td>20</td>
</tr>
<tr>
<td>Wednesday</td>
<td>07 : 00</td>
<td>09 : 00</td>
<td>25</td>
</tr>
<tr>
<td>Thursday</td>
<td>–</td>
<td>–</td>
<td>0</td>
</tr>
<tr>
<td>Friday</td>
<td>07 : 00</td>
<td>10 : 00</td>
<td>25</td>
</tr>
<tr>
<td>Saturday</td>
<td>11 : 00</td>
<td>14 : 00</td>
<td>10</td>
</tr>
<tr>
<td>Sunday</td>
<td>–</td>
<td>–</td>
<td>0</td>
</tr>
</tbody>
</table>

### Table 7
PV-model parameters [25].

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>$I_{peak}$</td>
<td>4.65</td>
<td>[A]</td>
</tr>
<tr>
<td>$U_{peak}$</td>
<td>34.478</td>
<td>[V]</td>
</tr>
<tr>
<td>$\Delta I_{peak}$</td>
<td>$-4.58 \cdot 10^{-3}$</td>
<td>[-]</td>
</tr>
<tr>
<td>$K_1$</td>
<td>-10.01</td>
<td>[V]</td>
</tr>
<tr>
<td>$K_2$</td>
<td>-1850.80</td>
<td>[V]</td>
</tr>
<tr>
<td>$G_s$</td>
<td>1000</td>
<td>[W/m²]</td>
</tr>
<tr>
<td>$T_s$</td>
<td>298.15</td>
<td>[K]</td>
</tr>
<tr>
<td>$T_{NOCT}$</td>
<td>47</td>
<td>[°C]</td>
</tr>
<tr>
<td>$A$</td>
<td>1</td>
<td>[-]</td>
</tr>
<tr>
<td>$q$</td>
<td>1.6 \cdot 10^{-19}</td>
<td>[C]</td>
</tr>
<tr>
<td>$k_s$</td>
<td>1.38 \cdot 10^{-21}</td>
<td>[J/K]</td>
</tr>
</tbody>
</table>

Appendix B. PV model

The Photovoltaic (PV) model is adopted from [25] and [26]. The electrical power output of a panel is given as follows:

$$P_{PV} = I \cdot U$$

The current $I$ and the voltage $U$ are quantified according to the following equations:

$$I = I_{peak} \left( \frac{G}{G_s} \right) \left( 1 + \Delta I_{peak} (T_{cell} - T_s) \right)$$

$$U = U_{peak} \left( 1 + \Delta U_{peak} (T_{cell} - T_s) \right) + K_1 U_{th} \ln \left( \frac{G}{G_s} \right) + K_2 \left( U_{th} \ln \left( \frac{G}{G_s} \right) \right)^2$$

$$U_{th} = \frac{A k_s T_{cell}}{q}$$

$$T_{cell} = T_a + G(T_{NOCT} - 20)$$

where $I_{peak}$ denotes the peak current, $U_{peak}$ stands for the peak voltage, $G_s$ is the standard solar radiation, $T_{cell}$ is the module cell temperature, $k_s$ denotes the Boltzmann constant, $T_s$ is the standard temperature, $T_a$ stands for the ambient temperature and $T_{NOCT}$ is the normal operating cell temperatures. $\Delta I_{peak}$ and $\Delta U_{peak}$ are the temperature effects on the peak power current and on the peak power voltage respectively. $K_1$ and $K_2$ represent constant parameters. $A$ and $q$ represent the diode ideality factor and the charge of an electron respectively. The present normal radiation $G$ is a function of the azimuth and tilt angle. The parameters are summarized in Table 7.
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