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ABSTRACT

Strain engineering is a promising technology with potential application in memory devices, electronic elements, photoactive materials, etc.
Nanoscale imaging of the strain is therefore important to better understand the operating condition of the device, growth processes, and
influences of other factors. X-rays offer the advantage over electron-based techniques in that they offer high spatial resolution and access to
volumetric information within nanostructured materials. This paper describes the basic physics behind strain at the nanoscale and provides
a concise summary of the efforts in coherent diffractive imaging for the imaging of the displacement fields in nanocrystals. Although the
approach is still under development, with instruments being continuously improved, a number of important results have already been
demonstrated.

Published under license by AIP Publishing. https://doi.org/10.1063/1.5054294

I. INTRODUCTION

Tuning the strain parameter in nanostructures has been exten-
sively researched for possible enhancement of carrier mobility,
emergent multiferroic properties, superconductivity, tuning of
bandgap and the Curie temperature, and many other functional
properties. The examples of strain engineering applications range
from metal oxide semiconductor field-effect transistor (MOSFET)
devices to various functional complex oxides.1,2 The mechanisms
of strain relaxation and dislocation dynamics in nanoscale materials
are still not fully understood. To carry out quantitative and qualita-
tive studies, one needs a tool with high spatial resolution and strain
sensitivity as well as penetrability through hundreds of atomic
layers. While electron imaging methods3,4 provide unbeatable
surface spatial resolution, they have limited penetrability of a few
nanometers, and since the electron beam also interacts with an
external electric and magnetic field, their application for volumetric
and dynamical strain mapping in the volume of nanostructures
and heterostructures is greatly hindered. The atom probe tomogra-
phy (APT) technique can access the information beyond a single
cubic nanometer,5 but one must accept the destruction of the

sample in the process. These limitations can be surpassed through
the use of coherent X-ray imaging techniques. These techniques
enjoyed fast development in the last few decades alongside
advancements in third and fourth generation synchrotron radiation
facilities6–8 and dedicated focusing X-ray optics.9–11 Modern syn-
chrotron beamlines produce a spatially and temporary coherent
X-ray flux of 108 photons per second that can be focused down to
10 nm,12 providing the possibility to resolve the structure of materi-
als with high-resolution using probing techniques such as scanning
X-ray diffraction mapping13 and Bragg coherent diffractive imaging
(BCDI).14–17 Especially noticeable is the ability of such techniques
to resolve volumetric strain distribution and evolution in individual
and extended nanostructures. In scanning X-ray diffraction
mapping, the resolution is “beam size” limited,18,19 while BCDI can
provide information about the nanocrystals internal strain, shape,
and response functions such as electric polarization17 with high
spatial resolution20 limited only by the wavelength of X-rays and
angular acceptance of the detector.

In this tutorial article, we will first address the X-ray
Bragg coherent diffractive imaging technique, which has found
applications in recent years14–17 as a primary tool to map volumetric
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nanoscale strains in studies of samples ranging from semiconductor
to metallic and oxide nanostructures. Next, we shall proceed into the
methodology behind coherent diffractive imaging, which is based on
the iterative reconstruction of lost information of the scattered X-ray
wavefront. We also briefly discuss the specifics of coherent X-ray
scattering by strained crystals and typical schemes of a modern
Bragg coherent diffractive imaging experiment. This is followed by a
few examples of strain imaging. We take a look at strain fields (i)
within a transition metal, (ii) a semiconductor, and (iii) a perovskite
crystal. In the end, we offer a discussion on the method’s current
achievements and potential future developments.

II. ELASTICITY

A. Fundamentals of elasticity theory

Elasticity is the property of a physical body to undergo defor-
mation upon application of external loads and regain its initial
shape after these loads have been removed. The three most impor-
tant concepts of the elasticity theory are stress, strain, and displace-
ment fields. The elasticity is typically considered within the linear
limit (when stress-strain relation is linear) and beyond the linear
limit that is beyond the scope of this tutorial. Stress can be under-
stood as a tensorial force within every volumetric element of the
material (see Fig. 1), as a result of both external and internal ther-
modynamical influences. Stress can be compressive, tensile, shear,
or a combination of them (not in a single volume element, but
rather in a local cluster). Application of stress on the material
results in the material being deformed. The emanating deformation
field can be characterized by the strain tensor. In materials systems,
strain can be homogenous, heterogeneous, or inhomogeneous.

Classical mechanics of deformations within solid state physics
is a broad topic beyond the scope of our paper. However, we will
outline fundamental concepts and relationships within the elasticity
theory, important in the framework of Bragg coherent diffractive
imaging. The relationship between the strain tensor ε and the

displacement field u for a linear isotropic medium is given by21

εij ¼ 1
2

@ui
@xj

þ @uj
@xi

� �
, i, j ¼ 1, 2, 3: (1)

Stress at equilibrium can be described by the equilibrium equations
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Constitutive equations describe the relationship between the stress
and the strain. There are two alternative ways to write Hooke’s law

σ ij ¼ Cijklεkl , (5)

εij ¼ Sijklσkl , (6)

where Cijkl and Sijkl are the stiffness coefficient and compliance
coefficient tensors, respectively.

The ability of engineering elastic strain of materials at the
nano- and mesoscale has attracted a lot of attention in the materi-
als science community. Advanced actuators capable of exerting
enhanced stress fields in materials are needed.22,23 The changes of
interatomic distances between constitutive atoms [see Eq. (1)] in a
material, known as the strain or mechanical deformation, create a
displacement field u that affects most of the physical properties of
the materials. The strain tensor [see Eqs. (1) and (6)] describes the
deformation of an element of the material. The strain tensor con-
tains six independent components (εxx , εyy , εzz , εxy , εxz , εyz),
which are related to the stress components by the compliance
tensor of the material (in the linear regime). The ability to reshape
the displacement field is at the heart of strain engineering by essen-
tially exploiting the tensorial character of the strain field.24

Piezoelectric actuators are suitable for transferring strain fields
to attached films containing embedded active nanomaterials, where
the maximum achievable tuning of their properties is eventually
conditioned by the elastic limit of the material (∼1% in most bulky
solid-state structures). Molecular beam epitaxy of ferroelectrics
such as BaTiO3 films on Si, Ge, and GaAs substrates have been suc-
cessfully applied to engineer strain for a variety of applications.25

Nanometric and low-dimensional materials have been reported to
show unusual mechanical responses where the elastic limit scales
up as the inverse of a dominant characteristic length related to the
size of the material.26 Moreover, in the limit of thin monolayers,
the so-called two-dimensional (2D) materials feature unprece-
dented high “stretchability” up to ∼20% of strain magnitudes
(before breakdown), providing a large playground for strain engi-
neering. The ability to spatially resolve and map strains at the
nanoscale in semiconductors, complex oxides, and most functional
oxides are essential to strain engineering and device fabrications.

FIG. 1. Geometry of the stress tensor.
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III. COHERENT DIFFRACTIVE IMAGING

A. X-ray scattering by a strained crystal

The physical structure of materials is responsible for the
different properties that these materials possess. Understanding
structure-property relationships is one of the primary tasks of
modern material science. The scattering of X-ray radiation from a
sample region allows access to the electron density distribution,
lattice spacing within crystals, materials composition, and other
structural information.

The Bragg coherent diffractive imaging is among the novel
techniques where information from individual nanostructures is
available to the experimenter. This shift of paradigm from studies
of common structural signatures in ensembles of nanostructures to
the imaging of individual goes together with the development of
manufacturing techniques, where the quest for miniaturization has
led far beyond sub-micrometer scales.27

The characterization of nanoscale materials requires X-rays
with coherence larger than the volume of the nanostructure under
study. The coherent volume is defined by the spatial and temporal
coherence lengths. Photon emission in radiation sources shows
different degree of spontaneity, resulting in various degree of corre-
lation between wavefronts at different coordinate points (spatial
coherence) and at different moments in time (temporal coherence).
To increase the degree of spatial coherence, filters such as pinholes
and slits are introduced in the beam while monochromators
improve temporal coherence.

Given a coherent X-ray beam, radiation amplitude, A(q), elas-
tically scattered [see Fig. 2(a)] from a crystal can be written as28,29

A qð Þ ¼
ð
ρ rð Þe�iq�rdr: (7)

In this expression, we assume kinematical scattering and the
first Born approximations, and r indicates the radius vector to the
detector plane where the diffraction patterns (see Fig. 3) are
recorded, q = kout − kin is the moment transfer vector and ρ(r) is
the real-valued electron density distribution. For an unstrained
crystal, the electron density can be expressed through shape func-
tion s(r) and Bravais lattice Rm,

ρ(r) ¼ s(r)
X

m
δ(r� Rm): (8)

For a strained crystal, a vector strain field u(Rm) needs to be
considered, resulting in new expression for electron density ~ρ(r) ¼
s(r)

P
m δ[r� Rm � u(Rm)], and the corresponding amplitude

distribution

A(q) ¼
ð
~ρ(r)e�iq�rdr ¼ S(q) * F(q)

X
m

eiq[Rmþu(Rm)], (9)

where S(q) is the Fourier transform of the shape function and F(q)
is the normalized structure factor. Equation (9) can be simplified if
we consider only the region in the vicinity of a Bragg peak G0 and
small magnitudes of vector strain field u(Rm)

30

A(q) ¼ S(q) * F(q)
X

m
eiqRm[1þiG0u(Rm)]: (10)

With these approximations, the crystal is understood to be elasti-
cally strained and the structure factor undistorted.31 Finally, we can
wrap up a compact equation for the scattered amplitude

A(q) ¼
ð
ρ(r)e�iG0�u(r)e�iq�rdr ¼

ð
ρ(r)e�if(r)e�iq�rdr: (11)

With Eq. (11), we can describe a strained crystal in terms of the
complex-valued electron density with phase part f(r) encoding
the strain vector field projected on G0 [Fig. 2(b)]. If the illuminat-
ing beam is coherent, and the measured diffraction pattern is
sampled at the Nyquist frequency, then the lost phase can be
retrieved from the measured intensity in the reciprocal space.
The resolution of the reconstructed images is only limited by the
wavelength of X-rays and the angular acceptance of the detector. It
is important to note that for highly strained crystals the kinematic
theory cannot always provide adequate results and dynamical
approach generalized by Takagi and Taupin32–34 should be applied.

FIG. 2. Relationship between the
atomic displacement field, d-spacing,
and the wavevector. (a) Unstrained
crystal and (b) strained crystal.

FIG. 3. X-ray diffraction patterns of a single Bragg peak of (a) homogenously
and (b) inhomogenously strained nanocrystal.
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A detailed overview of the dynamical diffraction theory is given in
a number of works.35,36

One particularly useful property of the diffraction is that
simply looking at the visual symmetry allows one to predict the
presence of strain. As it was noted in Ref. 35, unstrained crystals
exhibit centro-symmetric 3D diffraction [Fig. 3(a)] patterns, while
displacement introduces phase shifts resulting in stronger visual
asymmetry of the reciprocal Bragg peak [Fig. 3(b)]. Reconstruction
of the full strain tensor from strain vector fields shown in Eq. (1)
became recently possible due to improvements in stability of the
instrumental stations dedicated to BCDI.37 However, the applica-
tion of the technique to systems beyond elastic limits yet is chal-
lenging and requires additional modelling.

B. Phase problem

The advantage of X-ray techniques over alternative nanoscale
imaging methods is reduced by the challenges in dedicated optics
fabrication. This challenge forced the X-ray community to
approach X-ray microscopes designs differently from optical analo-
gies. Modern detectors of X-ray radiation are not capable of record-
ing high-resolution wavefront information. The interferometric
approach allows recording of the phase but is currently limited by
manufacturing precision of X-ray gratings. This inability to record
the high-resolution phase is called the phase problem. Given both
phase and amplitude information are available, one can simply
inverse Fourier transform the diffraction pattern and obtain real
space image of the sample with high resolution, effectively perform-
ing computational image formation instead of optical. Importance
of the phase information can be illustrated by swapping phases of
two images in their Fourier transform (see Fig. 4).

To bypass the phase problem, a number of algorithmic
approaches emerged that attempt to iteratively reconstruct missing
phase information. These approaches are largely based on the
initial observation of Sayre39 regarding the sampling requirements
for direct structure determination. Series of algorithms for phase
retrieval rely on the idea that if a finite support of the object in the

real space and partial information on the Fourier transform of the
object in the reciprocal space are available then the phase informa-
tion can be retrieved. The groundwork was done by Fienup which
resulted in the development of error-reduction and input-output
algorithms.40 The oversampling requirements are discussed in
detail in the work by Miao et al.41

C. Iterative phase retrieval

A number of phase retrieval algorithms have been developed
to date. Detailed review can be found in Ref. 42. Arguably, among
the most important ones are the error reduction (ER) and hybrid
input-output (HIO).40 The ER algorithm is a modification of an
algorithm proposed by Gerchberg and Saxton (GS)43 for electron
diffraction. The principal scheme of a prototypical iterative phase
retrieval is shown in Fig. 5. In the GS algorithm, the reconstruction
process starts with assigning a random set of phases to the mea-
sured diffraction amplitudes ~w0(q) in the reciprocal space to form a
complex-valued modified amplitude

~E0(q) ¼
ffiffiffiffiffiffiffiffi
I(q)

p
� exp[i ~w0(q)]: (12)

This modified amplitude pattern is then inverse Fourier trans-
formed into the real space to form a modified object. A number of
constraints can be applied to the object in the real space, one of
which is the finite support Ξ(r) that represents an area where the
electron density of a sample has non-zero values. After the applica-
tion of the known constraints, the object is Fourier transformed
and new complex-valued diffraction amplitude is generated. At this
step, the magnitude of the new diffraction amplitude is replaced by
the experimentally measured one and the whole procedure of pro-
jecting between real and reciprocal space is repeated until the solu-
tion is found

~En(q) ¼ j~En(q)j � exp [i ~wn(q)] ¼ F {En(r)}, (13)

~E
0
n(q) ¼

ffiffiffiffiffiffiffiffi
I(q)

p
� exp[i ~wn(q)], (14)

FIG. 4. Importance of the phase infor-
mation in the Fourier space. The swap-
ping phases of images in the Fourier
domain results in swapping of spatial
distribution of the signal in the real
space. This suggests that the phase
plays an important part in encoding the
underlying structure of images and is
essential for their reconstruction.
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E0
n(r) ¼ jE0

n(r)j exp [iw0
n(r)] ¼ F�1{~E

0
n(q)}, (15)

Enþ1(r) ¼ Ξ(r)exp[iwnþ1(r)] ¼ Ξ(r)exp[iw0
n(r)]: (16)

One can see that phase retrieval is an optimization problem where
the task is to find a solution with a minimum error between the
calculated and experimentally measured diffraction magnitudes.
This algorithm was generalized and called ER by Fienup for the
cases where only partial knowledge on the sample can be used, but
where the positivity constraint can be assumed.40 Both of these
algorithms minimize the error on each iteration. This property
often leads them to stagnation in the local minimal error of the
reconstruction preventing from convergence to the true solution.

Fienup has developed another algorithm that has a higher
success rate in overcoming this stagnation problem. The HIO algo-
rithms40 use a combination between the solutions on current and
previous steps that is driven by feedback parameter β that is usually
chosen between 0.5 and 1. The iterative scheme is designed such
that after a minimal error has been achieved and the algorithm
stagnates, the positive feedback accumulates forcing the current sol-
ution to leave from the local minimum and search further. The
operations in the Fourier space are identical to the ER algorithm,
while in the real space, the steps can be formulated as follows:

Enþ1(r) ¼ E0
n(r), r � Ξ0,

En(r)� βE0
n(r), r [ Ξ0:

�
(17)

It is worth mentioning that there exists another class of algorithms
for the phase retrieval which is based on the gradient descent opti-
mization algorithm.40,44 There has been less effort to use this class
of algorithms in BCDI due to a number of reasons. One of the
major reasons is that the less computationally demanding algo-
rithms such as steepest descent40,44 and conjugate gradient44,45 are
not showing substantial benefits over HIO-ER combination, neither
in terms of convergence or speed. Another exemplary algorithm of
the class is the Broyden-Fletcher-Goldfarb-Shanno (BFGS) algo-
rithm,46 which is unfortunately greedy for the computational
resources and shows slower convergence in general. However, with
the current growth of computational power one might explore this
class of algorithms for the problems of nanoscale imaging.

D. Bragg coherent diffractive imaging

The Bragg coherent diffractive imaging technique relies on the
high coherence of synchrotron and X-ray free electron laser beams.
This method of exploiting coherence to the probe strain inside
small crystals has been developed for over a decade now.14–17,38,47

A major breakthrough was achieved by the group of Robinson that
demonstrated inversion of three-dimensional diffraction near the
Bragg point into a real-space volume of the gold nanocrystal.15

Figure 6 shows slices of the reconstructed particle made more than
a decade ago. In the recent years, the X-ray Bragg coherent diffrac-
tive imaging has enjoyed a number of successful applications to
challenging problems in materials science ranging from the forma-
tion of dislocations48 and ultrafast lattice dynamics in individual
nanocrystals49 to imaging of topological defects in ferroelectric
materials17 and battery structures.50

The importance of the studies of both hard and soft con-
densed matter at the nanoscale hardly deserves a debate due to the
role nanotechnology has already played in the establishment of
modern electronics, catalysis materials, energy harvesting materials,
and many other fields. It is worth, however, mentioning why full
volume studies of systems in dynamics or in operando presented in
works17,48–50 are of interest right now. Lattice dynamics49 is one of
the key processes influencing transitions in condensed matter and
their influence on various properties of nanomaterials features
many theoretical models in need of experimental data for further
understanding and refinement. It is especially important to have
access to the volume of nanocrystals, where a magnitude of sec-
ondary effects can be generated or suppressed. Another object of
interest for crystallographers for many years is dislocations in
crystals and their propagation in crystals under the external
influence that was addressed in work.48 Dislocations are volumet-
ric entities and so require penetrating probes like X-rays while at
the same time demand nanoscale resolution to be observed. Both
properties are conveniently offered by the BCDI technique. The
other two examples17,50 show the application cases of the tech-
nique to the imaging of processes that are going on in functional
materials when the geometry (size and shape relation) and the
energy landscape are favorable for the formation of topological
defects.

Usually in the Bragg coherent diffractive imaging, the diffrac-
tion pattern of a nanocrystal, once coherently illuminated, contains
interference from all the sample regions appearing as fringe

FIG. 5. Iterative phase retrieval scheme. The experimentally measured ampli-
tude pattern is updated with random phases and then inverse Fourier trans-
formed. Known constraints, such as shape, are applied on the resulted
complex-valued object which then forward Fourier transformed to obtain a new
complex-valued diffraction amplitude. The magnitude of the pattern at this step
is replaced by the experimentally recorded amplitude and the process is
repeated until the final solution is found.
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oscillations in the vicinity of each Bragg peak in 3D. The most
trivial fringe types are those arising from interference between
opposing facets on the crystal shape. This simplistic diffraction
manifests itself as a “sinc” function with a fringe spacing on the
detector t given by the grating formula,

t ¼ λD=d, (18)

where λ is the wavelength of incident coherent x-rays, d is the dis-
tance between the facets (i.e. the size of the sample), and D is the
distance to the detector.

The shape of the nanocrystal and the local strain are always
encoded in the Bragg peak. If the crystal has a spherical shape,
the diffraction pattern will have circular symmetry described by a
corresponding 3D Airy function, while a faceted crystal will give
a combination of both of these patterns as an amplitude
superposition.

The typical experimental scheme for the Bragg coherent
diffractive imaging technique is shown in Fig. 7. The sample is
placed on top of a goniometer, allowing fine adjustment of roll
and pitch to manipulate the footprint size of the incident beam.
A stepping stage allows the positioning of the sample in rectan-
gular coordinates along the x, y, and z directions. The rocking of
the sample is done with a high precision rotation stage. The
detector is fit to a motorized positioning system and moves in
spherical coordinates around the sample. The detector can also
be moved to and from the sample to magnify the diffraction
pattern. Notable synchrotron stations for conducting BCDI mea-
surements are ID-34-C of Advanced Photon Source,51 I13 of the
Diamond Light Source,52 ID01 at the European Synchrotron
Radiation Facility,53 P10 at PETRA III,54 and recently NanoMAX
at MAX IV.55

Such experiments usually start with an unfocussed X-ray
beam to locate crystallographic reflections on the powder ring. To
reconstruct the strain tensor of nanomaterials (see Fig. 8), it is
important to record high-resolution diffraction at multiple Bragg
points.37,56 In principle, three linearly independent reflections from

FIG. 6. Top panels show slices through the reconstructed volume of the Au
nanoparticle. Bottom panels show (a) the SEM image of the nanoparticle, (b)
Middle slice through the volume, (c) Coordinate system. Reprinted with permis-
sion from Williams et al. Phys. Rev. Lett. 90, 175501 (2003).15 Copyright 2003
American Physical Society.

FIG. 7. Bragg coherent diffraction
experiment. (a) Typical experimental
scheme with plane X-ray wave being
scattered by the sample crystal planes
into corresponding Bragg angles. (b)
Diffraction pattern of an individual
Bragg reflection recorded by a pixe-
lated detector.
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orthogonal crystal planes are sufficient to recover the displacement
vector, but this requirement can be relaxed to 2 reflections.37

However, many for many applications of the technique a single
reflection is sufficient and allows to conduct dynamic experi-
ments.17,49,50 When the reflections identified, a series of focusing is
performed so that a single nanoparticle is illuminated with the
X-ray beam. After that, the detector is positioned at a distance
where a selected Bragg reflection is sufficiently sampled by a pixe-
lated detector. The sample is then rocked by a small angle with the
stepping of57

Δθ , λ=(4D sin θBragg), (19)

where λ is the wavelength of incident X-ray radiation, D is the size
of scattering feature, and θBragg is the Bragg scattering angle.
Adjusting the angle by a step below Δθ allows one to satisfy the
Shannon sampling condition of π=D. Rocking of the sample allows
visualization of the three-dimensional diffraction intensity that con-
tains information on the sample in real-space. If the measured
diffraction pattern is properly sampled it can be reconstructed to
obtain real space complex density ~ρ(r) using a suitable phase
retrieval algorithm. Traditionally, for Bragg coherent diffractive
imaging, the most important algorithm is Fienup’s Hybrid
Input-Output (HIO) method, which helps to avoid stagnation
problems.40

IV. EXAMPLES OF STRAIN IMAGING

A. Transition metal

Transition metal nanomaterials are predicted to have a broad
range of applications as sensor elements, catalysis, magnetic
systems, energy storage, and many others. Moreover, dual systems,
such as “core-shell,” are in the spotlight of researchers since they
have an even a greater degree of tunability, better working condi-
tions through protection of the core layer by the shell layer and
better separation of multiple nanostructures, as well as possible
interface effects.

Altering the growth conditions of dual-system nanomaterials
can lead to strain fields and defect networks. Such crystallographic
imperfections change the properties of the nanomaterials and moti-
vate researchers to develop tools for their investigation. Coherent
imaging methods are convenient because they can be implemented
along with the growth chambers for in situ studies.

As an example, we show results from the imaging of an indi-
vidual nickel nanowire (NW).47 The nanowires were grown on the
Si substrate using a chemical vapor deposition method at 650°C.
The crystallinity of the nanowires was confirmed with electron
diffraction, while SEM micrographs provided knowledge on the
shape. Growth information suggested surface impurities in the
nanowires. A priori information on the shape, crystallinity, and
impurities was used to form a support for reconstruction of BCDI
data. Two regions of support were defined: (i) core region with

FIG. 8. Amplitudes (a) and phases (b) reconstructed from 6 different Bragg reflections of the individual ZnO nanorod (d). The experimental geometry is shown in (c).
Reprinted with permission from Newton et al. Nat. Mater. 9, 120–124 (2010).37 Copyright 2009 Nature Publishing Group.
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uniform density constraint and (ii) shell region where the strain
was allowed to exhibit non-uniform distribution. Diffraction pat-
terns from (004) and (111) Bragg reflections were first iteratively
reconstructed with tight strain and shape constraints and eventually
relaxed and combined. Maximum displacement values, deduced
from the broadening of the diffraction signals, were set as con-
straints on the maximum phase difference for the neighboring
points in the real space in the final reconstruction.

The final reconstruction of the phase and of the displacement
fields are shown in Fig. 9. From the obtained information, authors
suggested that the nanowire has the presence of both compressive
strains, the core and tensile strain, that develop near the surface.
Using the elasticity theory,21 values of stress were calculated to be
about −3.6 GPa in the core region and approaching 13.4 GPa near
the outermost part of the nanowire. It was suggested that surface
impurities and tapering of the nanowire contribute to the non-
uniform difference in stress in the volume of the nanowire.

Dynamic study of individual 400 nm gold nanoparticle
under an applied high pressure was done by Yang et al.58 This

advancement was possible through the use of an optimized
sample environment and de-convolution of the mutual coherence
function. The application of high pressure in situ requires sample
environment transparent to X-rays (see Fig. 10). One possible sol-
ution is diamond-anvil cells. While this material allows X-rays to
pass through without significant distortion, it absorbs a larger
portion of the scattered intensity. The authors used a beryllium
gasket to preserve the scattered intensity. The distortion of the
wave caused by the beryllium gasket was accounted for through
the de-convolution of the mutual coherence function. Multiple
scans at different pressure and alignment conditions were aver-
aged to reduce the effects of wavefront distortion on reconstruc-
tions. The mutual coherence function was reconstructed in the
iterative scheme.

With this approach, the authors were able to show that
overall strain reduces with increase of pressure while the overall
shape undergoes significant changes. They explain this counterin-
tuitive reduction of strain with the isolated nature of the
nanoparticle.

FIG. 9. (a) Phase and (b) displace-
ment maps reconstructed for individual
Ni nanowire with panels (c) and (d)
showing line profiles of the displace-
ment. Reprinted with permission from
Fohtung et al. Appl. Phys. Lett. 101,
033107 (2012).47 Copyright 2012 AIP
Publishing LLC.
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B. Semiconductor

The quantification of strain in semiconductors is very impor-
tant to the charge carrier mobility and bandgap engineering. This
quantitative strain knowledge is useful for the generation of CMOS
devices and in the emerging world of silicon quantum electronics.
A few researchers in academia and industry have utilized Bragg
coherent diffractive imaging for this task. Semiconductor materials
have been pushed to a scaling-functionality limit over the years,
slowly leading to a predicted plateau in famous Moore’s law.59

Freestanding semiconductor nanostructures such as nanowires
(NWs) have been broadly studied during the past decade due to
their unique electronic, optical, and mechanical properties. A wide

variety of applications based on semiconductor nanostructures
have been demonstrated in numerous fields ranging from electron-
ics,60,61 to photonics,62–64 photovoltaics,65,66 and other areas.67

Engineering strain in semiconductors can help to significantly alter
the electronic properties. For instance, the bandgap and charge
carrier mobility heavily depend on the strain state of the nanostruc-
ture68,69 that can be tuned during the growth process. Moreover,
strain engineering can be also exploited in diluted magnetic semi-
conductors such as GaMnAs, in which the local strain can affect
the easy axis of magnetic anisotropy. Thus, the ability to use the
Bragg coherent diffractive imaging to probe strain demonstrates
benefits for these studies.

FIG. 10. (a) Experimental scheme. (b)
Evolution of the phase distribution at
different levels of the applied pressure.
(c) Phase shifts at different locations
marked in (b) and average phase devi-
ation at different pressures. Adapted
from Yang et al. Nat. Commun. 4, 1680
(2013).58 Copyright 2013 Nature
Publishing Group.
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In Fig. 8, we show an example of experimental results of
imaging of the GaMnAs nanostructure.70 The measured diffraction
pattern [see Fig. 11(a)] is the characteristic for a highly strained
system which is confirmed by a reconstructed displacement map
[see Figs. 11(b)–11(c)]. Horizontal nanowires were fabricated by
first growing an epitaxial GaMnAs (of about 0.7% Mn dopant)
layer on a GaAs (001) substrate and later lithographically etching it
into horizontal periodic nanowires. An interface strain is induced
due to the lattice mismatch between two structures (GaMnAs and
GaAs) during the growth process. Post growth etching and process-
ing induces an additional strain. The asymmetric, strong diffused
cloud and broad centered peaks diffraction pattern [see Fig. 11(a)]
indicate a large vertical misfit between the two materials. The verti-
cal extent between the GaAs peak position and that of the
GaMnAs peak location scales with the misfit strain along the c-
direction in the material. The directional broadening of both GaAs
and GaMnAs peaks also scales with the strain inhomogeneity along
the said direction. While the surface roughness could be manifested
in the diffused cloud near the Bragg spots. The reconstruction of
such data is challenging due to large phase jumps between two
structures and can be done by separation of the data in two
different regions70,24 while allowing an alternating support. This
approach allows one to obtain two intermediate solutions that can
be combined and refined using the whole diffraction data.

In the work by Newton et al.37 six different Bragg reflections
from a single ZnO nanowire were recorded (see Fig. 8). With these
data, the authors reconstructed three-dimensional displacement

field vector in 3 Cartesian components. The vector was then
decomposed into the full strain field tensor as in Eq. (1). The
authors showed that 3 orthogonal Bragg reflections are enough for
the reconstruction of the displacement field. They also discuss a
method for reconstruction of the displacement field from only 2
Bragg reflections.

C. Perovskite

Perovskites are a class of materials with an ABO3 principle
chemical formula. While sharing a common crystal structure, these
materials exhibit a wide range of functional properties from the
ferroic domain to superconductivity. These unique properties made
them a center of interest in materials science research efforts towards
efficient and cheap solar cells, novel functional electronics, high-
density memory devices, catalysis, and many other applications.

Manipulating strain in these materials can lead to further
improvement of useful properties and, at the nanoscale, plays
important role in balancing energies which can play a significant
role in the formation of strange textures of polarization, such as fer-
roelectric vortices.17 The Bragg coherent diffractive imaging was
successfully used not only to image strain in the perovskite barium
titanate but also to link it to topological vortices of ferroelectric
configuration.17 Understanding the behavior of ferroelectric
domains with relation to strain distribution requires looking at the
problem both from an experimental standpoint and from modeling
at the nanoscale.

FIG. 11. (a) Diffraction pattern near (004) Bragg peak. (b) Vertical component of the displacement vector. (c) Displacement reconstructed from the (224) plane. Adapted
from Minkevich et al. Phys. Rev. B 84, 054113 (2011).70 Copyright 2011 American Physical Society.

FIG. 12. (a) Measured diffraction data. (b)–(d) Reconstructions of the displacement at different electric field levels.17 Scale bars are 60 nm.
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Imaging of ferroelectric domains at the nanoscale using the
BCDI technique requires several ingredients, starting with the pos-
sibility to manipulate an individual nanoparticles energy landscape
with external influences, robust and efficient phase retrieval algo-
rithms capable of reconstructing multiple states of individual nano-
particle in a short time, a metric for the identification of potential
nanoparticles with topological textures during the experiment, and
a model for the interpretation of the data.

Understanding ferroelectric polarization requires finding its
relation to the strain. The spontaneous strain can be related to pro-
jections of ferroelectric polarization Pk and Pl through the electro-
strictive tensor Qijkl as follows:

17

ϵoij ¼ QijklPkPl: (20)

This allows us to obtain the spatial distribution of ferroelectric
polarization from the reconstructed displacement maps. Phase field
modeling further allows the interpretation of the results in search
of better understanding of the underlying processes in energy land-
scapes that make it favorable for topologies to emerge or to disap-
pear. The principle equation in the phenomenological approach of
Landau relates an order parameter with the evolution of free
energy, F, in the system through the kinetic coefficient, L,17

δPi(r, t)
δt

¼ �L
δF

δPi(r, t)
(i ¼ 1, 2, 3): (21)

Performing modelling of the response of the nanoparticle to an
external electric field independently from the reconstructions at the
same field levels is important in making an additional check on the
quality of the reconstruction. An example of diffraction data and
reconstructed slices of the displacement field are shown in Fig. 12.
More can be found in Ref. 17.

V. CONCLUSION

We have discussed the applicability of synchrotron-based
X-ray Bragg coherent diffractive imaging (BCDI) to probe, in the
real space, nanoscale spatial distributions of strain fields, and their
evolution, in a wide class of materials. BCDI has a bright future
and is undergoing rapid development (through improvements in
experimental techniques, sample environments, and theory) since
the first demonstrations about 15 years ago. Strain sensitivity down
to the picometer range has been achieved and new materials and
exciting science are being actively pursued by a growing number of
research groups.

The current resolution of 8–20 nm is expected to further
improve by undergoing upgrades of synchrotrons to diffraction
limited storage rings. The impervious nature of X-rays to external
electric and magnetic fields, temperature, and pressure allows
in operando and in situ studies of electronic, spin, and orbital
degrees of freedom in strain engineered materials, which can revo-
lutionize the electronics industry. Real space imaging at the nano-
and mesoscales will likely open new perspectives on intermediate
states during the transformation of matter, capturing rare events
under thermodynamical perturbations.

With these developments, BCDI could potentially become not
just a state of the art but a method of choice for academic and

industrial researchers in order to investigate and spatially resolve
sub-nanometer atomic behavior in three dimensions, whereas com-
bining BCDI with ultrafast pump-probe techniques may provide
unprecedented insights into future physics of strained media.
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