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A B S T R A C T   

The output obtained from operando X-ray diffraction experiments on Ti-6Al-4V is used to verify the accuracy of 
four FEM models in predicting the temperature evolution of the solidified domain, the cooling rates of the α and β 
phases, and the influence of the scanning vector length on the duration of the β phase. Three different laser heat 
sources are considered: a simple ellipsoid, a double ellipsoid, and a cylindrical source with a parabolic pene-
tration curve. The comparison between simulated and experimental results allows to verify the role of radiation 
loss and symmetric/asymmetric enhanced thermal conductivity on the cooling evolution. Furthermore, it is 
shown that the evolution of the lattice strains evidence the formation of residual stresses and can be used for the 
further development of phase field and thermomechanical inspired FEM-based models.   

1. Introduction 

Selective laser melting (SLM) has become popular in the metal in-
dustry, since it allows parts to be built net-shaped in a layer-by-layer 
fashion. Processing parameters such as laser power, scanning speed, 
hatch distance, layer thickness, and powder size distribution influence 
the final quality of the product. Varying the setting parameters changes 
the resulting microstructure [1–5]. Thus, the optimization procedure to 
find the best range of parameters to target a specific microstructure 
becomes tedious and repetitive. 

Thus, there is a strong interest in using finite element method (FEM) 
based modelling to narrow down the material processing window, and 
thereby reduce the handling generated by testing numerous samples [6]. 
These models demand high computing power and, therefore, simula-
tions are limited to single laser scan tracks, allowing to perform more 
iterations to refine the input parameters [7–10]. By refining the mesh 
size, it is possible to have a better spatial resolution on the complex heat 
gradients and capture the thermal shocks introduced by the laser, a 
necessary requirement to couple the laser scanning simulation with a 
thermo-mechanical model which aims at predicting residual stresses 
[11,12]. However, because of computational cost and speed, such small 
mesh sizes cannot be used to model larger scanning strategies or entire 
parts. To overcome this, a layer-by-layer approach can be adopted, by 
remeshing the layer being processed and introducing an average heat 

flux corresponding to the total power absorbed from the laser multiplied 
by the total scanning time of the layer [13]. Another approach is to use a 
dynamic remeshing, with a fine meshed volume which follows the laser 
heat source during scanning to ensure accurate information from this 
region of interest, leaving the rest of the model with a coarser mesh 
[14–18]. 

FEM models must go through a validation procedure to strengthen 
the confidence index of the generated computational outputs. Several 
methods are available to gather experimental data. A simple and popular 
method consists in post-mortem observation of the sample to extract the 
melt pool dimensions. By looking at the surface of the printed sample, 
information on the width of the melt pool can be obtained by measuring 
the width of the printed track [14,19]. The melt pool depth can be 
measured on a cross section perpendicular to the scanning vector di-
rection [7–9,15,16,20]. For multi-phase material, it has been reported 
that it is sometimes possible to obtain information on the thermal his-
tory of the microstructure by studying the distribution of the different 
phases in the melt pool and heat affected zone [10]. Thermocouples 
connected to the building support have been used to record the tem-
perature evolution in the sample during the printing process [21,22]. 
The resulting temperature curves can then be compared to the one 
extracted from the FEM simulation computed at the same location. 
Thermocouples have also been placed within the sample during the 
printing process [23]. However, this requires opening of the SLM 
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machine during the building process. Direct imaging of the melt pool 
with a high-speed camera provides a measure for the length of the melt 
pool [24,25]. Filtering the images and linking the emission spectrum of 
the molten phase to temperature values allows to map the actual tem-
perature distribution at the surface of the melt pool with a resolution of 
20 µm [26]. 

Operando SLM synchrotron X-ray diffraction experiments on a Ti- 
6Al-4V alloy [27,28] provided direct information on the local temper-
ature evolution during laser scanning. Here, the temperature is derived 
from the shift of the position of the X-ray diffraction peaks with a time 
resolution of 50 µs. The experiments showed that the heat accumulation 
during processing depends on the scan vector length. When scanning a 
2 × 2 mm2 area using a 2 mm scanning vector length in a bi-directional 
fashion, as it is done, for instance, in island or chessboard scanning, the 
temperature in the sample remains high for an extended amount of time. 
Due to this heat accumulation, a large part of the scanned area remains 
into the high-temperature β phase while printing multiple tracks, and 
only transforms back to low-temperature α phase when the laser is 
sufficiently far away. In contrast, when scanning an 8 × 2 mm2 area 
using an 8 mm scan vector length, the local temperature cycles between 
higher and lower regimes for each scanning line. Therefore, the material 
experiences a phase transformation between the α/α′ and β phases. As 
demonstrated in [27], this difference in heat accumulation has an 
important effect on the prior-β grain size and the resulting α/α′ lamellae 
after cooling down of the sample. 

The aim of this paper is to use the data obtained from the operando 
experiments on Ti-6Al-4V to verify the accuracy of several FEM models 
and explore if models can capture the influence of the length of the scan 
vector. Four FEM models were considered: (1) the model of Zhang et al. 
[21], which was used in a phase field analysis to predict the resulting 
phases in Ti-6Al-4V based on the temperature evolution in the sample; 
(2) the model used by Mirkoohi et al. [8] to predict the melt pool shape; 
(3) the model used by Ali et al. [7], which introduces an enhanced 
thermal conductivity approach but neglects the radiation losses to pre-
dict the residual stresses in the sample; and (4) the same model of Ali 
et al. taking into account the heat losses by radiation. These four models 
were selected since they were recently used to simulate SLM processing 
of Ti-6Al-4V alloy. 

2. Methods 

2.1. FEM modelling methodology 

2.1.1. Model geometry 
Simulations were performed using the finite element analysis (FEA) 

software Abaqus/CAE [29]. Fig. 1a and b present the model geometries 
used to simulate the 8 × 2 mm2 and 2 × 2mm2 experimental samples, 
respectively. The simulated geometries are composed of a build plate 
with a coarse mesh and the printed sample with a finer mesh, as shown 
in Fig. 1c. 

During operando experiments, a sample was printed with 5 layers, 
each of them being 30 µm thick, giving a total sample height of 150 µm. 
The sample in the simulation has dimensions of 8.4 × 2.2 × 0.15 mm3 

for the 8 × 2 mm2, and 2.4 × 2.2 × 0.15 mm3 for the 2 × 2 mm2. It is 
divided into two subsections along the Z-direction: the first 30 µm 
correspond to a layer of freshly deposited powder with a 
60 × 60 × 30 µm3 mesh size (orange); below, a 120 µm thick layer 
representing the already printed layers, simulated with a mesh size of 
60 × 60 × 60 µm3 (blue). The mesh size of the sample part was selected 
to ensure convergence of the result within an acceptable computation 
time and be compatible with the laser spot diameter and hatch distance. 

To reduce computation time, the size of the build plate that was 
simulated was restricted, the further environment was mimicked with 
boundary conditions. The build plate in the simulations has dimensions 
of 9.4 × 2.7 × 1 mm3 and 2.4 × 2.7 × 1 mm3 for the 8 × 2 mm2 and 
2 × 2 mm2, respectively. The material properties of the build plate are 

defined as bulk Ti-6Al-4V. The mesh size follows a gradient-like pattern 
with element dimensions going from 120 µm near the sample to 300 µm 
on the outer side. A DC3D8 (3D 8-node linear) element type was used to 
mesh all the parts. A fixed-temperature boundary condition of 340 K is 
applied on the bottom, back, and sides of the build plate section (Fig. 1, 
red). This temperature value was selected to agree with the temperature 
experimentally measured by a thermocouple on the substrate. 

In Abaqus, the problem was modelled as an uncoupled heat transfer 
analysis in two stages. The first stage consists of a transient analysis of 
the laser scanning. An automatic time step increment was selected with 
a range between 10− 8 s and 10− 5 s, with an initial time step of 10− 6 s. 
The total accumulated simulation time was 130.16 ms for the 
2 × 2 mm2 sample and 460.12 ms for the 8 × 2 mm2 sample. The sec-
ond stage consists of a transient analysis of the sample cooling, after the 
laser scanning is completed and the laser is switched off. Here, the 
automatic time step increment was selected within the range between 
10− 8 s and 10− 4 s, with an initial time step of 10− 6 s. These values were 
selected to allow convergence of the model. The total accumulated 
simulation time was 1 s for both samples. The equation solver was set to 
use a direct method, with a quasi-Newton solution technique. The 
extrapolation of the previous states at the start of each increment was set 
to use a parabolic function. 

The laser scanning was modelled using the DFLUX subroutine, with a 
scanning direction along the X axis. In our previous work [27,28], we 
showed that a constant time offset was present between the temperature 
peaks during laser scanning which is the settling time of the scanning 
head, needed for the mirrors to change position from the end of one 
scanning track to the beginning of the following one. During this period, 
the laser is off. The experimentally measured settling time was 0.63 ms 
for bi-directional scanning and was considered in our laser scanning 
subroutine. 

Heat losses were taken into account by applying a surface film con-
dition to all exposed surfaces, i.e. the top and front of the sample and 
build plate assembly with the FILM subroutine (Fig. 1, green). Finally, 
the transformation from powder to bulk Ti-6Al-4V upon laser melting 
and solidification was implemented by using the USDFLD subroutine. 
More details are given in the following section. 

Fig. 1. (a) Simulation geometry for the 8 × 2 mm2 sample and corresponding 
coordinate system; (b) Simulation geometry for the 2 × 2 mm2 sample; (c) 
Zoom on the simulation geometry showing the sample and build plate. The 
surfaces highlighted in red correspond to a fixed-temperature boundary con-
dition of 340 K, and the surfaces highlighted in green to the applied FILM 
condition to account for convection and radiation losses. (For interpretation of 
the references to colour in this figure legend, the reader is referred to the web 
version of this article.) 
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2.1.2. Material properties 
The thermophysical properties for the bulk Ti-6Al-4V are taken from 

Mills [30]. We consider here the density ρ, thermal conductivity k and 
the specific heat capacity Cp as presented in Fig. 2. 

We consider the powder distribution as simple cubic, with a packing 
coefficient of 0.523 [31,32]. The powder density in Fig. 2 is obtained by 
multiplying the bulk density before the melting point by the packing 
coefficient. The thermal conductivity of the powder is obtained 
following the equation of Sih and Barlow [33]:  

with k the thermal conductivity of the powder bed, kg the thermal 
conductivity of the gas [34], ks the thermal conductivity of the solid 
(Fig. 2), φ the porosity of the powder bed, kR the thermal conductivity of 
the powder owing to radiation [33], ϕ the surface contact between 
particles (here we chose ϕ = 0.05 [35]) and B the deformation param-
eter of the particles (we assume B = 1 for spherical particles). Since 
ϕ > 0.01, we have kcontact ≈ ks. The values obtained after calculation 
(Fig. 2) are of the same order of magnitude as used in [36]. 

To simulate the transformation from powder to solid after laser 
melting, the USDFLD subroutine is used in Abaqus. The red curves for 
density (ρ) and thermal conductivity (k) in Fig. 2a and b describe the 
powder properties at the beginning of the simulation. When the tem-
perature locally exceeds the melting point, the material transforms and 
follows the bulk properties describes by blue curves. The specific heat 
capacity (Cp) pictured in Fig. 2c is used for the bulk state or powder 
state. The latent heat of fusion and vaporization are given in Table 1. 

2.1.3. Heat losses 
The heat losses qloss are modelled with the FILM subroutine in Abaqus 

through a film coefficient h [37] with: 

qloss = h × (T − T0) (2)  

with T the local surface temperature and T0 is the sink temperature, both 
in Kelvin (room temperature, 298.15 K). 

The idea is to establish a film coefficient that combines convection 
losses (hc) and radiation losses (hr). In the case of convection losses, the 
equation is: 

qconv = hc × (T − T0) (3) 

The heat losses by convection are directly proportional to the value 
of hc. In the case of radiation losses, the heat transfer is represented by 
the equation: 

qrad = εσ
(
T4 − T4

0

)
(4)  

With ε the emissivity of the material and σ the Stefan-Boltzmann con-
stant. 

Eq. (4) can be rewritten: 

qrad = εσ
(
T2 +T2

0

)(
T2 − T2

0

)
= εσ

(
T2 + T2

0

)
(T +T0)(T − T0) (5) 

By introducing hr = εσ
(
T2 +T2

0
)
(T+T0) the radiation heat transfer 

coefficient, the Eq. (5) becomes: 

qrad = hr × (T − T0) (6) 

Then by combining Eqs. (2), (3) and (6), one can write: 

qloss = qconv + qrad = hc × (T − T0)+ hr × (T − T0) = (hc + hr) × (T − T0)

= h × (T − T0)

(7) 

The film coefficient, which now combines convection and radiation 
losses, can be written as: 

h = hc + hr = hc + εσ
(
T2 + T2

0

)
(T +T0) (8) 

The emissivity of the material is temperature-dependent. The emis-
sivity values were extracted from the measurements done by Yang et al. 
[10] and fitted as shown in Fig. 3. The equation obtained after fitting is: 

Fig. 2. Ti-6Al-4V thermophysical properties used in Abaqus; (a) Density of the bulk and powder; (b) Thermal conductivity of the bulk and powder; (c) Specific heat 
capacity of the bulk. The data for the bulk are taken from Mills [30]. 

Table 1 
Latent heat of Ti-6Al-4V [21,30].  

Latent heat of fusion 2.86× 105 J/kg  
Solidus 1877.15 K  Liquidus 1923.15 K  
Latent heat of vaporization 9.83× 106 J/kg  
Liquidus 3563.15 K  Vaporization 3663.15 K   

k
kg

=
(

1 −
̅̅̅̅̅̅̅̅̅̅̅̅
1 − φ

√ )(

1+
φkR

kg

)

+
̅̅̅̅̅̅̅̅̅̅̅̅
1 − φ

√

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

(1 − ϕ)

⎡

⎢
⎢
⎢
⎣

2
1 −

Bkg
ks

⎛

⎜
⎜
⎜
⎝

B
(

1 −
Bkg
ks

)2

(

1 −
kg

ks

)

ln
ks

Bkg
−

B + 1
2

−
B − 1
1 −

Bkg
kS

⎞

⎟
⎟
⎟
⎠

+
kR

kg

⎤

⎥
⎥
⎥
⎦
+

ϕkcontact

kg

⎫
⎪⎪⎪⎬

⎪⎪⎪⎭

(1)   

S. Hocine et al.                                                                                                                                                                                                                                  



Additive Manufacturing 37 (2021) 101747

4

ε =

{
ε(T) if ε(T) < 1

1 if ε(T) > 1 (9)  

with ε(T)= 0.231+ 3.06× 10− 4exp
[
− 7.55×10− 3(4.19×(T − 273.15))

]
. 

2.1.4. Laser heat source models 
Different laser heat source models were selected to compare the 

simulation outputs and experimental data obtained by X-ray diffraction.  
Table 2 gives an overview of the parameters of the different models. All 
the reported models are using volumetric heat sources, which is 
preferred compared to surface heat sources for the simulation of SLM 
processing [38]. 

2.1.4.1. Model 1: simple ellipsoid model (M1). The first laser source 
model was taken from Zhang et al. [21] and consists of a volumetric 
Gaussian heat flux derived from the double ellipsoid model of Goldak 
[39]. The volumetric heat source equation is the following: 

Q(x, y, z, t) =
2ηP

abcπ
̅̅̅
π

√ exp

[

−

(
(x + vt)2

a2 +
y2

b2 +
z2

c2

)]

(10)  

with η the absorptivity of the material, P the laser power, a, b and c the 
ellipsoid semi-axis, and v the scanning speed. Here a = e.r, b = r

e and c =
d with e the melt pool eccentricity, r the laser radius, and d the pene-
tration depth of the laser. In our simulation, we do not consider any 
eccentricity, so e = 1. The laser power was set at P = 250W and the 
radius at r = 50μm. As reported by Zhang [21], the laser penetration was 
chosen to be within the powder layer, d = 30μm, and the laser ab-
sorption was set at η = 55%. 

In the model M1, Zhang at al. both radiation and convection losses 
are considered, with a heat transfer coefficient of 18 W/m2 K [21] for 

convection losses. We will consider a heat transfer coefficient hc = 20W/

m2.K to match the following models. 

2.1.4.2. Model 2: double ellipsoid model (M2). The second laser source is 
the one used by Mirkoohi et al. [8]. Four different heat source models 
are compared in the paper of Mirkoohi. The Gaussian semi-ellipsoid 
model from Goldak [39] was retained because it predicted the melt 
pool geometry over a wide range of process parameters. The heat source 
equation is the following: 

Q(x, y, z, t) =

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

6
̅̅̅
3

√
ff ηP

af bcπ
̅̅̅
π

√ exp

[

− 3

(
(x + vt)2

a2
f

+
y2

b2 +
z2

c2

)]

for x > vt

6
̅̅̅
3

√
frηP

arbcπ
̅̅̅
π

√ exp
[

− 3
(
(x + vt)2

a2
r

+
y2

b2 +
z2

c2

)]

for x < vt

(11)  

with η the absorptivity of the material, P the laser power; af , ar, b and c 
the ellipsoid semi-axis, and v the scanning speed. Here af is the ellipsoid 
semi-axis in front of the laser, and ar in the rear of the laser. Moreover, 
two additional coefficients – ff and fr – are introduced as the fraction of 
heat deposited in the front and rear of the heat source, where ff + fr = 2. 
For the sake of continuity on x = 0, we apply the constraint: 

ff

af
=

fr

ar
(12) 

In the same fashion as the model of Zhang, the laser penetration was 
chosen to be within the powder layer, d = 30μm, and the laser ab-
sorption was set at η = 55%. The laser power was set at P = 250W and 
the radius at r = 50μm. We chose af = r and b = r and c = d. A 3-dimen-
sional representation of the model is given in Fig. 4. 

In the model M2, both radiation and convection losses are consid-
ered, with a heat transfer coefficient of hc = 20W/m2.K for the con-
vection losses [8]. 

Fig. 3. Emissivity curve for Ti-6Al-4V. The red markers are the experimental 
values taken from Yang et al. [10]. The blue curve is obtained after fitting the 
data, as shown in Eq. (9). (For interpretation of the references to colour in this 
figure legend, the reader is referred to the web version of this article.) 

Table 2 
Simulation summary.  

Parameters M1 (Zhang et al. [21]) M2 (Mirkoohi et al. [8]) M3 (Ali et al. [7]) M4 (Ali et al. [7]) 

Laser heat flux Ellipsoid Double ellipsoid Cylindrical + Parabolic Cylindrical + Parabolic 
Absorption (η) 55% 55% 60% 60% 
Convection losses (hc) 20 W/m2 K 20 W/m2 K 20 W/m2 K 20 W/m2 K 
Radiation losses (hr) Accounted Accounted Ignored Accounted 
Material properties Mills [30] Mills [30] Mills [30] Mills [30] 

Enhanced k[7]  Enhanced k[7]   

Fig. 4. Graphic representation of Goldak’s double ellipsoid model.  
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2.1.4.3. Models 3 and 4: cylindrical heat source with parabolic penetration 
depth (M3, M4). The third and fourth model are taken from Ali et al. [7]. 
The heat source expression is defined as a cylindrical heat source with a 
parabolic decay for the penetration in the material. The equation is the 
following: 

Q(r, z) = Ir × Iz with

⎧
⎪⎨

⎪⎩

Ir = 2.2032η P
πr2

0
for r < r0

Iz = − 15z2 + 4z + 2 for 0 > z > − 250 μm
(13)  

With Ir the radial intensity of the laser, Iz the intensity penetration depth, 
η the absorptivity of the material, P the laser power and r0 the laser spot 
radius. The laser power was set at P = 250W and the radius at r0 =

50μm, and the absorptivity was set at η = 60% as suggested by Ali. 
Additionally, an enhanced thermal conductivity is considered to 

account for the Marangoni convection inside the melt pool [7]. The 
thermal conductivity for M3 and M4 is equal to: 

k∗(T) = λ × k(T) with λ =

{
1 if T < Tmelt
4 if T > Tmelt

14)  

With k the thermal conductivity in Fig. 2b, and λ the isotropic 
enhancement coefficient. 

In the model M3, only the convection losses are considered, with a 
heat transfer coefficient of hc = 20W/m2.K; the radiation losses are 
ignored [7]. In the model M4, radiation losses are added to M3. 

2.2. Experimental data used for validation 

The temperature evolution during the printing of 8 × 2 mm2 and 
2 × 2 mm2 Ti-6Al-4V samples operando during X-ray diffraction were 
used to compare with the FEM simulations. Details on the experiments 
can be found in [27,28]. 

Fig. 5 sketches a top view of the experimental setup showing the 
combination of laser scanning and X-ray beam on the sample. The 
substrate, a commercially available Ti-6Al-4V alloy, was covered with a 
30 µm thick layer of Ti-6Al-4V ELI (extra low interstitial, grade 23) gas 
atomized powder (orange). The laser beam (red) was scanning with a 
hatch distance of 60 µm along the X-direction with a scanning vector 
length of 2 or 8 mm using a conventional bi-directional strategy over a 
2 mm distance along the Y-direction. Up to 5 layers were printed. Details 
on the processing parameters are listed in Table 3. 

The powder melts upon arrival of the laser and solidifies into a dense 
material (blue) when the laser has passed. A 12 keV gaussian X-ray beam 
is focused on the sample with an incidence angle of 15◦, which results in 
an 80 × 140 µm2 (full-width at half-maximum – FWHM) elongated 
illuminated area (yellow), named AX in the remaining of the paper. A 3D 
representation of the X-ray intensity distribution after projection on the 
sample is represented in Fig. 9, the red markers are the values used to 
calculate the temperature average in the simulation (detailed in Section 
3). During the SLM process, X-ray diffraction patterns are collected by an 
EIGER detector [40] at a frequency of 20 kHz. 

Ti-6Al-4V experiences a phase transformation upon heating and 
cooling. At room temperature, the alloy is in the α phase. Upon heating, 

the α→β phase transformation occurs at T ≈ 1270 K, also called β 
transus, the latter being stable at high temperatures until the melting 
point. During cooling from the melt, first the high-temperature β phase 
appears which is stable until T ≈ 920 K, followed by the low- 
temperature α phase. For cooling rates higher than 410 K/s, the 
martensitic α′ phase appears [41]. Since the cooling rates obtained 
during SLM are above 103 K/s, a mixture of α/α′ within the final 
microstructure is expected. Moreover, the initial microstructure of the 
powder is also α/α′. Both phases share the same hexagonal close-packed 
crystallographic configuration with close lattice spacing, which makes it 
difficult to differentiate them on X-ray diffraction patterns [42]. For that 
reason, the denomination “α/α′ phase” will be used in this work. 

Fig. 8a and b show the {01.2}α/α′ and {002}β diffraction peaks 
during printing as intensity versus diffraction angle in time waterfall 
plots for the 2 × 2 mm2 and 8 × 2 mm2 samples, respectively. The peak 
positions 2θ, highlighted in purple and pink, are determined by their 
center of mass, the procedure is described in [28]. The relative change of 
the peak position allows calculating the elastic lattice strain ϵ of the 
crystal lattice as: 

ϵ = − cot
(

2θ
2

)
2θ − 2θ0

2
(15)  

with 2θ the center of mass of the peak and 2θ0 the reference value here, 
taken at room temperature. Since the substrate is preheated to 340 K 
before printing (measured with a thermocouple), the initial peak posi-
tions are slightly shifted from their room temperature values due to 
thermal expansion. The value of 2θ0 in Eq. (15) was derived using the 
thermal expansion of Ti-6Al-4V shown in Fig. 7 (detailed later in the 
text). The corresponding initial strain values at 340 K corresponds to 
ϵ(t = 0) = 4.9× 10− 4. 

Fig. 6a and b show the lattice strain evolution over time for the 
{01.0}, {00.2}, {01.1} and {01.2} α/α′ reflections in the 2 × 2 mm2 and 
8 × 2 mm2 samples respectively. Assuming the powder is strain-free, the 
increase in strain during heating reflects the thermal expansion, which is 
why the curves for the different reflections fall (mostly) on top of each 
other. During cooling after solidification of the β phase, residual stresses 
are expected to form due to the high heat gradients present in the ma-
terial [43]. Operando experiments have shown that, until the β→α/α′

phase transformation within the X-ray probed volume is completed, the 
β phase in the X-ray probed surface region experiences residual stresses 
while the laser scans neighboring lines [27]. In the 2 × 2 mm2 sample 
(Fig. 6a), the α/α′ phase reappears at t ≈ 130 ms and while cooling 
down (to approximately 340 K) the lattice strain decreases but with 
rates depending on the lattice reflection. By taking an average over the 
last 20 ms, the difference in lattice strain between the {01.0}/{00.2} 
planes and the {01.1}/{01.2} amounts 4× 10− 4, suggesting the pres-
ence of residual strains. Fig. 6b shows a stronger divergence of the strain 
for the different reflections during cooling down of the 8 × 2 mm2. Even 
though the data is more scattered, the difference in lattice strain be-
tween {01.2} and {01.0} reaches 3.2× 10− 3. Calculating residual stress 
from these results is beyond the scope of this paper. Besides 
elastic-plastic anisotropy of bulk Ti-6Al-4V, one needs also to take into 
account the difference in texture and α/α′ needle morphology, as shown 
in [27]. 

Assuming that the lattice strain is mainly influenced by thermal ef-
fects, the average temperature T in the illuminated volume can be Fig. 5. Schematic of the experimental setup, the dashed lines represent the 

previous tracks scanned by the laser beam. 

Table 3 
Laser processing parameters.  

Laser power 250 W 
Laser spot size 0.1 mm 
Laser wavelength 1070 nm 
Scanning speed 600 mm/s 
Hatch distance 0.06 mm 
Layer thickness 0.03 mm  
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determined by: 

T =
ϵ

αL(T)
(16)  

with αL(T) the temperature-dependent linear thermal expansion coeffi-
cient. 

For Ti-6Al-4V we did not find values for αL(T) for the complete 
temperature range from room temperature up to the melting point ob-
tained by one measurement technique. Therefore, we combine the 
values obtained from two references. Touloukian reports on αL(T) for 
temperatures up to 1100 K based on the fitting on several datasets 
available in the literature [44]. Li et al. measured the volume expansion 
coefficient for Ti-6Al-4V around the melting point using electrostatic 
levitation measurements [45]. Assuming that Ti-6Al-4V behave iso-
tropically, this change in volume can be linked to the linear thermal 
expansion: 

ΔV
V

= 3
ΔL
L

= 3αLΔT (17) 

Fig. 7 shows the resulting linear thermal expansion coefficient that 
was used to calculate the evolution of the temperature in the α/α′ and β 
phases during printing, as shown in Fig. 8c–f. 

Fig. 8c and d show the temperature evolution of the {01.2}α/α′

(purple) and 002β (pink) phase derived from the diffraction data using 
Eq. (16) for the 2 × 2 mm2 and 8 × 2 mm2 sample, respectively. Fig. 8e 
and f show a zoom in on the temperature profiles around the cycle for 

which the laser and the X-ray probed volume coincide. In the 2 × 2 mm2 

sample this is around 65 ms and in the 8 × 2 mm2 sample this is at 
230 ms. As discussed in [27], the results clearly show that during laser 
scanning the X-ray probed surface region remains in the β phase in the 
small sample, whereas in the 8 × 2 mm2 sample the material is experi-
encing cycles between α/α′ and β. 

Because the α/α′ diffraction pattern is an overlap of two different 
series of peaks coming from the α and α′ phases [42], a slight peak 
doubling is observed in some of the reflections we measured. The 
{01.2}α/α′ reflection was chosen since it does not show any strong peak 
doubling, which could influence the calculation of the temperature. The 
{002}β reflection was selected as the only stand-alone β peak on the 
diffraction pattern. 

The flat part of the temperature profile derived from the β peak 
position is evidence of the melt pool crossing AX. The explanation of this 
curve shape is discussed in Section 4.2. This is in particular visible in 
Fig. 8e for the 2 × 2 mm2 sample at t ≈ 65 ms, but also in Fig. 8f for the 
8 × 2 mm2 sample at t ≈ 230 ms. This plateau lasts 0.9 ms in both the 
2 × 2 mm2 and 8 × 2 mm2 samples and can be correlated with a length 
of the melt pool of 540 µm passing AX at a scanning speed of 600 mm/s. 

3. Results FEM simulations 

The temperature profiles were extracted by taking a weighted 
average of the nodal temperature of 42 nodes at the center of the sample, 
where the X-ray beam is positioned (Fig. 5). These nodes represent a 
volume corresponding to the probed X-ray volume with an area of 
120 × 360 µm2 and a depth of 30 µm, the mesh height of the powder 
layer (accounting for the X-ray penetration in the material). They are 
separated into two groups of 21 nodes positioned on top of each other. In 
the (X,Y) plane the spacing among the nodes is 60 µm. In the Z-direction, 
they are separated by 30 µm. To calculate the average nodal tempera-
ture in the simulations, the nodes positioned on top of each other (Z- 
direction) are first averaged. A weighting function corresponding to the 
X-ray beam intensity distribution is then applied to the remaining 21 
nodes. Fig. 9a shows the resulting group of 21 nodes superimposed to the 
multivariate Gaussian intensity distribution, Fig. 9b shows a top view in 
the (X,Y) plane. 

Since the experimental temperature profile does not include the 
temperature of the molten phase, only the nodes that have a temperature 
below 1913.15 K, for which the material is solid, are considered for the 
weighted averaging. The resulting temperature follows the equation: 

T =
∑

i

miTi

mi
with mi =

{
mi if Ti < Tmelt
0 if Ti > Tmelt

(18) 

Fig. 6. Strain evolution of the α/α′ phase in the 2 × 2 mm2 (a) and 8 ×2 mm2 (b) samples during laser scanning computed from Eq. (15) for different plane indices. 
The initial strain increase is attributed to the lattice expansion during heating, and the decrease to the lattice contraction during cooling. The gap in (a) comes from 
the fact that the α/α′ phase is completely transformed into β at t ≈ 50 ms and transforms back at t ≈ 130 ms. 

Fig. 7. Thermal linear expansion of Ti-6Al-4V as a function of the temperature 
with data from [44,45], fitted using a polynomial function. 
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Fig. 8. (a,b) X-ray diffraction pattern with center of mass highlighted for the 2 × 2 mm2 and 8 × 2 mm2 samples; (c,d) Extracted temperature profile from the peak 
position in (a) and (b); (e,f) Zoom on the dashed area in (c) and (d). In the gap in (c) between 120 ms and 130 ms, the β and α/α′ peaks co-exist in the probed volume, 
and peak position is influence by both temperature and lattice strain [28]. 

Fig. 9. (a) 3-dimensional representation of the X-ray gaussian intensity distribution with an 80 × 140 µm2 FWHM. The red markers present the position of the nodes 
used to calculate the average temperature in the simulation. The vertical dashed lines represent the projection of the markers onto the (X,Y) plane. (b) Top view of the 
X-ray gaussian intensity distribution (to be compared with Fig. 5). 
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With T the weighted average temperature, Ti the nodal temperature, mi 
the weighting coefficient from the X-ray intensity profile (Fig. 9) and 
Tmelt the melting point of Ti-6Al-4V. 

3.1. 2 × 2 mm2 sample 

Fig. 10a–d provides for the 4 models the simulated temperature 

evolution (dashed) and the evolution of the molten volume percentage 
(filled curve) as a function of time for the cycles close to the time when 
the laser crosses the probed volume AX. Because only the nodes outside 
of the molten volume are used to calculate the weighted average, as 
shown in Eq. (18), the size of the molten volume influences the shape of 
the temperature evolution. This causes a change in slope during heating, 
as is visible for model M1 (Fig. 10a) which has the highest molten vol-
ume percentage. Fig. 10e-f show the melt pool dimensions at t ≈ 65 ms 

Fig. 10. Average temperature and molten volume interaction with AX for: (a) M1; (b) M2; (c) M3 and (d) M4. (e)–(h) Top view and cross-section of the simulated 
melt pools for models M1 to M4 at t ≈ 65 ms, when the laser beam overlaps with AX. 
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for the four models with a view from the top and the middle cross- 
section along the X-axis. The black lines show the mesh size (60 µm in 
X-Y plane, 60/30 µm in Z-direction for solid/powder respectively). The 
red dots show the position of the nodes used for the calculation of the 
average temperature. 

Fig. 11a compares the simulated temperature profile for the four 
models (dashed lines) with the experimental results for the {01.2}α/α′

and the {002}β reflections. The laser scanning starts at t = 0 ms and 
finishes at t ≈ 130 ms, which is indicated by the black arrow. The 
experimental temperature evolution in the probed volume exhibits three 
regimes: (1) heating-up of the α/α′ phase until the first signal from the β 
phase is observed at t ≈ 48 ms; (2) cycling within the β phase while the 
laser is scanning, the highest temperature is reached when the laser 
overlaps with AX at t ≈ 65 ms; (3) cooling down after the laser is suffi-
ciently far away from AX, i.e. from t ≥ 76 ms on, during which the β 
phase disappears and the α/α′ phase is formed. All 3 regimes are also 
observed in the simulated curves (without phase information). All 
models have difficulties in predicting the temperatures measured during 
heating-up in the first regime. Fig. 11b zooms into the second regime 
around the cycle for which the maximum temperature is obtained, 
corresponding to the time when the laser spots overlaps with AX 
(t ≈ 65 ms). 

The model M1 (Fig. 11a and b, red) seems to predict quite well many 
aspects of the experimental temperature profile of the laser scanning for 
the 2 × 2 mm2 sample. When the laser and X-ray coincidence is 
maximal, the simulated profile tends to underestimate only slightly the 
experimental data (Fig. 11b). The temperature rise in this cycle is a bit 
delayed which can be attributed to the larger width of the melt pool 
(Fig. 10e), leaving fewer remaining nodes for the calculation of the 
average nodal temperature. After completing a 2 × 2 mm2 layer, the 
cooling down matches the experimental curve well. 

The model M2 (Fig. 11a and b, green) underestimates the tempera-
ture profile of the β phase during the coincidence cycle (t ≈ 65 ms) by 
400 K on average. Furthermore, the overall heating and cooling curves 
of the α/α′ phase (Fig. 11a) are lower compared to the other models. The 
melt pool size (Fig. 10f) is rather small, it has a length of approximately 
250 µm (X-direction), a width of around 100 µm (Y-direction), and a 
depth of around 70 µm (Z-direction). 

The model M3 (dark blue) matches well the temperature curve in the 
high-temperature β regime (Fig. 11b). It also predicts much better the 
initial heating-up during the deposition of the first lines (Fig. 11a). In the 
cooling part of the temperature curve (Fig. 11a, after t ≈ 80 ms), the 
model tends to overestimate the experimental α/α′ temperature by 
almost 200 K, which can be ascribed to the fact that radiation losses are 
not included [7]. The melt pool (Fig. 10g) has an interesting profile, it 
goes quite deep compared to the models M1 and M2. It has a length of 

around 330 µm (X-direction), a width of around 120 µm (Y-direction) 
and a depth of around 150 µm (Z-direction). This very deep melt pool is 
likely due to a combination of the enhanced thermal conductivity and 
the parabolic penetration depth. The heat penetration goes down to 
250 µm compared to a penetration depth restricted to the first layer in 
the case of M1 and M2. This results in a consequently larger heated 
volume, as seen by the spread of the red area in the tail of the melt pool 
(Fig. 11e). 

The model M4 (cyan), which adds radiation loss to M3, reduces the 
maximal temperature that is reached and brings down the temperature 
profile in the high-temperature β regime (Fig. 11b) as well as during the 
cooling after printing the complete layer. The heating part of the tem-
perature when the laser approaches AX remains the same. By comparing 
Fig. 10g and h, one can see that the width and depth of the melt pool are 
comparable between M3 and M4. In M4, a width of 110 µm is obtained 
in the Y-direction and a depth of 140 µm in the Z-direction. In other 
words, adding radiation loss reduces the length of the melt pool to 
130 µm. 

3.2. 8 × 2 mm2 sample 

The 8 × 2 mm2 model contains around 4 times more elements than 
the 2 × 2 mm2 model, so the computation time is much longer. For that 
reason, we chose to simulate the 8 × 2 mm2 sample for only the models 
M1 and M4. 

Fig. 12a and b show the comparison between the simulated (dashed 
lines) and experimental temperature evolutions obtained from the X-ray 
data (Fig. 8d). The laser scanning starts at t = 0 ms and finishes at 
t ≈ 460 ms which is indicated by the black arrow. Fig. 12b zooms in 
around t ≈ 232 ms, the time when the laser spot overlaps with AX. 
Fig. 12c and d show the melt pool dimensions at t ≈ 232 ms for the two 
models M1 and M4 with a view from the top and a middle cross-section 
along the X-axis. 

Due to the larger scan vector used in the 8 × 2 mm2 sample, the 
phase transformation from α/α′ to β occurs during each line scan. The 
simulated temperature is averaged over the nodes and provides no 
phase-specific information. Similar as for the 2 × 2 mm2 sample, three 
regimes can be recognized in the temperature evolution: (1) heating 
during the first line scans, the X-ray probed volume remaining in the α/
α′ phase (Fig. 12a, until t ≈ 180 ms); (2) cycles close to the scan line 
overlapping with AX (here the experimental curve shows the β and α/α′

phases) including the line with the maximum temperature (Fig. 12b, at 
t ≈ 230 ms); and (3) cooling after the last signal coming from the 
β-phase has disappeared (Fig. 12a, from t ≈ 290 ms). 

The simulated melt pool dimensions are smaller in the 8 × 2 mm2 

sample when compared with the 2 × 2 mm2 sample. This can be 

Fig. 11. (a) Experimental temperature profile presented in Fig. 8c together with the temperature profile of the {01.2}α/α′ and {002}β reflections in purple and pink, 
respectively, with superimposed the simulated results for models M1 to M4 in dashed lines. The black arrow indicates the end of the laser scanning.; (b) Zoom on the 
highlighted area in (a). (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.) 
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explained by the larger scanning vector, reducing overall heat accu-
mulation in AX, and the larger sample representing a stronger heat sink. 
As a result, the thermal gradient around the melt pool is higher and the 
melt pool becomes smaller. The melt pool of M1 (Fig. 12c) has an 
elongated profile along the X-direction with a length of 450 µm. It is still 
shallow in the Z-direction, with a depth of 80 µm. The width is similar to 
the 2 × 2 mm2 sample with 200 µm along the Y-direction. For the model 
M4 (Fig. 12d), the obtained melt pool is very small, it has a length of 
140 µm along the X-direction, a width of 70 µm along the Y-direction, 
and a depth of 110 µm in the Z-direction. 

During laser scanning of the first lines, before AX is reached, the two 
models predict well the increase in temperature of the α/α′ phase. 
(Fig. 12a). The predicted temperatures of the β phase at t ≈ 230 ms, 
when the laser coincides with AX, are close to the experimental one. The 
predicted cooling curve does however not follow the experimental 
cooling from the β and the α/α′ phase. Here, one has however to take 
into account that the transformation is not homogeneous over the 
experimentally probed volume and that the temperatures are derived 
from the individual diffraction peaks, whereas the simulation does not 
provide information on phase composition. During cooling of the α/α′

phase (t > 290 ms), M4 predicts slightly higher temperatures than 
experimentally measured. At t ≈ 460 ms, when the laser is switched off, 
the simulated curves show a small change in the slope and the X-ray 
probed volume starts cooling faster. 

3.3. Melt pool depth and width and optical microscope images of cross 
section 

The experimental melt pool dimensions are determined from single 
line prints [46]. A total of 12 single tracks were printed on a Ti-6Al-4V 
substrate after the deposition of a 30 µm thick powder layer using the 
same printing parameters (Table 3). Fig. 13 shows the cross-section of a 
track after printing after mechanical polishing and etching with Kroll’s 

Fig. 12. (a) Experimental temperature profile presented in Fig. 8d with the temperature profile of the (01.2)α/α′ and {002}β reflections in purple and pink, 
respectively, with simulated results for models M1 and M4 superimposed in dashed lines; (b) Zoom on the highlighted area in (a); (c) and (d) Top view and cross- 
section of the simulated melt pools for models M1 and M4 at t ≈ 232 ms, when the laser beam overlaps with AX. (For interpretation of the references to colour in this 
figure legend, the reader is referred to the web version of this article.) 

Fig. 13. Cross-section of a single track. The contrast between the light α/α′

phase of the weld bead and the darker α+β microstructure allows to distinguish 
clearly the size of the melt pool. The part corresponding to the fused powder is 
highlighted in orange, and the melted substrate in blue. The measurements of 
the width and depth of the melt pool are also indicated by the arrows. (For 
interpretation of the references to colour in this figure legend, the reader is 
referred to the web version of this article.) 

Table 4 
Average width, depth and standard deviation obtained after melt pool 
measurements   

Mean Standard deviation 

Width [µm]  118  6 
Depth [µm]  150  15 
Aspect ratio  1.28  0.17  
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reagent. The α/α′ microstructure of the melt pool appears in light grey, 
surrounded by the α+β microstructure of the Ti-6Al-4V substrate [46]. 

The average measured width and depth and their standard deviation 
are respectively 118 ± 6 µm and 150 ± 15 µm, as listed in Table 4. 

4. Discussion 

4.1. Melt pool dimensions 

The melt pool dimensions obtained in the simulations are summa-
rized in Fig. 14 for the 2 × 2 mm2 (a) and the 8 × 2 mm2 sample (b). The 
experimental values including the standard deviation are also provided. 
The melt pool width and depth are taken from Table 4. To obtain the 
experimental value of the length of the melt pool, the flat part of the 
temperature profile derived from the X-ray data in Fig. 8e and f are used. 
The error bar is derived from the detector time resolution, ±50 µs, 
resulting in an uncertainty of ±30 µm on the melt pool length. 

The melt pool dimensions obtained for the simulated results are 
taken from Fig. 10e–h for the 2 × 2 mm2 sample, and Fig. 12c and d for 
the 8 × 2 mm2 sample. The width and length are measured in the top 
view, and the depth is measured in the cross-section view.” 

According to the results for the 2 × 2 mm2 sample, M1 predicts the 
length of the melt pool at best. However, the model overestimates the 
width and depth of the melt pool. Model M2 tends to underestimate all 
three dimensions. Models M3 and M4 are underestimating the length but 
are quite accurate regarding the width and depth. 

The difference between M1 and M2 can be explained by the steeper 
gradient in the laser energy distribution of M2. 

By looking at Eq. (10), the exponential decay constant is equal to − 1 
at r = r0. Which means: 

Q(r0) =
1
e
× Q(0) ≈ 0.37 × Q(0) (19)  

with Q(r0) the heat flux at the laser radius and Q(0) the heat flux at the 
center of the laser beam. In other words, the heat flux at the laser radius 
is still 37% of the heat flux at the center of the laser beam, explaining the 
large spread of the melt pool. The volumetric heat source Eq. (11) for M2 
has an exponential decay constant equal to − 3 at r = r0. Which means: 

Q(r0) =
1
e3 × Q(0) ≈ 0.05 × Q(0) (20) 

The heat flux at the laser radius is only 5% of the heat flux at the 
center of the laser beam and the energy distribution is, therefore, more 
concentrated around the center of the laser beam, resulting in smaller 
melt pool dimensions. 

The introduction of deeper heat penetration in model M3 and M4 
provides good predictions for the depth of the melt pool. The enhanced 
isotropic thermal conductivity is probably responsible for the better 
prediction of the width, it can however not predict the melt pool length 
accurately. Note that taking into account the radiation losses in M4 

increases the underestimation of the melt pool length. However, it has 
little influence on the predicted width and depth. 

The influence of the scan vector on the simulation predictions seems 
to be more important in M4 than in M1. The predicted melt pool length 
in M1 is 10% less in the 8×2 sample compared to the 2×2 sample, but 
the width and the depth are hardly affected. For the model M4, all the 
dimensions are considerably more reduced when a larger scanning 
vector is used: 30% for the melt pool length, 36% for the width, and 21% 
for the depth. 

It is important to remember that the experimental values for the 
width and depth of the melt pool are derived from a single line scan (see 
Section 3.3). During the printing of a single track, the surrounding 
material is cold, which results in a high thermal gradient between the 
melt pool and substrate. On the contrary, during multiple track scan-
ning, heat is accumulated in the sample, which results in lower thermal 
gradients. The higher thermal gradient between the melt pool and the 
surrounding material in a single track means that there is more heat 
extracted from the melt, and therefore the melt pool is cooling down 
faster. As a result, the size of the melt pool for the single-track scanning 
is expected to be smaller than for a multiple track scanning. 

Moreover, during multiple track scanning, the local heat accumula-
tion is higher when the scan vector length is shorter. Therefore, the 
thermal gradient is higher in the case of the 8 × 2 mm2 sample, as 
confirmed in the temperature curve and melt pool images (Fig. 12). For 
that reason, the experimental melt pool dimensions in the 2 × 2 mm2 

samples might be slightly larger than in the 8 × 2 mm2 sample for the 
same printing parameters. Nevertheless, this conclusion does not change 
the fact that the simulated results of the melt pool dimensions are 
underestimating the experimental results in general. 

4.2. Temperature evolution in the X-ray probed volume 

4.2.1. When the laser approaches 
Fig. 15 zooms on the temperature evolution in the X-ray probed 

surface region before the local temperature is high enough to reach the β 
transus: (a) in the 2 × 2 mm2 and (b) in the 8 × 2 mm2 sample. The 
experimental temperature rises linearly between 400 and 850 K in both 
samples: the rate amounts − 1.7 × 104 K/s in the small sample and 
− 2.5 × 103 K/s in the large sample. In the large sample, the tempera-
tures predicted by M1 and M4 are in good agreement with the experi-
ment. In the small samples, the predicted temperatures are lagging for 
all models. Around 440 K, the heating rates are comparable with the 
experimental one, their values are shown in the caption of Fig. 15a. 
When the laser approaches further AX and the temperature rises, the 
heating rates are increasing and the simulated temperature catches up 
with the experimental one. 

4.2.2. Cooling rates during laser scanning across AX 
Fig. 16a and b show for the 8 × 2 mm2 sample, a zoom around the 

{002}β peak of the diffraction pattern during cycles 1 and 2 shown in 

Fig. 14. Melt pool sizes comparison for the 2 × 2 mm2 sample (a) and the 8 × 2 mm2 sample (b) with the experimental results.  
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Fig. 12 b. The figures represent the intensity evolution of the β phase 
over time, with the peak position calculated using the center of mass 
indicated with a red line. For cycle 1 beginning at t ≈ 216 ms (Fig. 16a), 
the centre of mass describes nicely the peak position shift during cooling 
and, therefore, will give a good estimation of the temperature evolution 
in AX. However, for cycle 2 starting around t = 230.5 ms (Fig. 16b) the 
situation is more complex. In the beginning after solidification 
(230.5 ms) the center of mass seems to be affected by intensity contri-
butions of a β grain that is at a much lower temperature than expected. 
This is also visible in Fig. 16c showing individual diffraction patterns at 
selected time instants. At t = 231.5 ms, a second high-intensity contri-
bution joins the diffraction pattern, after which the center of mass fol-
lows well the intensity of the resulting peak. 

The complex evolution of the diffracted {002}β intensity in cycle 2 
can be explained by contributions of α/α′ grains that are located in the 
heat-affected zone of the laser but not in the melt pool. Such a grain will 
transform into β upon heating, however not melt. Furthermore, β grains 

formed during cooling down from the melt, might not contribute always 
to the diffracted intensity. For easier understanding, a schematics of the 
above situation is presented in Fig. S1 of the Supplementary Data. 

The above-detailed analysis of the diffraction profiles in cycles 1 and 
2 demonstrates that the calculation of the β cooling rates should be done 
while visually inspecting the evolution of the diffraction pattern. Using 
an average over the cycles closest to maximum overlap is recommended. 

To obtain an average cooling rate, the three cycles around the 
maximum temperature in Fig. 11b and Fig. 12b have been taken into 
account in the simulated models and the experiment. The results are 
detailed in Figs. S2 and S3 of the Supplementary Data and summarized 
in Table 5 below. 

The average experimental cooling rate of the β phase in the 
2 × 2 mm2 sample is − 3.7× 105 K/s. The cooling rates as well as the 
shape of the cooling curve are rather well predicted by model M3 and 
M4 as shown in Fig. 11b. These models include an larger laser pene-
tration depth and enhanced thermal conductivity. The maximum tem-
perature of the β phase predicted by M3 is close to the experimental 
value (1900 K) and is 100 K lower for M4. The predicted temperature 
before the laser comes back is 100 K lower in M3 compared to the 
experiment and 170 K lower in M4. These differences can be explained 
by the radiation loss that is taken into account in M4. Models M1 and M2 
overestimate the cooling rate. M1 predicts a similar maximal β tem-
perature as M3, whereas M2 predicts only a maximum value close to 
1600 K. 

The experimental cooling curve for the 8 × 2 mm2 sample has two 
sections: the first represents the cooling of the β phase, the second the 
cooling of the α/α′ phase (Fig. 12). As shown in [27], upon the trans-
formation of parts of the X-ray probed surface region from β to α, the β 
phase exhibit residual stress. Therefore the last part of the experimental 
β cooling curve is not solely driven by thermal contraction. The pre-
dicted cooling curves lie in between the experimental α/α′ and β cooling 
curve (Fig. 12b). The experimentally measured average cooling rate of 

Fig. 15. Experimental and predicted temperature evolution in AX when the laser approaches (a) for the 2 × 2 mm sample, (b) for the 8 × 2 mm sample. For the 2 × 2 
sample, the predicted heating rates are shown when temperature reached 440 K. 

Fig. 16. Peak position evolution for the 8 × 2 mm2 sample from temperature peaks 1 (a) and 2 (b) indicated on Fig. 12; (c) evolution of the peak intensity for (b) 
over time. 

Table 5 
Cooling rate in the β phase.   

Experimental M1 M2 M3 M4 

Cooling rates from 2 × 2 mm2 sample (105K/s)
Cycle 1 − 2.3  − 4.7  − 5.2  − 2.6  − 2.5  
Cycle 2 − 4.9  − 5.5  − 7.4  − 3.2  − 3.3  
Cycle 3 − 3.8  − 4.2  − 4.5  − 2.6  − 2.4  
Average − 3.7  − 4.8  − 5.7  − 2.8  − 2.7   

Cooling rates from 8 × 2 mm2 sample (105K/s)
Cycle 1 − 4.6  − 6.2  N/A N/A − 2.7  
Cycle 2 − 2.7  − 6.8  N/A N/A − 4.9  
Cycle 3 − 5.1  − 5.0  N/A N/A − 2.8  
Average − 4.1  − 6.0  N/A N/A − 3.5   
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the β phase (− 4.1× 105 K/s) is of the same order of magnitude as the 
one measured in the 2 × 2 mm2 sample. The trends predicted by M1 and 
M4 are similar as in the 2 × 2 mm2 sample: M1 predicts a comparable 
maximum temperature but a too high cooling rate, the maximal tem-
perature predicted by M4 is lower, but the average cooling rate are not 
so far from the experimental one. Both models slightly overestimate the 
temperature of the α/α′ phase by around 100 K. 

4.2.3. Cooling rates after laser scanning 
Fig. 17 shows the cooling curves after the laser is scanning the last 

lines (therefore far away from AX) and after the laser is switched off (a) 
for the 2 × 2 mm2 and (b) the 8 × 2 mm2 sample. In both samples, the 
X-ray probed volume remains in the α/α′ phase. The cooling rates 
(shown by dotted curves, values given in caption) are calculated for the 
moment the laser is switched off. This is at t = 140 ms in the 2 × 2 mm2 

sample and t = 500 ms in the 8 × 2 mm2 sample. 
When the laser is switched off, the temperature of the α/α′ phase 

predicted by M1 agrees well with the experimental measures for both 
types of samples. In the 2 × 2 mm2 sample this temperature corresponds 
to 880 K, whereas it is 600 K in the 8 × 2 mm2 sample. The model M3 
predicts higher temperatures in the 2 × 2 mm2 sample, adding the ra-
diation loss (M4) reduces this temperature but the values are still higher 
than experimentally measured (also for the 8 × 2 mm2 sample). The 
predicted temperature of M3 is 200 K below that of M1. 

The experimental cooling rates at the moment the laser is switched 
off is a factor of 10 lower in the 8 × 2 mm2 sample ( − 4.6× 102 K/s) 
compared to the 2 × 2 m2 sample ( − 4.6× 103 K/s) because of the 
higher accumulated temperature and the fact that the heat losses are 
directly proportional to the temperature (Section 2.1.3). It is however 
interesting to look at the shape of the cooling curves predicted by M1 
and M4 in both samples. When temperatures are still high (above 
≈550 K) the predictions for 2 × 2 mm2 sample (except M3) follow well 
the shape of the experimental curve, but once below 550 K the predicted 
values get much lower. Remarkably, the temperature predicted by all 

models is very similar i.e. ≈340 K (the temperature of the substrate) 
whereas the experimental values suggest 100 K higher. A similar trend is 
observed in the 8×2 sample, where below 550 K, the computational 
samples cool down much faster than the experimental ones. 

When comparing experimental and predicted cooling curves, one has 
however to keep in mind that the experimental temperature is derived 
assuming that the change in lattice parameter is solely due to thermal 
expansion/contraction. Measurements reveal however important 
anisotropy in the lattice strain among the different reflections (Fig. 18). 
In the above analysis, temperatures were derived considering the X-ray 
diffraction peak {01.2}α/α’. Compared to the initial lattice distance 
measured at 340 K, these lattice planes get into tension after cooling, 
whereas others get into compression such as, for instance, the {01.0}αα/
α’ in the 8 × 2 mm2 sample. 

Fig. 18 shows the simulated and experimental temperature profile 
calculated from the different α/α′ diffraction peaks (a) for the 
2 × 2 mm2 sample, (b) for the 8 × 2 mm2 sample. Deriving the tem-
perature from different reflections can give variations of up to 500 K in 
the large sample, less in the smaller sample. Deriving the correct values 
requires detailed knowledge of the elastic-plastic anisotropy as well as 
taking into account the difference in the texture of the samples [27]. 

In summary, the models M1 and M4 catch quite well the immediate 
cooling rates of the β phase after the laser has passed AX as well as the 
shape of the cooling curves. The predicted values of maximum β tem-
perature are good for M1 and M3, but adding radiation loss to M3 re-
duces these temperatures again. Differences in cooling behavior of the 
α/α′ phase after the laser has traveled far away from the X-ray probed 
area or after the laser is switched off, suggests the importance of the 
introduction of elastic/plastic anisotropy in the models. To address the 
sluggish heating transfer to the α/α′ phase in the 2 × 2 mm2 (not present 
in the 8 × 2 mm2 sample) we explore the influence of the mesh size and 
anisotropic enhanced thermal conductivity. 

Fig. 17. Temperature evolution in the α/α′ phase and cooling rates at the moment the laser is switched off: (a) the 2 × 2 mm2, laser switched off at t ≈ 140 ms; (b) 
8 × 2 mm sample, laser switched off at t ≈ 500 ms. 

Fig. 18. Temperature profile in the α/α′ phase calculated from the different reflections (Fig. 6) (a) for the 2 × 2 mm2, (b) for the 8 × 2 mm2 sample. For comparison, 
the temperatures predicted by model M1 are added. 
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4.3. The role of enhanced thermal conductivity and mesh size 

In M4 an isotropic thermal conductivity coefficient was used above 
the melting point (Eq. (14)) in order to mimic Marangoni effects. The 
value λ = 4 was chosen to obtain a melt pool shape that matches the 
width and depth of a single track [7]. Previously, it has been demon-
strated that heat gradients could be modified by introducing an aniso-
tropic enhancement coefficient, influencing the temperature profile 
within the sample [47]. 

To investigate the influence of anisotropic versus isotropic enhanced 
thermal conductivity, a 1×1 mm2 sample was simulated using M4 with 
different values of the enhancement parameters in the three principal 
directions. The temperature profiles were extracted with the same X-ray 
beam weighted averaging technique. The overall temperature evolution 
is shown in Fig. 19a, details are provided in the zoom-in around the cycle 

where the laser crosses AX (Fig. 19b). The curves are labeled TM4(XYZ); X, 
Y and Z being the value of the enhancement coefficient in the X, Y, and Z 
directions respectively. The curve labeled TM4(444) corresponds to the 
reference sample with an isotropic coefficient of 4 as used in the original 
M4 simulation (Eq. (14)). Furthermore, to explore the role of mesh size, 
a 1×1 mm2 sample was simulated with an isotropic enhancement co-
efficient of 4 and a finer meshing element size of 30×30×30 µm2. The 
curve is labeled TM4(fine). 

Changing the enhancement parameter in all three directions 
(TM4(111) vs TM4(444)) or only in the (Y,Z) directions (TM4(111) vs TM4(144)) 
has little impact on the temperature profile in the high-temperature 
regime. Increasing the enhancement coefficient in the Y-direction 
(TM4(111) vs TM4(141)), or the (X,Y) directions (TM4(111) vs TM4(441)) slightly 
increases the temperature profile by about 40 K on average. Reducing 

Fig. 19. Overall temperature profile for the different simulated models; (b) Detailed profiles zoomed in the highlighted area in (a) around the instant when the laser 
cross AX (t ≈ 20 ms). 

Fig. 20. (a) Experimental temperature evolution derived from the (01.2)α/α′ and {002}β reflections in purple and pink, respectively, and simulated results for model 
M4 and M4(fine) in dashed lines; (b) Zoom on the highlighted area in (a); (c) Top view and cross-section of the simulated melt pools for model M4(fine) at t ≈ 65 ms, 
when the laser beam overlaps with AX; (d) Average temperature and molten volume interaction with AX for M4 (fine). (For interpretation of the references to colour 
in this figure legend, the reader is referred to the web version of this article.) 
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the mesh size has however a bigger influence on the temperature profile 
(curve TM4(fine)). This is evident when comparing TM4(444) with TM4(fine), 
where the mesh size in the (XY) plane was reduced from 60 µm to 30 µm. 
The temperature profile of the smaller meshed sample shifts up by about 
100 K on average. 

To verify the influence of the mesh size with our experimental data, a 
2 × 2 mm2 sample was simulated with the model M4 and the fine mesh – 
M4(fine). Fig. 20a compares the experimental data, pink for the β phase 
and purple for the α/α′ phase. The predictions for model M4 are shown 
in light blue, for the model M4 with refined mesh in orange. The laser 
scanning starts at t = 0 ms, and the black arrow shows when the laser 
beam is switched off. The laser crosses AX at t ≈ 65 ms. Fig. 20c shows 
the predicted melt pool dimensions for M4(fine). Fig. 20d shows the 
temperature evolution and the molten volume during 4 cycles evolution 
around t ≈ 65 ms. The refinement of the mesh in the (X,Y) plane im-
proves the heat flow in these directions. As a result, the melt pool width 
and length increase (see Fig. 10h), the depth stays the same. The overall 
temperature profiles shift to higher values by 50 K and are now closer to 
the experimental data. During the initial heating, the simulated curve 
remains however lagging. In other words, refining the mesh diminishes 
the difference between experimental and predicted values because the 
heat can travel better to AX. However, some differences remain pointing 
to the role of material parameters used in the simulations. The size of the 
melt pool has slightly increased in the width, now measuring around 
150 µm, and in the length with 270 µm. The depth remains the same, at 
150 µm. 

5. Conclusion 

Four FEM based models M1-M4 have been used to simulate printing 
of a 2 × 2 mm2 and an 8 × 2 mm2 Ti-6Al-4V samples using the same 
laser and scanning parameters as in previous operando X-ray diffraction 
experiments. By using an appropriate thermal expansion coefficient, 
operando XRD can resolve the local evolution of the temperature in real 
time. Compared to high-speed cameras, operando XRD provide simul-
taneously detailed information on the evolution of the phases during the 
printing of the last deposited layer. Furthermore, it has the potential to 
provide information on the phase dependent residual stresses after so-
lidification. The temperature evolution, heating and cooling rates and 
melt pool dimensions have been compared with the experimentally 
obtained values. The following conclusions can be made:  

- A simple ellipsoid laser heat source model (M1) predicts well the 
heating and cooling rates of the α/α′ phase, as well as the melt pool 
length. The cooling rate of the β phase is too high, which might be 
related to the shallow depth of the melt pool.  

- The double ellipsoid model (M2) has for the parameters used, 
shortcomings in the prediction of the temperatures reached in α/α′

and β phase, the width, depth, and length of the melt pool are too 
small  

- A cylindrical heat source with parabolic penetration depth and 
enhanced isotropic thermal conductivity (M3/M4) predicts a close to 
similar temperature evolution as M1, the cooling rate of the β phase 
is closer to the experimental value. When no radiation loss is incor-
porated, the maximum temperature of the β phase is well predicted, 
adding radiation loss brings the temperatures down. Cooling rates 
are not affected by radiation loss. The melt pool length and width are 
too small, the depth is comparable with experimental measurements.  

- The simple ellipsoid model M1 is the only model that correctly 
predicts the melt pool length, it is characterized by the longest heat 
flux tail on the XY surface. Melt pool width and depth are however 
best described by the cylindrical heat source.  

- Implementing anisotropy in the enhanced thermal conductivity does 
not affect the results for M3/M4  

- Refining the mesh in M4 (at the cost of computer time) improves the 
prediction of the temperature evolution to a near-perfect match, it 
has however little or no effect on the heating and cooling rate of the 
α/α′ phase.  

- The influence of the small scan vector on the temperature evolution 
can be captured by both the simple ellipsoid laser heat source as well 
as the cylindrical source. 

Our results show that operando X-ray SLM experiments can be used 
for validating temperature profiles predicted by FEM based models. 
Moreover, since such experiments provide direct measurements of lat-
tice strains, the results can be used for further development of phase 
informed and thermomechanical inspired FEM based models. 
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