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ABSTRACT
A theoretical and experimental study of the gas phase and liquid acetic acid based on resonant inelastic x-ray scattering (RIXS) spectroscopy
is presented. We combine and compare different levels of theory for an isolated molecule for a comprehensive analysis, including electronic
and vibrational degrees of freedom. The excitation energy scan over the oxygen K-edge absorption reveals nuclear dynamic effects in the
core-excited and final electronic states. The theoretical simulations for the monomer and two different forms of the dimer are compared
against high-resolution experimental data for pure liquid acetic acid. We show that the theoretical model based on a dimer describes the
hydrogen bond formation in the liquid phase well and that this bond formation sufficiently alters the RIXS spectra, allowing us to trace these
effects directly from the experiment. Multimode vibrational dynamics is accounted for in our simulations by using a hybrid time-dependent
stationary approach for the quantum nuclear wave packet simulations, showing the important role it plays in RIXS.
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I. INTRODUCTION

Understanding and modeling quantum nuclear effects in dis-
ordered systems, such as liquids, is one of the major challenges of
modern condensed matter physics. Hydrogen bonding (HB) respon-
sible for anomalies of liquids and solutions influences numerous
important processes in chemistry, biology, and material sciences.
Modern x-ray absorption spectroscopy (XAS) and resonant inelas-
tic x-ray scattering (RIXS) are well suited for studies of systems
with various types of inter- and intra-molecular interactions.1,2 The
main advantage of XAS and RIXS is the intrinsic site and element
selectivity even in complex systems due to the high localization of
core-electrons on a particular atomic center. RIXS further, being
a life-time broadening-free spectroscopy, provides ultra-high spec-
tral resolution, thus allowing for the vibrational structure resolu-
tion even in the liquid phase.3,4 In many molecular systems and
at many edges, one of the lowest core-excited states is a dissocia-
tive or weakly bound state,5,6 into which excitations result in a fast
elongation of the molecular bond. In the case of RIXS, this phe-
nomenon (also known as ultrafast dissociation) results in a long
vibrational progression and thus brings a unique opportunity to
probe the intra- and inter-molecular interactions for large displace-
ments from the equilibrium geometry and to map the potential
energy curves (PECs) up to the dissociation limit.3,7,8 Since the PEC
shape is affected by the local environment of the target molecule,
RIXS, due to its spatial sensitivity, becomes a powerful tool to study
inter-molecular interactions, local properties, and the structure of
disordered systems with controlled magnitude of disorder. Tuning
the excitation energy to various core-excited states allows for the
localization of the vibrational excitation on a particular bond, thus
for the extraction of the PECs along specific bonds, and, particularly,
for obtaining more precise information about the HB networks in
liquids.

The local structure of pure liquids has been a highly debated
topic until now. From a theoretical point of view, we face the funda-
mental problem of how to describe the nuclear quantum effects in
a fluctuating hydrogen-bond network. Due to the high complexity
of disordered systems, RIXS of liquids has so far only been simu-
lated with classical molecular dynamics approaches,9 which entirely
neglects the quantum nuclear dynamics observed experimentally
using synchrotron radiation in the latest high-resolution measure-
ments.3,10 A step toward understanding the details of the HB net-
work formation in pure liquids was recently made for water4,11 and
methanol6 with the help of high resolution XAS and RIXS experi-
ments and quantum dynamic simulations. Here, we address in detail
a more advanced case, acetic acid (ACA), which is one of the sim-
plest carboxyl acids and a very important compound in various
biochemical and electrochemical reactions. In a preceding letter by
the same authors,12 it was shown that the effect of the HB forma-
tion in ACA provides a very clear fingerprint in the RIXS spec-
tra via the second O1s−1 core-excited state, contrary to water and
methanol, where the HB results only in more subtle changes in spec-
tra. In the present study, we explore multimode dynamics in ACA
under oxygen K-edge excitation and discuss how it varies for the
gas and liquid phases. Unlike the water and methanol molecules,
ACA has two nonequivalent oxygen atoms at which core-excitations
trigger excitations of different vibrational motions. Our analysis is
based on accurate ab initio and density functional theory (DFT)

calculations of the electronic structure and PECs along several vibra-
tional modes important for the formation of RIXS via both oxy-
gen core-excited atoms. We discuss the results for an isolated ACA
molecule (monomer) and an ACA dimer, as the simplest model
for the liquid phase. Simulation of the nuclear dynamics in RIXS
is performed in the recently proposed mixed time-dependent sta-
tionary approach,6 when the modes along the dissociative (or quasi-
dissociative) PECs are considered by the time-dependent solution of
the nuclear Schrödinger equation, while other contributing modes
are taken into account by the stationary Franck–Condon approach,
allowing for rather cheap simulations as compared to the liquid
phase dynamics model.4

Super-high resolution, provided by modern RIXS instruments
in the liquid phase experiment presented here, makes it possible
to obtain vibrationally resolved RIXS and thus to study molecular
vibrations triggered by the excitation of core-electrons with unprece-
dented detail. However, due to the high complexity of the liquid
systems, experimental RIXS spectroscopy must be reinforced by the-
oretical simulations taking into account vibrational dynamics at the
quantum level. As a result, our combined theoretical–experimental
analysis of RIXS, applied to the study of ACA in gas and liquid
phases, allows us not only to obtain new details on the structure
and dynamics of the system but also to show, in general, how
RIXS spectroscopy can be employed for studying various complex
systems.

This paper is organized as follows: We start with the descrip-
tion of the experimental technique in Sec. II A, followed by a dis-
cussion of theoretical methods for the electronic structure calcula-
tions (Sec. II B) and the mixed time-dependent wave packet and
stationary description of the nuclear dynamics in RIXS (Sec. II C).
The results and discussions are presented in Sec. III, which begins
with a description of normal modes and PEC analysis (Sec. III A).
Then, we consider the formation of XAS spectra of gas and liq-
uid ACA (Sec. III B), followed by an analysis of the electronic
(Sec. III C) and vibrationally resolved (Secs. III D–III E) RIXS and
its excitation energy dependence (Sec. III F) in the isolated ACA
molecule and in the ACA dimer. Our findings are summarized in
Sec. IV.

II. METHODS
A. Experiment

All measurements were performed at the ADRESS beamline13

at the Swiss Light Source using the SAXES spectrometer14 at room
temperature. We used vertically polarized light with energies at the
oxygen K-edge. The resonantly scattered photons were detected at a
90○ angle relative to the direction of incoming photon polarization
with an experimental resolution of ≈45 meV for liquid ACA. A flow
cell separating the sample from the vacuum by a 100 nm thick Si3N4
window was moved every 5 min to avoid the risk of window rup-
ture under irradiation. The liquid acetic acid from Sigma-Aldrich
had a purity level of ≥ 99%. The experimental spectra presented here
were determined as the sum of the spectra measured at several times
(5 min each) for every excitation energy and then normalized by
dividing by the number of measurements times the number of detec-
tors. The spectra of all individual scans were shifted to the same
energy scale by using a fit to the elastic line before joining them for
further data processing. The energy calibration was done using the
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O2 RIXS spectrum.15 Additional check of the absorption profile was
done in our experiment by monitoring the integrated RIXS intensity
at various values of the excitation energy across the pre-edge, given
general agreement with XAS as shown earlier.12 For comparison, we
reproduce the experimental XAS spectra in Sec. III B taken from
the literature for the gas phase16 and liquid ACA.2 In Sec. III C, we
also reproduce and discuss the broad range electron photoemission
spectra of gas-phase ACA from Ref. 17.

B. Electronic structure theory calculations
In the present study, a number of different methods for the

electronic structure theory calculations of the ACA monomer and
dimer are used, giving complementary views on the structure and
nuclear dynamics of the systems. The equilibrium molecular geome-
tries for the monomer and dimers of ACA were optimized with the
MOLCAS quantum chemistry package18 at the DFT/B3LYP theory
level with the ANO-RCC-VTZP basis set.19 Further calculations of
the ground, valence-excited, and core-excited electronic states of an
isolated ACA molecule were performed with the restricted active
space self-consistent field (RASSCF) method followed by the sec-
ond order perturbation theory correction (RASPT2) performed in
MOLCAS with the same basis set as the DFT calculations. Using of
the relativistic ANO-RCC-VTZP basis set invokes scalar relativis-
tic calculations expressed in the Douglas–Kroll Hamiltonian20,21 in
both the DFT and RASSCF or RASPT2 calculations. The RAS was

configured with eight active electrons and ten active molecular
orbitals for the ground state and ten active electrons and 13 active
molecular orbitals [including one of the O1s orbitals (at the time) in
the RAS1 space] for valence and core-excited states. The choice of
active and inactive spaces in RASPT2 was made using an analysis of
the ground state molecular orbitals, which are presented in Fig. 1.
Shown are the occupied orbital space consisting of 13 orbitals in a′

symmetry and three orbitals in a′′ symmetry and the eight lowest
unoccupied orbitals—six orbitals in symmetry a′ and two orbitals in
symmetry a′′ (Fig. 1).

The RIXS process studied here is triggered by the excitation of
a 1s electron from the 1a′ and 2a′ orbitals, located on the OH and
OC oxygen atoms, respectively (see Fig. 2 for the atomic site nota-
tion), to an unoccupied orbital, resulting in the formation of the
OH1s−1 and OC1s−1 core-excited state, respectively. This is in the
RIXS process followed by fluorescence decay to the final valence-
excited state (a valence electron fills the core-hole vacancy and an x-
ray photon is emitted). The transition dipole moments between the
ground and core-excited states and core-excited and valence-excited
states were computed using the RASSI (Restricted Active Space
State Interaction) approach22,23 in OpenMolcas.24 Proper treatment
of the transition dipole moments is ensured by using the “highly
excited state” (HEXS) approach25 within the RASSCF method. The
RAS configuration used here describes well the electronic structure
of the ground and excited states near the equilibrium geometry,
while a much larger active space is needed to properly describe

FIG. 1. (a) Schematic picture of the ground state electronic orbitals of the ACA monomer with symmetry constrain. (b) The 24 lowest molecular orbitals computed at the
SCF level of theory.
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FIG. 2. (a) The four normal modes of ACA that are mainly active at O K-edge excitation are shown. The mode assignment is done following the established assignment
from the literature.53 The two non-equivalent oxygen atoms are labeled OC and OH, as referred in the text. The molecular coordinate frame used in the calculations is also
shown. Molecular geometries of the cyclic (symmetric) (b) and inverted (c) ACA dimers are shown. The non-equivalent OH(in) and OH(end) atoms are labeled.

continuous PECs reaching strongly distorted molecular geometries,
since the orbital contributions change sufficiently with the distor-
tion. At a reduced computational cost, we use DFT in the StoBe2014
software for performing scans along the normal modes in order to
obtain the PECs (see Sec. III A). For determining the potentials of the
ground state and valence-excited and core-excited states of both A′

and A′′ symmetries, we performed calculations with a gradient cor-
rected Becke88 exchange26 and Perdew86 correlation27 functional.
Using the procedure of explicit occupations, we managed to deter-
mine A′ states from σ → σ∗ and π → π∗ transitions along with A′′

states from σ → π∗ and π → σ∗ transitions. The TZVP28 basis sets
combined with GENA4 auxiliary basis sets were used for all atoms,
with exception for the core-excited oxygen, for which we used an
IGLO-III basis set29 and an effective core potential for the other oxy-
gen.30 The PECs obtained at the DFT level of theory were shifted
accordingly to match the equilibrium geometry energies obtained
from RASPT2 calculations. It is worth noting that the PECs com-
puted with the RASPT2 method near the equilibrium geometry well
coincide with the corresponding PECs computed with DFT.

For the dimer calculations, the structures of both direct and
inverse dimers were optimized with the Gaussian 16 package31 using
the second-order Møller–Plesset perturbation theory32–37 and the
cc-pVTZ basis set.38–40 The geometry optimization of the dimers
also included the counterpoise correction to counter the basis set
superposition error.41,42 The x-ray absorption spectra near the oxy-
gen K-edge were then computed for the monomer and the regular
(cyclic) dimer at the optimized equilibrium geometry of the ground
state using the algebraic diagrammatic construction (ADC) level of
theory.43 The method is implemented in the Q-Chem 5.1 quantum
chemistry software.44 For this, we used the core-valence separation
(CVS) approximation for the extended second order ADC variant,
i.e., CVS-ADC(2)-x45–47 and the 6-311++G∗∗ basis set.48,49 For the
monomer, the excitation energies and transition dipole moments
from O1s core levels to unoccupied molecular orbitals were
computed directly. For the dimer, to reduce the high computational

cost, we replaced the O1s electrons of all O atoms except the core-
excited one with effective core potentials (ECPs) of the Stuttgart and
Cologne group (ECP2MWB).50 The use of ECPs results in an identi-
cal spectrum compared to the all-electron calculation, as shown for
the π∗ region (see Sec. III B 1 and Fig. 6). The total XAS spectrum of
the dimer was computed as the sum of individual O atom contribu-
tions. In order to make a clear comparison with the experiment, the
transitions were broadened using Lorentzian functions of 0.08 eV
half width at half maximum (HWHM) and the total spectrum was
obtained as a sum over all transitions.

C. Quantum theory of the nuclear dynamics
in XAS and RIXS

Due to the nuclear wave packet dynamics in the core-excited
states, the electronic XAS spectral peaks are dressed in vibrational
progressions. To compute the vibrationally resolved spectra in the
present study, we apply the Born–Oppenheimer approximation,
decoupling the electronic and nuclear degrees of freedom. The elec-
tronic part is obtained by computing the transition dipole moments
using ab initio methods (Sec. II B). To calculate the nuclear part,
we employ the hybrid time-dependent stationary formalism.6,7 The
vibrationally resolved cross section for the x-ray absorption profile
in the time-dependent representation reads51

σabs(ω) =
∣dcg ∣2

3 ∫
∞

0
dt eı(ω−ωcg+ϵ0+ıΓ)tσabs(t),

σabs(t) = ⟨ν0∣ψc(t)⟩,
(1)

where ωcg and dcg are the energy difference and the electronic tran-
sition dipole moment between the ground (g) and core-excited
(c) states, respectively, ϵ0 is the zero-point energy of the ground
state, and Γ is the lifetime broadening (HWHM) of the core-excited
state—in the present case of oxygen K-edge excitation, Γ = 0.08 eV.52

The autocorrelation function σabs(t) is computed as an overlap
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of the ground state vibrational wave function ⟨ν0∣ and the
time-dependent solution of the Schrödinger equation for the core-
excited nuclear wave packet ∣ψc(t)⟩ = e−iĥct ∣ν0⟩ with the nuclear
Hamiltonian of the core-excited state ĥc. Normal coordinates of the
ground state are used throughout the paper.

The core-excited states further decay back to the ground elec-
tronic (quasi-elastic scattering channel) and valence excited states
(inelastic scattering channels) with the emission of another x-ray
photon of frequency ω′ giving rise to the RIXS cross section, which
in the time-dependent representation reads

σ(ω′,ω) = ζ(χ, dcg , d f c)
π

Re∫
∞

0
eı(ω−ω

′−ω f g+ϵ0+ıΓ f )tσ(t)dt,

σ(t) = ⟨Ψ(0)∣Ψ(t)⟩,
(2)

where the autocorrelation function σ(t) is obtained using the inte-
grated core-excited wave packet ∣Ψ(0)⟩ and the wave packet in the
final electronic state ∣Ψ(t)⟩ is computed as

∣Ψ(t)⟩ = eıĥ f t ∣Ψ(0)⟩,

∣Ψ(0)⟩ = ∫
∞

0
eı(ω−ωcg+ϵ0+ıΓ)t ∣ψc(t)⟩dt,

(3)

where ĥ f is the nuclear Hamiltonian of the final electronic state,
ω fg is the energy difference between the ground and final ( f ) elec-
tronic states, and d fc is the transition dipole moment on the decay
transition between the core-excited and final states. In the present
study, we neglect the variation of the transition dipole moment
components with the nuclear coordinate and assume it to be a con-
stant value, taken at the equilibrium geometry of the ground elec-
tronic state: dgc ≡ dcg(R0) = const and dcf ≡ dcf (R0) = const. The
Frank–Condon approximation is rather good in the present case
since the initial wave function ∣ν0⟩ is localized around the ground
state equilibrium geometry, and there is no any sharp variation of
the dgc according to our calculations around the ground state equi-
librium geometry. The cross sections (1) and (2) are averaged over
random molecular orientations in the gas or liquid phase, giving rise
to the pre-factors d2

cg/3 and ζ(χ, dcg , d fc) for the XAS and RIXS cross
sections, respectively. The details of the orientation averaging and
equations for the pre-factors can be found in the Appendix.

The time-dependent approach outlined above allows us to
obtain an accurate description of the nuclear dynamics in real time,
and it is especially suited for the cases when a strong and fast dynam-
ics is expected, e.g., when a dissociative state is involved. However,
this method becomes quite expensive with the increasing number of
nuclear degrees of freedom. In order to include several vibrational
modes, yet keeping the computational cost relatively low, we used
here a mixed time-dependent stationary representation.4,6 In this
approach, the total nuclear Hamiltonian of the system is written as a
sum of time-dependent and time-independent sub-systems,6

ĥi = ĥ(m)i + ĥ(n)i , i = g, c, f , (4)

neglecting the coupling between the selected subspaces of vibrational
modes described in the time-domain (m subspace) and with the sta-
tionary Schrödinger equation (n subspace). In the present mixed
approximation, the solution of the Schrödinger equation involving
the total Hamiltonian ĥi will take the form of a product of the

time-dependent wave packet ψ(m)i (t) and stationary eigenfunctions
∣νi⟩ = ∣ν(1)i , ν(2)i , . . . ν(n)i ⟩,

∣ψ(m)i (t)⟩∣νi⟩, i = c, f . (5)

The initial vibrational state in Eqs. (1)–(3) is therefore replaced by

∣ν0⟩→ ∣μ0⟩∣ν0⟩, ϵ0 → ϵμ0 + ϵν0 , (6)

where μ0 represents zero vibrational level of the time-dependent
subspace. Using this, one can formulate the final expressions for the
RIXS cross section in the mixed (mD + nD) representation used in
our simulations,

σabs(ω) = Re∑
νc

∣⟨ν0∣νc⟩∣2⟨μ0∣Ψνc(0)⟩,

σ(ω′,ω) = 1
π

Re ∑
ν f ν′cνc

⟨ν0∣ν′c⟩⟨ν′c∣ν f ⟩⟨ν f ∣νc⟩⟨νc∣ν0⟩
(7)

×∫
∞

0
eı(ω−ω

′−ω f 0−ϵν f +ϵν0+ϵμ0+ıΓ f )tσν′cνc(t)dt,

σν′cνc(t) = ⟨Ψν′c(0)∣Ψνc(t)⟩,

where Ψνc(0) and Ψνc(t) are defined as Ψ(0) and Ψ(t), respec-
tively [Eq. (3)], for each stationary vibrational eigenstate νc in the
core-excited electronic state. The complete details of the mixed
mD + nD approach can be found elsewhere.6 In the present paper,
we apply this technique in the 1D + 3D form (one time-dependent
and three stationary modes) to describe contributions from the
four main vibrational modes involved in the spectrum formation
(Sec. III A).

III. RESULTS AND DISCUSSION
A. Normal modes analysis and potential energy
curves

A theoretical normal modes analysis for the ground electronic
state of the monomer and inverted dimer was performed at the
B3LYP DFT level of theory, as explained above for the geome-
try optimization. The acetic acid molecule possesses 3 × 8 − 6 = 18
vibrational normal modes, while for the dimer, the number of
normal modes becomes 3 × 16 − 6 = 42.

1. Monomer
The results of the normal modes analysis for the monomer are

summarized in Table I, where the theoretical normal mode frequen-
cies, computed in this work, are compared against the experimental
values for the fundamental frequencies known from the literature.53

In the processes studied here, related to the core-excitation of the O
K-edge, not all vibrational modes contribute to the XAS and RIXS
spectra. To simplify the vibrational analysis, we excluded from our
consideration the soft vibrational modes with frequencies ≲ 0.1 eV
(ν10 − ν12 and ν16 − ν18), which cannot be resolved in the present
RIXS measurements and may only cause a small additional broad-
ening. For the rest of the modes, the core-excited PECs around
the equilibrium (−0.5 . . . 0.5 a.u.) for all core-excited states were
computed and analyzed for vibrational excitation using Huan–Rees
parameters, proportional to the displacement of the PECs minima.
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TABLE I. Vibrational normal modes types and fundamental frequencies are taken from the literature (Expt.)53 and compared
against our normal mode analysis performed with the DFT/B3LYP theory level (Theory) presented in cm−1 (eV). The types
of the modes are given approximately.

Type Number Sym. Expt., cm−1 (eV) Theory, cm−1 (eV)

OH str ν1 A′ 3583 (0.4442) 3748 (0.4652)
CH3 d-str ν2 A′ 3051 (0.3783) 3162 (0.3925)
CH3 s-str ν3 A′ 2944 (0.3650) 3051 (0.3787)
C=O str ν4 A′ 1788 (0.2217) 1813 (0.2250)
CH3 d-deform ν5 A′ 1430 (0.1773) 1471 (0.1826)
CH3 s-deform ν6 A′ 1382 (0.1712) 1408 (0.1748)
OH bend ν7 A′ 1264 (0.1567) 1334 (0.1655)
C–O str ν8 A′ 1182 (0.1466) 1199 (0.1489)
CH3 rock ν9 A′ 989 (0.1226) 997 (0.1238)
CC str ν10 A′ 847 (0.1050) 857 (0.1064)
OCO deform ν11 A′ 657 (0.0815) 663 (0.0823)
CCO deform ν12 A′ 581 (0.0720) 424 (0.0526)
CH3 d-str ν13 A′′ 2996 (0.3715) 3110 (0.3861)
CH3 d-deform ν14 A′′ 1430 (0.1773) 1477 (0.1833)
CH3 rock ν15 A′′ 1048 (0.1299) 1070 (0.1328)
C=O op-bend ν16 A′′ 642 (0.0796) 585 (0.0726)
C–O torsion ν17 A′′ 534 (0.0662) 546 (0.0678)
CH3 torsion ν18 A′′ 93 (0.0115) 42 (0.0052)

Our analysis confirms the quite natural guess that all modes related
to the vibration of the CH3 group are only weakly affected by the core
excitation of O atoms, not directly bound to this group, and thus can
be neglected in our consideration. The remaining four modes were
taken fully into account, as each of them plays an important role
at a particular core-excitation. These are the O–H (ν1), C=O double
bond (ν4), and C–O single bond (ν8) stretching modes, alongside the
C–O–H bending (ν7) mode. The nuclear motion related to these four
normal modes is illustrated schematically in Fig. 2(a) along with the
molecular frame coordinate system used in our calculations. Two
modes—C–O–H bend and C–O stretch—have rather close vibra-
tional quanta and thus are coupled to each other. This fact also
follows from the atomic motion pattern for the two modes, shown
in Fig. 2(a).

As mentioned above, the PECs along these four chosen normal
modes were computed at the DFT theory level using the StoBe2014
software and shifted using more accurate RASPT2 energy calcula-
tions at the equilibrium geometry. In the present study, we focus on
RIXS via the two lowest core-excited state at the OC and OH K-edge,
i.e., excitation of 1σ and 2σ electrons, respectively, to the two lowest
unoccupied orbitals of a′ and a′′ symmetries, commonly abbreviated
as π∗ and σ∗ core-excited states. For the valence excited state—final
states of resonant inelastic scattering channels, we limit our detailed
exploration of the PECs to four electronic states, lowest in energy
for each type of symmetry excitation: σ–π∗, σ–σ∗, π–σ∗, and π–π∗.
PECs of the ground, core- and valence-excited states along the four
normal modes considered in our simulations are summarized in
Fig. 3.

Analysis of the PECs according to the Franck–Condon prin-
ciple allows us to predict roughly the modes with the largest con-
tribution to the vibrational excitation. Indeed, when the PECs of
the ground and core-excited states are parallel, only the lowest

vibrational level is excited, resulting in no vibrational progression
in the spectra. From this point of view, one can see that the C=O
stretching mode contributes largely to the transition to the first core
excited state at the OC K-edge; the first OH1s→ π∗ core-excited state
results mainly from C–O–H bend and C–O stretch modes, whereas
the second OH1s→ σ∗ state is dissociative along the O–H bond, and
due to this, the O–H stretching mode is the one largely involved in
this excitation channel. This simplified multimode analysis can be
applied as a basis for mode selection to be further used in accurate
simulations based on the wave packet technique. Detailed analysis of
the vibrationally resolved XAS and RIXS spectra based on the wave
packet simulations is given below in Sec. II B.

2. Inverted dimer
For the case of the ACA dimer, the accurate normal mode anal-

ysis becomes much more complex due to the large number of normal
modes and their quasi degeneracy. Two isomers of the ACA dimer
considered in this study are shown in Fig. 2—the symmetric dimer
(b) and the inverted dimer (c). In this section, we will focus on
the mode analysis performed for the inverted dimer. The main rea-
son for this choice is that a perfectly symmetric dimer is not found
in the real liquid due to fluctuating surroundings and large abun-
dance of molecular chains. Moreover, due to symmetry, the doubly
degenerated vibrational modes of a fully symmetric cyclic dimer
become strongly coupled and indistinguishable in the analysis. For
consistence with the calculations of the monomer where four normal
modes were identified as important, we focus on the correspond-
ing four modes of the dimer. The four main modes discussed in the
case of the monomer are quasi-degenerated in the dimer, given that
there are two quasi-equivalent sites. These eight vibrational modes
are collected in Table II, in analogy to the vibrational modes of
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FIG. 3. Potential energy curves for the ground and lower valence- and core-excited states of monomer in normal coordinates of the O–H stretch (a), C=O stretch (b),
C–O–H bend (c), and C–O stretch (d) modes (ν1, ν4, ν7, and ν8, respectively; see Table I). The state assignment is shown in plot (a). The PEC shapes in a broad range are
computed using the DFT method, while the vertical excitation energies are taken from accurate RASPT2 calculations (see the text for more details).

the monomer. To avoid confusion, the normal modes of the dimer
are denoted by a superscript d as in νd

i .
Similar to the monomer, a limited number of modes give

sufficient contribution to the spectra relating to a particular core
level. Here, we choose four relevant vibrational modes with strong
vibrational contributions when excited at the OC (νd

9 , νd
10) and OH

(in) edges; their potential energy curves are presented in Fig. 4.
Let us note the presence of the two non-equivalent OH atoms in
the inverted dimer: OH (in)—participating in the formation of the
HB—and OH (end)—not participating in the HB formation. The OH
(end) group excitation is rather similar to the one discussed for the
monomer and thus omitted here.

Potentials for the dimer are computed at the DFT level of theory
(see Sec. II B) and are shifted according to the ADC(2)-x calculations
for the excitation energies at the equilibrium geometry. For the O–H
stretching mode [Fig. 4(a)], the two lowest OH1s − π∗ core-excited
states are very weakly coupled (diabatic curves show a crossing at
0.35 a.u.); the lowest π∗ state (thick blue solid line) shows a much

TABLE II. Selected vibrational normal modes of the inverted dimer found from the
analysis at the DFT/B3LYP theory level; analog of monomer’s vibrational motion is
given in the left column.

Monomer analog Number Theory, cm−1 (eV)

OH str (end) νd
1 3743 (0.4641)

OH str (in) νd
2 3433 (0.4257)

C=O str (in & end) νd
9 1789 (0.2218)

C=O str (in & end) νd
10 1763 (0.2186)

OH bend (in) νd
15 1426 (0.1768)

OH bend (end) νd
16 1418 (0.1758)

C–O str (in) νd
19 1262 (0.1564)

C–O str (end) νd
20 1219 (0.1512)

stronger transition cross section compared to the second π∗ state
(thin blue solid line), making the diabatic representation accept-
able in this case. The single state DFT calculations, however, fail to
describe properly the core-excited PEC (gray line).

For comparison, potentials along the corresponding vibrational
modes of the monomer are shown in Fig. 4 with dashed lines.
Comparison between the core-excited PECs of the monomer and
dimer shows sufficient differences, altering the nuclear wave packet
dynamics and, as a result, the XAS and RIXS spectra as discussed
in Secs. III B–III F. The key difference in the PECs of the monomer
and the dimer can be observed with elongation of the O–H stretch-
ing mode, which is strongly affected by the HB formation. Indeed,
the formation of a second PEC minimum in the ground and core-
excited states is observed, corresponding to a proton transfer config-
uration. This effect is also evidenced from the change in the molecu-
lar orbital shape of the OH1s − π∗ core-excited state at three different
positions of the H atom, shown in Fig. 5. One can see that the elec-
tronic density distributions at equilibrium geometry (q = 0.0) and
near the second minimum (q = 1.5 a.u.) are mirrored.

B. X-ray absorption spectra: Gas vs liquid phase
1. Change in the electronic XAS with HB formation

Theoretical XAS spectra computed at the ADC(2)-x theory
level are shown in Fig. 6 for the isolated acetic acid and the molecu-
lar dimer, in comparison to gas phase and liquid experiments from
the literature.2,16 In the liquid ACA, as discussed in detail recently,12

the symmetric dimer gives a minor contribution, while short molec-
ular chains with non-bonded “end” OH groups can be found in
abundance. However, for the sake of better understanding, let us
focus here on the two distinct cases of ACA: monomer, as a clear
representative of the gas phase, and symmetric dimer, as a rep-
resentative of the case when OH groups are fully involved in the
HB formation. Indeed, the comparison of monomer against sym-
metric dimer simulations allows us to clearly see the HB effect. In

J. Chem. Phys. 154, 214304 (2021); doi: 10.1063/5.0049966 154, 214304-7

© Author(s) 2021

https://scitation.org/journal/jcp


The Journal
of Chemical Physics ARTICLE scitation.org/journal/jcp

FIG. 4. Comparison of the PECs for the monomer (dashed curves) and inverted dimer (solid curves). The ground state (black) and core-excited states of π (blue) and σ
(red) symmetries are shown along the four main modes, similar to the main normal modes discussed for the monomer: (a) OH1s−1 along the O–H stretching mode (νd

2 , ν1);
(b) OC1s−1 along the O=C stretching mode (νd

10, ν4); (c) OH1s−1 along νd
15, ν7; and (d) OH1s−1 along νd

19, ν8. The thin blue curve in panel (a) shows a weak π-state, having
non-adiabatic coupling with the lowest strong π-state, and the gray line represents the single state DFT simulation of the lowest OH1s→ π∗ state (see the text).

the theoretical analysis of Fig. 6, only electronic transitions are taken
into account, neglecting the vibrational structure, and the spectral
profiles are computed as a sum of transition intensities convoluted
with Gaussian functions of width Γ = 0.08 eV, modeling the lifetime
broadening on core-excitation.

FIG. 5. Modification of the OH1s→ π∗ core-excited state molecular orbitals with
the elongation of the O–H bond at the HB, showing a proton transfer in the inverted
dimer.

The lowest energy XAS feature at around 532 eV for both
monomer (532.0 eV) and dimer (532.1 eV) shows a well sepa-
rated peak, corresponding to the excitation of the 1s-electron of the
OC atom to the lowest unoccupied molecular orbital, and can be
assigned mainly as a 2a′ → 5a′′ transition. It is worthwhile to note
that the order of the ground state virtual orbital space shown in
Fig. 1 experiences sufficient relaxation and reorganization so that the
2a′−1 5a′′1 core-hole state becomes the lowest in the π (a′′) symme-
try. The formation of the hydrogen bond in the dimer results in a
shift of this peak to higher energy by 0.3 eV.

The second feature of the XAS near 535 eV has a much more
complex structure. In the case of the monomer, this peak’s maxi-
mum is located at 535.0 eV and is formed mainly by the two low-
est core-excited states on the OH site (OH1s→ σ∗ and OH1s→ π∗)
with a small contribution from the OC1s→ σ∗ excitation; in the
molecular orbital picture, these core-excited states can be assigned
to 1a′−115a′1, 1a′−15a′′1, and 2a′−115a′1, respectively (see Fig. 1).
In the case of the dimer, when the two HBs are formed, the peak’s
maximum is 534.6 eV and its nature changes drastically. It is formed
exclusively by the contribution from the 1a′ → π∗ transition, low-
ered in energy by 0.9 eV as compared to the monomer case accord-
ing to the ADC(2)-x simulations. The 1a′ → σ∗ excitation is shifted
to a much higher energy range and its intensity is significantly
reduced.2 As mentioned before, in the real liquid ACA, the picture
can be described by a combination of two limiting cases discussed
here: no-HB (monomer) and full-HB (symmetric dimer). The exper-
imental XAS, reproduced in Fig. 6, shows only a small spectral shift
of the OH peak, leaving hidden all the dramatic changes in the elec-
tronic structure caused by the formation of the HBs in the liquid. It
is worth noting that the XAS of the inverted dimer12 resembles an
overlap of the top and bottom panels of Fig. 6 and also gives quite
good agreement with the experimental profile of the liquid ACA.
Obviously, the HB effect is not possible to uncover with XAS mea-
surements, while RIXS measurements contain a distinct signature of
the HB formation (Sec. III D 2).

2. Vibrational structure of the XAS profile
In the present paper, we focus our study of RIXS to the two

lowest spectral features in XAS: (1) near 532 eV, corresponding to
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FIG. 6. Theoretical O K-edge XAS for the isolated acetic acid (top panel) and sym-
metric molecular dimer (bottom panel) compared with experimental gas phase16

and liquid2 spectra. The excitation of the 1s electrons of OC (red bars) and OH (yel-
low bars) is shown. The 1s photoionization energies for OC and OH, 538.29 eV and
540.09 eV, respectively,64 are marked by the dotted lines. The theoretical spec-
tra are shifted by 0.44 eV toward higher photon energies to align the calculated
monomer π∗ peak to the π∗ peak of the experimental gas phase spectrum. The
calculated spectra have been convoluted with Lorentzian functions with HWHM
= 0.08 eV, accounting for the lifetime broadening; nuclear dynamics is not taken
into account. The dimer XAS spectrum obtained with the ECP approach (bottom
panel, black line) is identical to the XAS spectrum computed including all O1s
electrons (bottom panel, yellow dotted line).

the core-excitation of the O1s orbital located at O=C group (OC1s
→ π∗), and (2) near 535 eV, contributed from the core-excitation
of the O1s orbital of the OH group (OH1s→ σ∗ and OH → π∗).
According to our ab initio simulations at both ADC(2)-x and

RASPT2 levels, the intensity of the OC1s→ σ∗ transition is much
smaller as compared to other excitation intensities, and thus, we
neglect this transition in our analysis. The character of the PECs
and vibrational excitations in these three core-excited states define
strongly the formation of the vibrational profiles. The vibrational
contributions to the XAS for the isolated ACA molecule are pre-
sented in Fig. 7, where the theoretical XAS profile was calculated
taking into account the contribution from four vibrational modes
ν1, ν4, ν7, ν8, using a mixed representation 1D (time-dependent)
+ 3D (stationary) [see Eq. (7)]. The XAS calculations of Fig. 7 were
done using the PECs presented in Fig. 3. The transition energies
and transition dipole moments were computed at the RASPT2 the-
ory level (Sec. II B), in excellent agreement with the ADC(2)-x XAS
calculations discussed above.

The vibrational contribution to the first peak, related to OC1s
→ π∗ excitation, comes mainly from the C=O stretching mode (ν4),
which shows a broad vibrational progression causing the broadening
of the XAS resonance (see the red curve in Fig. 7). The core-excited
PECs of the other modes are nearly parallel to the ground state
PECs (Fig. 3), resulting in no vibrational excitations in XAS. The
second resonance feature, centered at 535.0 eV, is formed by contri-
butions from the OH1s excitation to the π∗ and σ∗ states in the gas
phase (monomer). The OH1s→ σ∗ state is strongly dissociative [see
Fig. 3(a)] along the O–H bond (ν1 stretching mode), resulting in a
broad XAS resonance, masking small vibrational progressions from
the other (bound) modes. The dissociative character of this state
induces a fast propagation of the core-excited nuclear wave packet
toward the O–H bond elongation, which results in a strong vibra-
tional progression in the RIXS of gas phase molecules (Sec. III D 2).
In the liquid phase, however, the OH1s→ σ∗ state does not con-
tribute to the second resonant feature in XAS, as explained above,
and only the OH1s→ π∗ state forms this peak.

According to the PECs for the OH1s→ π∗ core-excited state,
the O–H stretching mode (ν1), being the most important in the
case of the OH1s→ σ∗ state, gives no vibrational excitation in the
present case, since the PECs of the ground and core-excited states are

FIG. 7. Theoretical vibrational XAS spectra of the monomer for OC1s→ π∗ exci-
tation (red curve) and OH1s→ π∗ and 1s→ σ∗ excitations (blue and green
curves, respectively): the total calculated XAS is shown with the black dashed line.
Vibrational contribution from the four most active normal modes ν1, ν4, ν7, and ν8
(Table I) is taken into account. The electronic excitation energies are shown by the
sticks of corresponding color. The theoretical XAS spectrum is shifted by −1.1 eV
for comparison with the experiment (black solid line) for the gas phase ACA.16
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parallel. The following question arises: Why does the core-excitation
to the π∗ state located on the C=O bond result in a strong vibra-
tional excitation (OC1s→ π∗ resonance), while the OH1s excitation
located around the O–H bond results in no change in the bond-
length? The reason for this is as follows: The linear combination of
the atomic orbitals (LCAO) forming the OC1s→ π∗ states includes
contributions from π-orbitals located on both the O and C atoms,
which results in a strong modification of the O–H bond length
under core-excitation. However, in the case of the OH1s→ π∗ exci-
tation, the π-orbital has no contribution from the H atom, resulting
in no change in the O–H bond length equilibrium compared to
the ground state. The vibrational broadening of OH1s→ π∗, obvi-
ously noticeable in the theoretical curve of Fig. 7, appears due to
the strong contribution from the C–O–H bending (ν7) and C–O
stretching (ν8) normal modes. The core-excited π∗ state includes
contributions from π-orbitals located on OH and neighboring C
atoms, resulting in a sufficient change in the equilibrium O–C dis-
tance and C–O–H angle under core-excitation [see Figs. 3(c) and
3(d)].

The calculated vibrational XAS spectrum is in good agreement
with the experimental one, shown by the black solid line in Fig. 7.
Taking into account the vibrational contribution leads not only to
spectral broadening, but can also shift the top resonance energies, as
observed, for example, in the case of the OH1s→ π∗ excitation: com-
pare the electronic transition (blue stick) and the top of the vibration
profile (blue line) in Fig. 7.

The presented vibrational analysis is done for the case of the gas
phase molecule; nonetheless, it allows us to explain qualitatively the
vibrational XAS for the liquid phase as well. Indeed, the HB forma-
tion results in the shift to higher energies and decrease in intensity
of the OH1s→ σ∗ excitation, but it has no effect on the PECs of the
OH1s→ π∗ excitation.12 As evident from the PECs for the inverted
dimer (see Fig. 4), the OH1s→ π∗ PEC of the dimer is also bound
with an equilibrium distance lying near the ground state geometry,
resulting in no excitation of the O–H stretching mode. The vibra-
tional broadening of the XAS peak comes—in very close analogy
to the monomer—from the excitation of the two other vibrational
modes, νd

15 and νd
19, where the core-excited PECs are similar to the

corresponding ν7 and ν8 modes of the monomer. The vibrationally
resolved calculations can be done by taking into account solely the
OH1s→ π∗ core-excited state for the formation of the second peak
at 535 eV, in quite reasonable agreement with the liquid phase exper-
imental XAS (Fig. 6). The change in the core-excited OC1s→ π∗
PEC for the C=O stretching mode is also rather small due to HB
formation [see Fig. 4(b)], yielding a vibrational XAS profile for the
peak at 532 eV that is very similar to the one obtained for the gas
phase.

C. RIXS via the lowest OC1s and OH1s
core-excited states

In this section and in Secs. III D–III F, we present a detailed
analysis of the RIXS spectra and discuss the dynamical aspects using
the energy detuning from the top of the resonances. We also make
a comparison of the formation of the gas phase and liquid phase
RIXS spectra. Let us start with a discussion of the electronic RIXS
spectra, neglecting for a while the vibrational dynamics. Figure 8
shows the electronic RIXS for excitations at 532 eV—OC1s−1π∗ state

FIG. 8. Theoretical (monomer) and experimental (liquid) RIXS spectra neglecting
the vibrational dynamics for the scattering via the first OC1s−1 (a) and second
OH1s−1 (b) XAS features (see Fig. 6). The theoretical spectra are computed at
the RASPT2 theory level for the isolated ACA molecule; red and blue lines cor-
respond to the RIXS channel via the 1s − π∗ and 1s − σ∗ core-excited states,
respectively. The corresponding experimental spectra obtained in this work (green
lines), as well as photo-emission spectra [panel (c)],54 are shown for comparison.
The experimental RIXS spectra are normalized to fit the maximum intensity of the
theoretical inelastic band. An energy loss scale is used: El = ω − ω′. The peak at
±0.66 eV seen in this and all other experimental spectra is a spectrometer artifact
and should be neglected.

[Fig. 8(a)]—and at 535 eV—OH1s−1π∗, σ∗ [Fig. 8(b)]. Theoretical
spectra, computed for an isolated ACA molecule, are compared with
experimental measurements in the liquid phase (green lines) and the
photoelectron spectrum54 [Fig. 8(c)]. The intensity of the electronic
transitions is shown with the vertical lines according to the values
of the transition dipole moments collected in Table III, while the
theoretical spectra are obtained by a Lorentzian convolution with
the width of 0.08 eV to simulate the experimental and vibrational

TABLE III. Components of the transition dipole moments (×10−2 a.u.) in the molecu-
lar frame (see Fig. 2) for all studied RIXS channels and the coefficient ζcf (χ) (×10−8

a.u.) for the measurement angle χ = 90○.

Core-excited Final state dx dy dz ζcf (90○)

OC1s→ π∗ GS 0 4.87 0 75.1
σ − π∗ −6.06 0 −0.26 87.3
σ − σ∗ 0 1.16 0 4.26
π − σ∗ 0.13 0 0.01 0.04
π − π∗ 0 −3.28 0 34.0

OH1s→ π∗ GS 0 −2.53 0 5.47
σ − π∗ −0.11 0 −1.46 1.38
σ − σ∗ 0 1.12 0 1.08
π − σ∗ 0.17 0 −0.04 0.02
π − π∗ 0 −3.73 0 11.9

OH1s→ σ∗ GS 2.82 0 1.00 10.7
σ − π∗ 0 0.10 0 0.01
σ − σ∗ −1.30 0 2.00 5.19
π − σ∗ 0 4.54 0 18.5
π − π∗ −0.70 0 0.15 0.58
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broadening. For the RIXS spectra, an energy loss scale defined as
El = ω − ω′ is used throughout the paper.

The low energy loss region of the spectra in Fig. 8
(El ≤ 5 eV) corresponds to the so-called quasi-elastic RIXS chan-
nel. This channel is electronically elastic, leading back to the ground
state (i.e., the final state is the electronic ground state), yet it
is inelastic in terms of the vibrational excitations through the
induced nuclear dynamics in the core-excited state. As we have
shown before for several systems,4,6–8 the vibrational resolution of
the quasi-elastic RIXS channel can provide important information
about the PECs, the molecular structure, and the formation of the
HB. We will discuss this method applied to ACA in Sec. III D 2
together with the full consideration of the multimode nuclear
dynamics.

Above 5 eV energy loss, the theoretical RIXS spectrum consists
of a number of peaks, related to inelastic scattering channels to a
number of valence-excited final states. In the present paper, we sin-
gled out only a few contributions to RIXS, namely, from the states
where PECs can be calculated accurately (see Fig. 3). The set of four
states, abbreviated σ − π∗, σ − σ∗, π − σ∗, and π − π∗, is lowest in
each electronic configuration symmetry, which makes it more easy
to distinguish an isolated PEC in our simulation (Sec. II B). Red
lines describe the RIXS via π∗ core-excited states with OC1s (a) and
OH1s (b) core-holes. In this case, the contribution from the final
valence state with an electron in π∗ is dominating, while the con-
tribution from the final σ∗ states is suppressed, as they can only
be reached by a dipole forbidden two electron transition. The RIXS
via the OH1s→ σ∗ state (blue line), on the contrary, is formed by
the contribution from valence states with a one-electron excitation
to a σ∗ orbital, while π∗ two-electron excitations are suppressed.
The comparison of theory against experimental RIXS spectra (green
lines), measured in the liquid phase, gives rather good qualitative
agreement.

It is also useful to discuss the RIXS profile in connection with
the electron photoemission spectrum (PES),54 shown for compari-
son in Fig. 8(c). The first peak in the RIXS spectrum near 6 eV energy
loss is assigned to an excitation of an electron from the highest
occupied molecular orbital (HOMO) 13a′ to the lowest unoccupied
molecular orbital (LUMO) 5a′′. This corresponds to the peak at the
lowest binding energy in PES with ionization from 13a′. The second
strong feature of PES arises from the ionization of a HOMO-1, a 3a′′.
In the case of RIXS, it corresponds to the excitation of HOMO-1 to
LUMO, 3a

′′−15a
′′1, assigned as the π − π∗ features near 8 eV and

9 eV of the experimental RIXS in the plot (a) and (b), respectively
(see Fig. 8). The energy difference in the case of OC1s (a) and OH1s
(b) excitation can be explained particularly by the vibrational effects
(see Sec. III E). The broad low intensity feature in the higher energy
loss range in RIXS is assigned to numerous highly excited valence
states not considered in the present study. This corresponds to the
third broad peak covering the range of 13–15 eV binding energy in
PES, which results from overlap of the photoionization from several
orbitals (3a′′, 12a′, and 11a′).17,54,55

The small disagreement between theoretical electronic and
experimental RIXS can be explained and has several reasons (sources
of errors): (i) difference in gas phase and liquid phase energies due to
solvation effects, not taken into account at the present level of the-
ory; (ii) inaccuracies in the calculation of transition energies; and
(iii) vibrational dynamics effect (see the more detailed discussion

in Sec. III D 2). Indeed, the PECs of the valence excited states are
expected to be much more affected by the HB effects as compared
to the ground state, showing only minor differences (see Fig. 4).
These differences in the shape and energy position of the PEC of
the monomer and dimer could be responsible for the occasional dis-
agreements between simulation and experiment in both electronic
energy and vibrational structure. However, simulations of PECs for
the valence-excited states for the dimer, performed at the same the-
ory level as for monomer, become very expensive and thus were
omitted in the present study. It is important to note that for com-
parison with the experiment, the 1s − σ∗ channel (blue line) has to
be excluded, since it is not present in the core-excitation of the liquid
phase,12 as discussed already (see Sec. II A).

D. Quasi-elastic RIXS channels: Multimode
vibrational dynamics

The quasi-elastic scattering channel in RIXS, when the
molecule decays back to the ground electronic state, becomes a well-
established tool to study ultra-fast core-excited nuclear dynamics4,6,7

and to map the ground state potential energy surface in a broad
energy range3,5,56,57 for both gas and liquid phase targets. Indeed, in
many molecules, the low-lying core-excited states have antibonding
character, leading to a fast dissociation of a light hydrogen atom even
during the ultra-short core-hole lifetime. This results in a spread
of the core-excited vibrational wave packet in a broad range of the
nuclear coordinate, which, in turn, gives rise to a long vibrational
progression in RIXS, allowing for fine mapping of the potential
energy curves. This phenomenon is also clearly observed for the OH
bonds in an isolated ACA molecule. However, contrary to many
other liquids (e.g., water,4,11 methanol,6 and acetone57), we found
a dramatic dependence of this effect on the HB formation in the
liquid phase. In Secs. III D 1 and III D 2, we discuss the quasi-elastic
RIXS spectra at the OC1s and OH1s excitations in ACA and compare
it with the experimental RIXS spectrum for the liquid phase. It is
worth noting that the large intensity of the experimental elastic line
at El = 0 is due to the contribution from Thomson scattering, which
is ignored in our theory.

1. RIXS via the OC1s→ π∗ resonance
The analysis of the excitation of the individual vibrational

modes in the quasi-elastic RIXS channel via the OC resonance along
with the experimental spectrum is shown in Fig. 9(a). The O=C
stretching mode gives the main contribution to the vibrational pro-
gression in RIXS with a small contribution from the ν8 mode in
agreement with experiment. The core-excited state PEC minima
along two other considered modes coincide with the ground state
PEC minimum, resulting in zero excitation for these modes. Indeed,
the XAS and RIXS calculations obtained by taking into account three
modes (ν1, ν4, and ν7) are almost indistinguishable from the spectra
obtained using only the C=O stretching mode ν4.

Theoretical multimode RIXS spectra are in good agreement
with the liquid phase experiment. The small deviation in vibra-
tional frequency is explained by the changes in the ground state
PEC in the liquid phase. Indeed, the ground state PEC along the
C=O stretch computed for the dimer is more shallow compared with
the monomer [see the black solid lines and black dashed lines in
Fig. 4(b)], resulting in a smaller vibrational quantum in the liquid
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FIG. 9. Multimode theoretical RIXS from gas phase ACA (thick black line) via
OC1s→ π∗ (a), OH1s→ π∗ (b), and OH1s→ σ∗ (c) core excited states. The
excitation energy is tuned to the top of the absorption peaks at 532 eV (a) and
535 eV [(b) and (c)]. Individual contributions from the four main modes ν1, ν4, ν7,
and ν8 (see Table I) are shown [labeled in the panel (b)]. Experimental RIXS from
liquid ACA (green line) is shown in the plots (a) and (c) for comparison.

phase. This trend is in agreement with IR and Raman spectroscopy
studies.58,59 The dependence of the detuning for the quasi-elastic
RIXS channel via the OC resonance for theory and experiment is
discussed later (Fig. 12).

2. OH resonance: Contribution from 1s→ π∗
and 1s→ σ∗ states in gas and liquid ACA

Let us now consider the quasi-elastic part of the RIXS spectra
via the OH1s resonances. The situation is here significantly different
from the case of OC1s excitation due to the presence of the two
close-lying 1s→ π∗ and 1s→ σ∗ core-excited states (Figs. 6 and 7).
These two states have qualitatively different character, one being
a bound state (OH1s→ π∗) and the other being a dissociative
state (OH1s→ σ∗) (Fig. 3), resulting in qualitatively different RIXS
profiles shown in Figs. 9(b) and 9(c), respectively. The OH1s→ σ∗
core-excited state in isolated ACA is strongly antibonding
resulting in a fast propagation of the core-excited wave packet
toward elongation of the O–H bond (ν1 normal mode). This

dynamics is clearly reflected in the RIXS profile for the ν1
mode shown in Fig. 9(c). The spectrum consists of molecular
(El < 6 eV) and atomic-like (El ≈ 9 eV) contributions, very simi-
lar to the RIXS spectra of water8 and methanol.6 The other modes
ν4, ν7, and ν8, excited in ACA, give additional contributions to the
total RIXS profile, dressing it up with the secondary progression
of 0.16 eV vibrational quanta corresponding to the ν7 mode and a
smaller contribution from the other modes. It is worth noting that
the atomic-like peak of the ν1 mode disappears in the multimode
case. This can be explained by the fact that the core-excited wave
packet is now trapped near the equilibrium by the multimode vibra-
tional bath and thus cannot reach the dissociation region. This is
in contrast to the case of the 1D ν1 mode where the wave packet is
released only on O–H bond elongation.

In the experimental RIXS spectrum, however, this long vibra-
tion progression is totally absent due to HB formation effects.12

Indeed, as discussed in Sec. II A, the OH1s→ σ∗ state is shifted to
the higher excitation energy range and is very much suppressed in
intensity in the liquid phase due to the formation of the molecu-
lar chains, represented in our analysis by the molecular dimer. The
HB-induced shift of the OH1s→ σ∗ state obviously removes fully the
vibrational contribution related to this scattering channel, as illus-
trated in Fig. 10. The absence of the O–H vibrational progression as
a result of the HB formation in the liquid phase allows us to make
a quantitative analysis of the liquid ACA structure, which is still
heavily debated in the literature.52,60,61 Based on the recent exper-
iments using neutron scattering62 and Raman spectroscopy,63 it is
now commonly accepted that the liquid structure of ACA is simi-
lar to that of a disordered crystal with predominant chain structures.
This conclusion is also confirmed by ab initio molecular dynamics

FIG. 10. Illustration of the vibrational progression formation in the quasi-elastic
RIXS channel for the case (a) when no HB is formed and (b) for the HB present.
One can clearly see the absence of the long vibrational progression in case (b).
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simulations (see Ref. 12 and reference therein). However, the average
length of the chain and admixture of the cycle structures broadly
varies in different studies. The quenching of the vibrational progres-
sion in RIXS allows us to estimate the lower limit of ACA molecules
in the average molecular chain. To do so, one can compare the num-
ber of OH groups not involved in HB formation (the groups at the
ends of the molecular chain, “end” groups) with the number of OH
groups forming HB (the groups “inside” the molecular chain). The
RIXS from “end” groups should have O–H vibrational contribu-
tions, i.e., from the ν1 mode, while RIXS from “inside” OH groups
has no vibrational contributions from the O–H stretching mode.
Given that the contribution from the “end” O–H groups should be
small enough and that the ν1 vibrational peaks are smaller or the
same as the experimental noise level, the average number of units
in molecular chains of liquid ACA can be estimated as ≥ 3.5. The
details of this analysis can be found elsewhere12 and are thus omitted
here.

Contrary to the OH1s→ σ∗ state, the OH1s→ π∗ core-excited
state does not change much due to HB formation. As already dis-
cussed (Figs. 6 and 7), the XAS feature related to the OH1s→ π∗
excitation in the dimer experiences only a small red shift as com-
pared to gas phase ACA. Moreover, the ν1 mode is completely inac-
tive in the RIXS via the OH1s→ π∗ state, since the PECs of the
ground and core-excited states are nearly parallel (see the illustra-
tion in Fig. 10). This phenomenon can be understood from the fact
that the π∗-state, located on the O–H bond, has its main contribu-
tion from the O 2p atomic orbitals and, obviously, no contribution
from the hydrogen p-orbital. Due to this, the O–H bond elonga-
tion does not change the electronic structure of the excited state very
much. On the other hand, excitation to the π∗ located on C=O bond
has strong contributions from both O 2p and C 2p orbitals, which
affect very much the PEC along C=O elongation and give a strong
vibrational progression in RIXS, as discussed in Sec. III D 1. As a
result, our theoretical simulations of the quasi-elastic RIXS chan-
nel via an isolated OH1s→ π∗ state give rather good agreement with
experimental spectra for the liquid phase, as shown in Fig. 9(b).

The main vibrational contribution in this case is given from
the C–O stretching (ν8) and C–O–H bending (ν7) modes. The
experimental resolution allows us to see clearly excitations in the
vibrational progression of 0.16 eV (ν7 mode). In our multimode
theoretical analysis for the monomer, the progression related to the
ν8 (C–O stretching) mode gives the main contribution to the total
RIXS spectrum (thick black line), while the ν7 mode contributes to
the formation of the right-hand side shoulder of the peaks. This
difference can be explained by the independent-mode approxima-
tion we used here. Let us note that these two modes have close
frequencies and show quite similar atomic coordinates displacement
(Fig. 2, Table I). A more accurate two-dimensional wave packet
propagation on a two-dimensional potential energy surface along
these two vibrational modes could change the relative vibrational
contribution profoundly, as it was observed in the case of water.7
These simulations, however, are rather time consuming for ACA
and go beyond the scope of the present study. Another possible
reason for the experimental–theoretical disagreement is slight mod-
ifications of the PECs in liquid phase as compared to the gas phase
(see Fig. 4). Overall, the theoretical–experimental comparison gives
a reasonable agreement in the length of the vibrational progression
and vibrational contributions from different modes.

E. Vibrational structure of the inelastic
scattering channels

The electronic assignment of the RIXS features was given in
Sec. III C; here, we discuss changes in the RIXS profile due to the
vibrational excitation in final electronic states different from the
ground state. The multimode RIXS analysis for the ACA monomer
is presented in Fig. 11. In order to compare our results to the experi-
mental RIXS, we show only channels, which contribute in the liq-
uid phase (when the HB with the OH atom is formed), namely,
the channels involving the OC1s→ π∗ [Fig. 11(a)] and OH1s→ π∗
[Fig. 11(b)] core-excited states leading to the σ − π∗ and π − π∗ final
states. The contributions from these channels are indicated in red
lines in the electronic RIXS analysis in Fig. 8.

One can clearly see that the spectral profile for the valence
excited final states is formed from strong vibrational contributions
from all considered vibrational modes, contrary to the quasi-elastic
RIXS case, where the contribution from a single vibrational mode is
usually dominating. This is a rather general phenomenon related to
the large changes in the electronic structure due to valence electron
excitations in the RIXS final states, leading to a substantial change
in the molecular geometry (Fig. 3). However, the ν1 mode is inactive
in all inelastic scattering channels since no σ∗ states are included.
The first σ → π∗ RIXS peak near 6 eV energy loss is dominating in
the spectra at the OC1s excitation and gives a rather weak contribu-
tion in the case of the OH excitation. It is interesting to note that the

FIG. 11. Multimode theoretical RIXS from gas phase ACA (thick black line) via
OC1s→ π∗ (a) and OH1s→ π∗ (b) core excited states. Individual contributions
from the four main modes ν1, ν4, ν7, and ν8 (see Table I) are shown. Experimental
RIXS from liquid ACA (green line) is shown for comparison.
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vibrational structure of the first RIXS peak involving the OC excita-
tion is similar to the vibrational structure observed in PES [Fig. 8(c)],
as both are formed by the dominant contribution from the
13a′ orbital.

The main contribution to the second structure in the RIXS
spectrum is due to a π → π∗ excitation and is found at 7.5 and
8.5 eV for OC1s and OH1s excitation, respectively. The energy of
the valence excited state is overestimated in our theoretical cal-
culations by about 0.5 eV, while the theoretical prediction of the
PECs for the ACA monomer reasonably reproduced the vibra-
tional broadening in comparison to the experimental spectra. The
high energy part of the RIXS spectra above 8.5–9.0 eV is due
to higher valence excited states not considered in the present
study.

F. RIXS dependence on the excitation energy
Let us now discuss the RIXS dependence on the excitation

energy detuning from the top of the XAS resonances Ω = ω − ωtop.
The detuning dependence analysis allows us to trace the vibra-
tional dynamics by varying the effective scattering duration time
τ = 1/

√
Γ2 +Ω2,51 which decreases with the increase in energy

detuning. Due to this, the detuning works as a stop watch for the
core-excited nuclear dynamics and along with isotope substitution
study serves as a tool for the separation of the nuclear dynam-
ics effect in the complex RIXS spectra from the effect related to
the electronic excitation.5,6,8 Below, we focus on OC1s→ π∗ and
OH1s→ π∗ core-excited states with XAS peak positions in the
liquid phase at 532.1 and 534.6 eV, respectively. In each case,
the detuning is defined with respect to the above mentioned peak
maximum.

1. Quasi-elastic RIXS channels
The effect of the shortening of the vibrational progression for

large detuning ∣Ω∣ from the resonance is clearly observed for the
OC1s→ π∗ excitation in both theory and experiment (see Fig. 12).

FIG. 12. Theoretical (monomer, left) and experimental (liquid, right) RIXS on the
quasi-elastic channel via OC1s→ π∗ resonance: dependence on the excitation
energy. The excitation photon energy detuning from the top of the resonance
[ωtop(OC, liquid) = 532.1 eV] is shown in the plot. Four vibrational modes (ν1,
ν4, ν7, and ν8) are taken into account.

However, this behavior is not symmetric for positive and negative
detunings: due to a higher density of vibrational states above the
resonance, the shortening of the vibrational progression is more
pronounced when tuned below the resonance. In the theoretical
results, the longest vibrational progression in RIXS is obtained near
Ω = +0.3 eV, where resonance with an excited vibrational state is
reached. This high core-excited vibrational wave function has a
broader distribution along the PEC, resulting in the excitation of
a longer vibrational progression in the RIXS spectrum. For the
higher excitation energies, the RIXS intensity drops and mainly only
the first (elastic) vibrational peak survives. Similar behavior in the
detuning dependence is also found in the quasi-elastic RIXS channel
via the OH1s→ π∗ core-excited state, as shown in Fig. 13, while the
formation of the vibrational profile was discussed above (see Fig. 9).
Here, we excluded the OH1s→ σ∗ channel from theory for com-
parison with the liquid phase experiment. Note that the peak near
0.66 eV energy loss, observed in the experimental spectra, is a spec-
trometer artifact and can be neglected. In both cases (i.e., OH1s→ π∗
and OH1s→ σ∗), all four main vibrational contributions are taken
into account (ν1, ν4, ν7, and ν8).

2. Inelastic RIXS channels
Let us now discuss the detuning dependence of the decay

channels to the few lowest valence excited states, presented in the
5.0–9.0 eV energy loss region of RIXS (Fig. 8). The experimental
RIXS spectral changes drastically when tuning the excitation energy
from the OC and OH core-excited resonances. There are two main
reasons for this: (i) different electronic transition dipole moments
for the decay channels to the valence-excited states (see Sec. III C)
and (ii) different vibrational excitations, which define the shape
of the spectral line and its detuning dependence. Theoretical and
experimental RIXS profiles for the OC → π∗ excitation in the range
of 5.0–11.0 eV are summarized in Fig. 14 for different values of the
detuning. Theoretical simulations reproduce the vibrational broad-
ening of the two RIXS features as well as their energy shift with the
detuning. Let us consider the vibrational profile of the correspond-
ing core-excited state shown in Fig. 7 at 532 eV. One can see that,
in the studied range of Ω = −1.1 ⋅ ⋅ ⋅ + 1.4 eV, the photon energy
nearly always comes into resonance with some vibrational level in

FIG. 13. Theoretical (monomer, left) and experimental (liquid, right) RIXS on the
quasi-elastic channel via OH1s→ π∗ resonance: dependence on the excitation
energy. The excitation photon energy detuning from the top of the resonance
[ωtop(OH, liquid) = 534.6 eV] is shown in the plot. Four vibrational modes (ν1,
ν4, ν7, and ν8) are taken into account.
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FIG. 14. Theoretical (monomer, left) and experimental (liquid, right) RIXS
on the inelastic channel via OC resonance: dependence on the excitation
energy. The excitation photon energy detuning from the top of the resonance
[ωtop(OC, liquid) = 532.1 eV] is shown in the plot. Four vibrational modes (ν1,
ν4, ν7, and ν8) are taken into account.

the core-excited state. Due to this, the RIXS vibrational profile alters
drastically with changes in the excitation energy. This observation
relates also to the change of the spectra center of gravity, so the spec-
tral features are preserved at the same emission energy (no Raman
dispersion), which is confirmed by the experiment.

The situation changes drastically when the excitation energy
is tuned to the second core-excited resonance OH → π∗ (Fig. 15).
One can see an energy shift of the spectral feature near El ≈ 8 eV
in the experiment, while in theory, the center of gravity of the fea-
ture is preserved at nearly the same position. This discrepancy can be
explained by the contribution from another higher valence-excited
state not considered in our theoretical model. Indeed, one can see
the formation of an additional peak (peak splitting) at 9.5 eV for
Ω = 0.6 eV. Another possible explanation is related to a change in
the PECs of the ACA dimer as compared to the monomer used in
the present simulations.

FIG. 15. Theoretical (monomer, left) and experimental (liquid, right) RIXS
on the inelastic channel via OH resonance: dependence on the excitation
energy. The excitation photon energy detuning from the top of the resonance
[ωtop(OH, liquid) = 534.6 eV] is shown in the plot. Four vibrational modes (ν1,
ν4, ν7, and ν8) are taken into account.

IV. CONCLUSIONS
We have performed a detailed study of the RIXS from acetic

acid via the two lowest spectral features at the oxygen K-edge, related
to the OC1s and OH1s electronic excitations. Theoretical simula-
tions for the isolated molecule and for the dimers are compared to
the experimental measurements performed in liquid phase. Using
the dimer model, we were able to identify and explain the forma-
tion of the main spectral features in the liquid phase experiment.
The theoretical description combines high level ab initio [RASPT2
and ADC(2)-x] and DFT calculations of the electronic structure and
transitions in the isolated molecule and two types of dimers (sym-
metric dimer and inverted dimer). These approaches are comple-
mentary to each other and show good agreement. The vibrational
dynamics was taken into account at a quantum mechanical level
by a hybrid time-dependent and stationary approach for the solu-
tion of the nuclear Schrödinger equation. Within this approach,
the dissociative or quasi-dissociative dynamics can be treated in the
time-dependent framework, while the other vibrational modes are
included in the Franck–Condon approximation. Such an advanced
theoretical treatment allowed us to compute relatively cheaply the
multi-mode vibrational excitation (four vibrational modes). The
combination of the advanced theory and high-resolution experi-
ment, presented in this paper, makes it possible to draw important
conclusions from the comparison of the molecules in the gas and
liquid phases.

The character of the core-excited state changes drastically when
the hydrogen bond is formed in the liquid phase, which can be fully
resolved in the RIXS spectrum. Strict theoretical modeling of the
formation of the vibrationally resolved RIXS for the liquid phase
is very complex. We show, however, that this analysis can be done
qualitatively, yet in a good agreement with experiment, with the
help of a detailed understanding of the RIXS spectra for the isolated
molecule. The potential energy curves computed for the ACA dimer
provide us with a robust model for the nuclear dynamics in the liquid
phase. The energy detuning from the top of resonance shows clearly
the suppression of the effect related to the nuclear dynamics and
explains the details of the dynamics in the final (valence-excited)
states of RIXS. The present study of ACA shows an example of
how a combined theoretical–experimental RIXS analysis can be used
for the accurate study of quantum nuclear dynamics of liquids. We
believe that the methods presented here will find further applications
for more complex systems.
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APPENDIX: AVERAGING OVER MOLECULAR
ORIENTATION

In order to account for the isotropic molecular orientation dis-
tribution in the gas phase, we perform orientation averaging.5 The
dependence of the RIXS cross section (2) on molecular orienta-
tion comes from the relative orientation of the transitions dipole
moments on the ground to core-excited and core-excited to final
states transitions, dcg and d fc, respectively, which are considered
independent of the geometry in the present study. In order to com-
pute RIXS cross sections, we have to average over molecular orien-
tations of the following product of the transition dipole moments:

ζc f (θ) = (e ⋅ dcg)(e ⋅ dcg)(e′ ⋅ dfc)(e′ ⋅ dfc)

=
d2

cgd2
f c

15
[2 − cos2 θ + (3 cos2 θ − 1)(d̂ f c ⋅ d̂cg)2], (A1)

where θ =∠(e′, e) is the angle between polarization vectors of the
incoming e and outgoing e′ photons and d̂ f c and d̂cg are unit vec-
tors showing the direction of the corresponding transition dipole
moments in the chosen molecular frame (see Fig. 2). The compo-
nents of the transition dipole moments for all RIXS channels of
interest are collected in Table III. Equation (A1) can be written in
a standard way using the anisotropy parameter βθ,

ζc f (θ) =
d2

cgd2
f c

9
[1 + βθ(3 cos2 θ − 1)],

βθ =
ζc f (0○) − ζc f (90○)
ζc f (0○) + 2ζc f (90○) =

1
5
[3(d̂ f c ⋅ d̂cg)2 − 1].

(A2)

Conventional soft x-ray spectrometers, however, collect scat-
tered x-ray photons with all polarizations. In this case, one should
average the RIXS cross section over the orientations of the outgoing
polarization vector e′ around the momentum vector of the emit-
ted x-ray photon k̂′. This results in the following replacement in the
above equations:

cos2 θ = 1
2

sin2 χ = 1
2
[1 − (e ⋅ k̂′)2],

χ =∠(e, k̂′).
(A3)

Then, the average coefficient for the RIXS cross sections reads

ζc f (χ) =
d2

cgd2
f c

9
[1 + βχ(3 cos2 χ − 1)],

βχ =
ζc f (0○) − ζc f (90○)
ζc f (0○) + 2ζc f (90○) = βθ/2.

(A4)

This equation is used in our simulations and comparisons
with experiment, which is performed at χ = 90○. The computed
coefficients ζcf (90○) are collected in Table III.
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