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Phonon-mediated spin-flipping mechanism in the spin ices Dy, Ti,O; and Ho,Ti,O,
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To understand emergent magnetic monopole dynamics in the spin ices Ho,Ti,O; and Dy, Ti, O, it is necessary
to investigate the mechanisms by which spins flip in these materials. Presently there are thought to be two
processes: quantum tunneling at low and intermediate temperatures and thermally activated at high temperatures.
We identify possible couplings between crystal field and optical phonon excitations and construct a strictly
constrained model of phonon-mediated spin flipping that quantitatively describes the high-temperature processes
in both compounds, as measured by quasielastic neutron scattering. We support the model with direct experimental
evidence of the coupling between crystal field states and optical phonons in Ho,Ti,O7.
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In rare-earth compounds, magnetic responses can be
strongly and nonmonotonically dependent on the strength
or frequency of applied magnetic field, or the temperature.
Examples include stepped magnetization curves in single ion
magnets [1], or the multiply peaked susceptibility response
in LiYF,:Hot [2-4]. These effects appear because there are
competing mechanisms that can contribute to the flipping of
large rare-earth magnetic moments. Owing to their different
origins—conduction electrons [5], phonon mediated (e.g.,
direct, Raman, Orbach, and phonon bottleneck effects [6-8]),
or quantum mechanical (tunneling, thermally assisted tunnel-
ing between excited states, resonant tunneling at electronic-
nuclear level crossings, and cotunneling [2,3,9-11])—these
mechanisms have quite different parametric dependencies.
Understanding spin flipping (or relaxation) is currently im-
portant in rare-earth-based single-ion magnets [12], especially
in the context of applications in quantum information pro-
cessing [13—15] that depend on the stability and control of
quantum states [16—19], and in spin ices, where they determine
the mobility of magnetic monopole excitations [20].

In a canonical spin ice such as Dy,Ti,O; or Ho,Ti,Oy
[21], the magnetization dynamics of the low-temperature
Coulomb phase [22,23] should be described by the cooperative
behavior of the thermal population of emergent magnetic
monopoles [20,24], which form a magnetic Coulomb gas.
Indeed, the spin-relaxation time, 7, of Dy, Ti»O7, as extracted
from x,., has been explained with considerable success by
the monopole picture: both a thermally activated regime at
T <1 K [25-28] (which we call low temperature) and a
temperature-independent plateau for 1 < T < 10 K (interme-
diate temperature) are captured well by a theory of monopole
hopping in dilute (unscreened) and concentrated (screened)
magnetic Coulomb gases, respectively [29]. The reentrant low-
temperature thermal activation is due to interactions between
unscreened monopoles.

For a monopole to hop, a spin must be flipped, and because
the plateau of t was previously associated with quantum
tunneling of the large, Ising-like Dy** moments between the
members of their ground-state doublet [28], monopoles were
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assumed to hop by tunneling of the spins with temperature-
independent attempt frequency [29]. The resulting picture
should describe the Coulomb gas realized in each material
by relating the energy for monopole creation and unbinding
to the exchange interactions [30,31]. However, subsequent
measurements of Ho,Ti,O7 [32] and Dy, Ti,O; [33-35] have
found that in the unscreened regime this relationship is not
exactly as expected, while simulations of Dy,Ti,O; with a
temperature-dependent hop rate agree better with the observed
relaxation times [36]. These studies suggest that, to understand
out-of-equilibrium [37-40] and quantum dynamics [41,42]
in spin ices at low temperature, it is essential to understand
all contributions to the monopole hopping dynamics. As in
LiYF4:Ho®" [4], the first requirement is to understand the
classical spin-flipping mechanism of the spin ices.

Studies of Dy,Ti,O; [25-28] in which the intermediate
temperature plateau was ascribed to quantum tunneling of the
spins also revealed a second thermally activated regime for
T > 10 K (i.e., high temperature). The response of Ho,Ti, O
is similar but the relative rate of the low-temperature process is
much faster than in Dy, Ti,O7 [43,44]. The high-temperature
process in both spin ices was modeled by an Arrhenius law,
with activation energy A attributed to over-barrier hopping via
the first crystal field excitation (CFE). However, the best-fitting
A, although close, is not equal to the energy of any CFE in
either material, and this interpretation does not explain how
such a process would occur.

We propose that phonon-mediated processes involving a
higher crystal field state interacting with phonons [45] provide
aquantitative and physical explanation of the high-temperature
processes. In this mechanism, a rare-earth ion is excited
from one crystal field state to an intermediate excited state
by absorption of a phonon, and then relaxes to a third state
by emission of another phonon. Relaxation by a single
such process has the characteristic temperature dependence
of n=1/[exp(A/kgT)— 1], where A is the energy of
the phonon to be absorbed, but more than one process can
operate simultaneously, depending which crystal field levels
interact with phonons. The time and temperature scales of
this type of process mean they can be studied by neutron
scattering. Either the width (I") of the quasielastic neutron
scattering (QENS) can be understood as lifetime broadening
of the ground-state doublet and used to give a measure
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of the spin-relaxation time (t), as was done for rare-earth
cuprates [45], or the width of a CFE can be followed directly,
as was done for LiTmF, [46]. In the former case the origin
of the relaxation was debated [47], while in the latter full
details of the coupled phonons were not established. In
the following, we measure I" using QENS, determine the
allowed spin-lattice interactions, and construct a model of
phonon-mediated processes in both materials that describes
the high-temperature processes quantitatively. We provide
microscopic evidence of one such coupling.

We have measured QENS in powder samples of both
Ho,Ti;O; and Dy,Ti,O; [44] over a wide range of tem-
peratures using the spectrometer FOCUS at SINQ [48]. We
report results obtained using the (0,0,2) reflection of both
the pyrolytic graphite (A = 4.3, 5, and 6 A; resolution ~100,
50, and 40 peV) and mica (A = 11 A; resolution 220 ueV)
monochromators, where we selected the wavelength to give
appropriate resolution for a range of temperatures. The
quasielastic scattering was fitted by a single Lorentzian,
adjusted by the Bose factor for detailed balance. The elastic
line was removed by fitting with a Gaussian peak, whose
parameters were derived from a measurement of the resolution
using a vanadium standard. Additional Lorentzians were
incorporated in the fit of high-temperature data from Ho, Ti, O
to model excited-state CFEs that appear close to the elastic line.
Points at the edges of two resolution ranges were measured
with both settings to ensure overlap of the fitted peak widths.

An example of the S(| Q|,a)) data obtained for Ho,Ti,O;
is shown in Fig. 1(a), and an example of the |Q|-integrated
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FIG. 1. General features of QENS in spin ices, as exemplified
by Ho,Ti,07. (a) We see a |Q |-independent S(| Ql,w) response, with
QENS around the elastic line and transitions among excited crystal
field states. (b) An example of a resolution-convoluted fit of the
quasielastic Lorentzian (QENS) and two CFEs (T1 and T2). (c) The
general evolution of the QENS and excited-state transitions, along
with the resolution regimes used in the measurements (A; 3 = 11, 6,
and 4.3 A in this case).
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FIG. 2. (a) The QENS width I" as a function of temperature and
(b) relaxation time as a function of inverse temperature, measured
with different neutron wavelengths shown by the symbols. Solid lines
are from the model described in the text; dotted lines in (b) indicate the
resolution limit of the different settings of the spectrometer. The same
quantities for Ho, Ti, O; are shown in (¢) and (d), incorporating QENS
(FOCUS, this study) and neutron spin echo (NSE, [43]), compared
to the full model (FM), the first term of the model (A = 26.3 meV),
and an Arrhenius law (AL) [43].

data used for fitting is shown in Fig. 1(b). The temperature
dependence of the width and intensity of the quasielastic
scattering and CFEs can be seen in Fig. 1(c). Below T ~ 50 K,
the spin-fluctuation processes are too slow for QENS and, even
with A = 111&, the response is resolution limited, but as the
temperature is further increased, the QENS broadens.

In Fig. 2(a), we show the temperature evolution of I" for
both compounds, and also its representation as a relaxation
time t [Fig. 2(b)]. Notably, the QENS spectra of Dy, Ti,O;
are nearly twice as broad as those of Ho,Ti, O throughout the
sampled temperature range. In Figs. 2(c) and 2(d) we show our
data for Ho, Ti,O; compared with NSE data from Ref. [43],
which extends to longer times and lower temperatures, in terms
of I' and 7, respectively. All the lines in Fig. 2 are derived
from models, either the model which we discuss below, or the
Arrhenius law used in Ref. [49]. It can be seen in Ref. [49]
that the relaxation time already departs from the Arrhenius
law at the highest temperatures studied there, and this is made
plain by the higher temperatures measured in this work [see
Figs. 2(c) and 2(d)].

The phonon-mediated spin-relaxation mechanism depends
on a magnetoelastic interaction of normal modes of vibration
with the single-ion crystal field potential [45]. The contribution
to the temperature dependence of T is given by
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FIG. 3. Schematic overview of the interaction of CFEs and phonons. The line color of the CFEs represents the combined values of the
quadrupolar transition-matrix elements between the members of the crystal field ground state and excited states. Quadrupolar operators Q,, and
zone center phonon modes () of (a, b) Ho,Ti,O; and (c, d) Dy, Ti,O; are sorted by their symmetries (a, c) A and (b, d) E. The relevant phonon
modes (represented by solid lines) are quasidegenerate with a CFE supporting a strong quadrupolar matrix element of the correct symmetry.

Phonons that are not involved are shown by dotted lines.

where ¢, is the magnetoelastic coupling parameter for a
phonon and intermediate crystal field state |v;) at energy A;, r
is the number of ions per unit cell, and M the mass of an oxide
ion. The distribution function n; = [exp (A;/kgT) — 117!
provides the temperature dependence of the process, and
Z,(A;) is the partial phonon density of states (pPDOS) of
the anionic modes of vibration transforming according to
the representation p. The prefactors are absorbed into fitting
parameters such that I'(T') = Zi B;n; [45].

For an intermediate state i to enter the summation, we
require a finite matrix element for the quadrupolar operator
(Q,) for the transition between the initial ({a|) and inter-
mediate (Jv)) crystal field state and spectral overlap of this
state with a phonon (u,,) of identical symmetry (u labels the
irreducible representation of the operator or excitation). At the
rare-earth site, in D3; symmetry, there are three quadrupolar
operators with symmetry (A;,E,E), and the matrix element
for a transition (a|Q,|v) is finite if the direct product of the
representations () of the two states and the transition operator
contain the unit representation, y, X ¥, X Yo € Ay. There
are three possible combinations for finite matrix elements of
the magnetoelastic interaction operator: (1) ¥4, 0,04 = E; (2)
Yao = E, You = A; and 3) Va0« = E, y, = A. The initial
state |a) is a member of the ground-state doublet, and |v) is
an excited crystal field state; the final state |b) is the other
member of the ground-state doublet.

The transitions involved in the model are summarized in
Fig. 3. Using the wave functions of crystal field states [50],
we evaluated the quadrupolar matrix elements of the crystal
field transitions. Quasidegenerate (at the Brillouin zone center)
phonon modes of the correct symmetry were identified
from the phonon band structure [51]. The vibrational modes
involved are dominated by oxide ions in the 48 f position, so
we approximate Z,(A;) by the pPDOS of this site.

In Ho,Ti,O7, we find the two largest matrix elements
between the ground state and the doublets at E = 26.3 and
60 meV, and weaker matrix elements between the ground
state and the singlet and doublet at £ =21 and 22 meV.
Each of these transitions is quasidegenerate with a phonon
of appropriate symmetry, while the remaining transitions have
no overlap with a vibrational mode of E or A symmetry. For
Ho,Ti, 07, we construct our model using three intermediate

states at A; = 21.5, 26.3, and 60 meV, where the first
represents the effect of the weak matrix elements. In Dy, Ti,O7,
the intermediate states are those at E = 21, 31, and 43 meV.
The state at 91 meV also meets the symmetry requirements but
is outside the temperature window of this study. Other states
have large matrix elements, but no compatible phonon.

For Ho,Ti,O; we included both QENS and NSE data
in the fit, and since the states B; and B, have similar
energies and nearly identical pPDOS [51], we related their
values by the ratio of their quadrupolar matrix elements. The
resulting coefficients are B3 = 0.018, 0.2, and 0.79 meV.
For Dy,Ti,O, to reduce the number of fitting parameters,
the values of the parameters B, and B; were linearly related
using the energies of their CFEs, unity for the ratio of
the oxygen phonon density of states, and their quadrupolar
transition matrix elements. We obtained B; ;3 = 0.23, 0.49,
and 0.38 meV. As shown in Fig. 2, the model fits the relaxation
rates of both compounds very well. For Ho, Ti, O, relaxation
via the level at 26.3 meV describes the QENS width effectively
up to T =~ 250 K, and the third intermediate state at £ = 60
meV dominates at higher temperatures.

The values for the magnetoelastic coupling constants ¢,
extracted from the fitted parameters under these approxima-
tions [44] suggest that the magnetoelastic coupling is linear
(in energy), consistent with physical ingredients of the model.
To further verify our model, we sought direct evidence of
interactions between CFEs and phonons using a single crystal
of Ho,Ti,O7 and the triple-axis spectrometer HB3 at the High
Flux Isotope Reactor, Oak Ridge National Laboratory. The
(0,0,2) reflection of the beryllium monochromator provides
access to quite high energy transfers with good energy
resolution: using a pyrolytic graphite filter and analyzer
[(0,0,2) reflection], the energy resolution was AE ~ 1.7 meV
in the energy transfer window of 20-30 meV. With fixed
final energies of E; = 14.7 and 30.5 meV, we measured
energy scans in the range 18 < E < 33 meV at different
(0,0,]) positions that were either Brillouin zone centers
0,0,l =2,4,6,8,10,12) or boundaries (0,0,/ = 3,5,7,9), at
T =5, 200 K.

Figure 4(a) shows the two CFEs at E = 22 and 26.3 meV
and a phonon at E =~ 31 meV, measured at (0,0,8). The
intensities of the CFEs decrease as the temperature is raised,
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FIG. 4. CFE and phonon interactions in a single crystal of
Ho,Ti,O7. Two CFEs (E = 22 and 26.3 meV) and a phonon (E =
31 meV) can be seen. The CFEs can be measured at the zone center
(I = 8) and boundary (! = 7) and shift upward between 5 and 200 K.
(a) The CFE at E =22 meV disperses upward by 0.5 meV at the
zone center, where it intersects with an optical phonon [51]. (b, ¢)
The intensity of the two CFEs follows the magnetic form factor along
(0,0,1), except for the CFE at E = 22 meV which is boosted at zone
centers with strong phonon structure factors (! = 4n) (scan positions
of (a) are indicated by colored points).

and they shift upward in energy, while the intensity of the
phonon increases but its energy does not change. The upward
shift of the CFEs is also shown by the downward shift of the
excited state transitions T1 and T2 in Fig. 1(c). Comparison
of the same scan at / = 7,8 shows a resolution-limited sharp
peak for both CFEs with a 0.5-meV upward dispersion between
zone boundary and center for the first, but at identical energies
for the second. The ! dependence of the intensity of the
CFEs [Fig. 4(b)] follows the dipole magnetic form factor
at zone boundaries (I = n) and at zone centers where the
Fd3m space group forbids a Bragg reflection (I = 2n), but
the CFE at E &~ 22 meV has anomalously large intensity at
zone centers with strong Bragg reflections (I = 4n) while the
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CFE at E ~ 26.3 meV also follows the magnetic form factor
at these positions.

Phonon calculations [51] show that there is an optical
phonon with £ symmetry at £ ~ 22 meV at the zone center.
The phonon disperses away at the zone boundary, and its
structure factor is suppressed at zone centers where the Bragg
intensity is not allowed. Hence at all these positions (i.e.,
[ = n and I = 2n) both CFEs are unaffected and follow the
magnetic form factor. At those zone centers with a strong
Bragg reflection, the strong phonon structure factor boosts
the intensity well above the magnetic form factor, but the
observation of a single mode displaced from the energy of
the uncoupled zone boundary CFE or phonon shows that the
coupling pulls the two excitations into resonance; i.e., they are
not just coincident. Conversely, the phonon mode expected
to interact with the CFE at 26.3 meV was calculated to have a
very weak structure factor along (0,0,7), due to its polarization.
Hence we observe no signatures of coupling in this direction,
and this CFE also follows the magnetic form factor [Fig. 4(c)].

We have shown that the symmetries and wave functions
of CFEs and optical phonons can be used to construct a
physically realistic model for phonon-mediated spin-flipping
processes. Modes with the correct symmetry and energy exist
in the spin ices Ho,Ti,O7 and Dy,Ti,O7, and we presented
direct evidence of one of the couplings in Ho,Ti,O;. A
model based on these spin-lattice interactions describes the
high-temperature spin relaxation in both compounds very well.
We advance this model as the first microscopic description
of a spin-flipping mechanism in the spin ices Ho,Ti,O7 and
Dy,Ti,O7, and also as a quantification of the spin-lattice
interactions possible in these materials. Our investigation
sets the stage for microscopic investigations of the possible
quantum processes at low temperature, and their consequences
for collective monopole dynamics.

M.R. and TF. thank Oak Ridge National Laboratory
(ORNL) staff for support; P. Santini, B. Tomasello, C.
Castelnovo, R. Moessner, J. Quintanilla, and S. Giblin for
discussion; and the authors of Refs. [50,51] for related collab-
oration. Neutron-scattering experiments were carried out at the
continuous spallation neutron source SINQ at the Paul Scherrer
Institut at Villigen PSI in Switzerland; and High Flux Isotope
Reactor (HFIR) of ORNL, Oak Ridge, Tennessee, USA. Work
at PSI was partly funded by the SNSF (Schweizerischer Na-
tionalfonds zur Forderung der Wissenschaftlichen Forschung)
(Grants No. 200021 140862 and No. 200020 162626). Re-
search at Oak Ridge National Laboratory’s HFIR was spon-
sored by the Scientific User Facilities Division, Office of Basic
Energy Sciences, U.S. Department of Energy.

[1] N. Ishikawa, M. Sugita, and W. Wernsdorfer, Angew. Chem. Int.
Ed. 44, 2931 (2005).

[2] R. Giraud, W. Wernsdorfer, A. M. Tkachuk, D. Mailly, and B.
Barbara, Phys. Rev. Lett. 87, 057203 (2001).

[3] R. Giraud, A. M. Tkachuk, and B. Barbara, Phys. Rev. Lett. 91,
257204 (2003).

[4] S. Bertaina, B. Barbara, R. Giraud, B. Z. Malkin, M. V.
Vanuynin, A. I. Pominov, A. L. Stolov, and A. M. Tkachuk,
Phys. Rev. B 74, 184421 (2006).

[5] K. W. Becker, P. Fulde, and J. Keller, Z. Phys. B 28, 9
(1977).

[6] R. Orbach, Proc. R. Soc. London A 264, 458 (1961).

060414-4


https://doi.org/10.1002/anie.200462638
https://doi.org/10.1002/anie.200462638
https://doi.org/10.1002/anie.200462638
https://doi.org/10.1002/anie.200462638
https://doi.org/10.1103/PhysRevLett.87.057203
https://doi.org/10.1103/PhysRevLett.87.057203
https://doi.org/10.1103/PhysRevLett.87.057203
https://doi.org/10.1103/PhysRevLett.87.057203
https://doi.org/10.1103/PhysRevLett.91.257204
https://doi.org/10.1103/PhysRevLett.91.257204
https://doi.org/10.1103/PhysRevLett.91.257204
https://doi.org/10.1103/PhysRevLett.91.257204
https://doi.org/10.1103/PhysRevB.74.184421
https://doi.org/10.1103/PhysRevB.74.184421
https://doi.org/10.1103/PhysRevB.74.184421
https://doi.org/10.1103/PhysRevB.74.184421
https://doi.org/10.1007/BF01313943
https://doi.org/10.1007/BF01313943
https://doi.org/10.1007/BF01313943
https://doi.org/10.1007/BF01313943
https://doi.org/10.1098/rspa.1961.0211
https://doi.org/10.1098/rspa.1961.0211
https://doi.org/10.1098/rspa.1961.0211
https://doi.org/10.1098/rspa.1961.0211

PHONON-MEDIATED SPIN-FLIPPING MECHANISM IN ...

[7] C. B. P. Finn, R. Orbach, and W. P. Wolf, Proc. Phys. Soc. 77,
261 (2002).

[8] P. L. Scott and C. D. Jeffries, Phys. Rev. 127, 32 (1962).

[9] L. Thomas, F. Lionti, R. Ballou, D. Gatteschi, R. Sessoli, and
B. Barbara, Nature (London) 383, 145 (1996).

[10] L. Bokacheva, A. D. Kent, and M. A. Walters, Phys. Rev. Lett.
85, 4803 (2000).

[11] D. Gatteschi and R. Sessoli, Angew. Chem. Int. Ed. 42, 268
(2003).

[12] R.J. Blagg, L. Ungur, F. Tuna, J. Speak, P. Comar, D. Collison,
W. Wernsdorfer, E. J. L. Mclnnes, L. F. Chibotaru, and R. E. P.
Winpenny, Nat. Chem. 5, 673 (2013).

[13] M. N. Leuenberger and D. Loss, Nature (London) 410, 789
(2001).

[14] A. Ardavan, O. Rival, J. J. L. Morton, S. J. Blundell, A. M.
Tyryshkin, G. A. Timco, and R. E. P. Winpenny, Phys. Rev.
Lett. 98, 057201 (2007).

[15] L. Bogani and W. Wernsdorfer, Nat. Mater. 7, 179 (2008).

[16] N. V. Prokof’ev and P. C. E. Stamp, Rep. Prog. Phys. 63, 669
(2000).

[17] R.P. Feynmann and F. L. Vernon, Jr., Ann. Phys. 24, 118 (1963).

[18] S. Ghosh, R. Parthasarathy, T. Rosenbaum, and G. Aeppli,
Science 296, 2195 (2002).

[19] P. C. E. Stamp and I. S. Tupitsyn, Phys. Rev. B 69, 014401
(2004).

[20] C. Castelnovo, R. Moessner, and S. L. Sondhi, Nature (London)
451, 42 (2008).

[21] S. T. Bramwell and M. J. P. Gingras, Science 294, 1495 (2001).

[22] T. Fennell, P. P. Deen, A. R. Wildes, K. Schmalzl, D.
Prabhakaran, A. T. Boothroyd, R. J. Aldus, D. F. McMorrow, and
S. T. Bramwell, Science 326, 415 (2009).

[23] C. L. Henley, Annu. Rev. Condens. Matter Phys. 1, 179 (2010).

[24] 1. A. Ryzhkin, J. Exp. Theor. Phys. 101, 481 (2005).

[25] J. Snyder, J. S. Slusky, R. J. Cava, and P. Schiffer, Nature
(London) 413, 48 (2001).

[26] K. Matsuhira, Y. Hinatsu, and T. Sakakibara, J. Phys.: Condens.
Matter 13, L737 (2001).

[27] J. Snyder, B. G. Ueland, J. S. Slusky, H. Karunadasa, R. J. Cava,
A. Mizel, and P. Schiffer, Phys. Rev. Lett. 91, 107201 (2003).

[28] J. Snyder, B. G. Ueland, J. S. Slusky, H. Karunadasa, R. J. Cava,
and P. Schiffer, Phys. Rev. B 69, 064414 (2004).

[29] L. D. C. Jaubert and P. C. W. Holdsworth, Nat. Phys. 5, 258
(2009).

[30] M. E. Brooks-Bartlett, S. T. Banks, L. D. C. Jaubert, A. Harman-
Clarke, and P. C. W. Holdsworth, Phys. Rev. X 4,011007 (2014).

[31] H. D. Zhou, S. T. Bramwell, J.-G. Cheng, C. R. Wiebe, G. Li,
L. Balicas, J. A. Bloxsom, H. J. Silverstein, J.-S. Zhou, J. B.
Goodenough, and J. S. Gardner, Nat. Commun. 2, 478 (2011).

[32] J. A. Quilliam, L. R. Yaraskavitch, H. A. Dabkowska, B. D.
Gaulin, and J. B. Kycia, Phys. Rev. B 83, 094424 (2011).

[33] K. Matsuhira, C. Paulsen, E. Lhotel, C. Sekine, Z. Hiroi, and S.
Takagi, J. Phys. Soc. Jpn. 80, 123711 (2011).

RAPID COMMUNICATIONS

PHYSICAL REVIEW B 95, 060414(R) (2017)

[34] L. R. Yaraskavitch, H. M. Revell, S. Meng, K. A. Ross,
H. M. L. Noad, H. A. Dabkowska, B. D. Gaulin, and J. B.
Kycia, Phys. Rev. B 85, 020410(R) (2012).

[35] E. R. Kassner, A. B. Eyvazov, B. Pichler, T. J. S. Munsie, H. A.
Dabkowska, G. M. Luke, and J. C. S. Davis, Proc. Natl. Acad.
Sci. USA 112, 8549 (2015).

[36] H. Takatsu, K. Goto, H. Otsuka, R. Higashinaka, K.
Matsubayashi, Y. Uwatoko, and H. Kadowaki, J. Phys. Soc.
Jpn. 82, 104710 (2013).

[37] S. R. Giblin, S. T. Bramwell, P. C. W. Holdsworth, D.
Prabhakaran, and I. Terry, Nat. Phys. 7, 252 (2011).

[38] H. M. Revell, L. R. Yaraskavitch, J. D. Mason, K. A. Ross,
H. M. L. Noad, H. A. Dabkowska, B. D. Gaulin, P. Henelius,
and J. B. Kycia, Nat. Phys. 9, 34 (2012).

[39] C. Paulsen, M. J. Jackson, E. Lhotel, B. Canals, D. Prabhakaran,
K. Matsuhira, S. R. Giblin, and S. T. Bramwell, Nat. Phys. 10,
135 (2014).

[40] C. Paulsen, S. R. Giblin, E. Lhotel, D. Prabhakaran, G.
Balakrishnan, K. Matsuhira, and S. T. Bramwell, Nat. Phys.
12, 661 (2016).

[41] B. Tomasello, C. Castelnovo, R. Moessner, and J. Quintanilla,
Phys. Rev. B 92, 155120 (2015).

[42] J. G. Rau and M. J. P. Gingras, Phys. Rev. B 92, 144417 (2015).

[43] G. Ehlers, A. L. Cornelius, M. Orend4¢, M. Kajiakovd, T.
Fennell, S. T. Bramwell, and J. S. Gardner, J. Phys.: Condens.
Matter 15, L9 (2002).

[44] See Supplemental Material at http://link.aps.org/supplemental/
10.1103/PhysRevB.95.060414 for further details of sample
characterization and experimental procedures, estimation of
magnetoelastic coupling constants, and description of the
relationship between our model and previous descriptions of
relaxation processes in spin ices.

[45] S. W. Lovesey and U. Staub, Phys. Rev. B 61, 9130 (2000).

[46] P. Babkevich, A. Finco, M. Jeong, B. Dalla Piazza, I. Kovacevic,
G. Klughertz, K. W. Kramer, C. Kraemer, D. T. Adroja, E.
Goremychkin, T. Unruh, T. Strassle, A. Di Lieto, J. Jensen, and
H. M. Ronnow, Phys. Rev. B 92, 144422 (2015).

[47] A. T. Boothroyd, Phys. Rev. B 64, 066501 (2001).

[48] F. Juranyi, S. Janssen, J. Mesot, L. Holitzner, C. Kagi, R. Tuth,
R. Biirge, M. Christensen, D. Wilmer, and R. Hempelmann,
Chem. Phys. 292, 495 (2003).

[49] G. Ehlers, A. L. Cornelius, T. Fennell, M. M. Koza, S. T.
Bramwell, and J. S. Gardner, J. Phys.: Condens. Matter 16,
S635 (2004).

[50] M. Ruminy, E. Pomjakushina, K. Iida, K. Kamazawa, D. T.
Adroja, U. Stuhr, and T. Fennell, Phys. Rev. B 94, 024430
(2016).

[51] M. Ruminy, M. N. Valdez, B. Wehinger, A. Bosak, D. T.
Adroja, U. Stuhr, K. Tida, K. Kamazawa, E. Pomjakushina,
D. Prabakharan, M. K. Haas, L. Bovo, D. Sheptyakov, A.
Cervellino, R. J. Cava, M. Kenzelmann, N. A. Spaldin, and
T. Fennell, Phys. Rev. B 93, 214308 (2016).

060414-5


https://doi.org/10.1088/0370-1328/77/2/305
https://doi.org/10.1088/0370-1328/77/2/305
https://doi.org/10.1088/0370-1328/77/2/305
https://doi.org/10.1088/0370-1328/77/2/305
https://doi.org/10.1103/PhysRev.127.32
https://doi.org/10.1103/PhysRev.127.32
https://doi.org/10.1103/PhysRev.127.32
https://doi.org/10.1103/PhysRev.127.32
https://doi.org/10.1038/383145a0
https://doi.org/10.1038/383145a0
https://doi.org/10.1038/383145a0
https://doi.org/10.1038/383145a0
https://doi.org/10.1103/PhysRevLett.85.4803
https://doi.org/10.1103/PhysRevLett.85.4803
https://doi.org/10.1103/PhysRevLett.85.4803
https://doi.org/10.1103/PhysRevLett.85.4803
https://doi.org/10.1002/anie.200390099
https://doi.org/10.1002/anie.200390099
https://doi.org/10.1002/anie.200390099
https://doi.org/10.1002/anie.200390099
https://doi.org/10.1038/nchem.1707
https://doi.org/10.1038/nchem.1707
https://doi.org/10.1038/nchem.1707
https://doi.org/10.1038/nchem.1707
https://doi.org/10.1038/35071024
https://doi.org/10.1038/35071024
https://doi.org/10.1038/35071024
https://doi.org/10.1038/35071024
https://doi.org/10.1103/PhysRevLett.98.057201
https://doi.org/10.1103/PhysRevLett.98.057201
https://doi.org/10.1103/PhysRevLett.98.057201
https://doi.org/10.1103/PhysRevLett.98.057201
https://doi.org/10.1038/nmat2133
https://doi.org/10.1038/nmat2133
https://doi.org/10.1038/nmat2133
https://doi.org/10.1038/nmat2133
https://doi.org/10.1088/0034-4885/63/4/204
https://doi.org/10.1088/0034-4885/63/4/204
https://doi.org/10.1088/0034-4885/63/4/204
https://doi.org/10.1088/0034-4885/63/4/204
https://doi.org/10.1016/0003-4916(63)90068-X
https://doi.org/10.1016/0003-4916(63)90068-X
https://doi.org/10.1016/0003-4916(63)90068-X
https://doi.org/10.1016/0003-4916(63)90068-X
https://doi.org/10.1126/science.1070731
https://doi.org/10.1126/science.1070731
https://doi.org/10.1126/science.1070731
https://doi.org/10.1126/science.1070731
https://doi.org/10.1103/PhysRevB.69.014401
https://doi.org/10.1103/PhysRevB.69.014401
https://doi.org/10.1103/PhysRevB.69.014401
https://doi.org/10.1103/PhysRevB.69.014401
https://doi.org/10.1038/nature06433
https://doi.org/10.1038/nature06433
https://doi.org/10.1038/nature06433
https://doi.org/10.1038/nature06433
https://doi.org/10.1126/science.1064761
https://doi.org/10.1126/science.1064761
https://doi.org/10.1126/science.1064761
https://doi.org/10.1126/science.1064761
https://doi.org/10.1126/science.1177582
https://doi.org/10.1126/science.1177582
https://doi.org/10.1126/science.1177582
https://doi.org/10.1126/science.1177582
https://doi.org/10.1146/annurev-conmatphys-070909-104138
https://doi.org/10.1146/annurev-conmatphys-070909-104138
https://doi.org/10.1146/annurev-conmatphys-070909-104138
https://doi.org/10.1146/annurev-conmatphys-070909-104138
https://doi.org/10.1134/1.2103216
https://doi.org/10.1134/1.2103216
https://doi.org/10.1134/1.2103216
https://doi.org/10.1134/1.2103216
https://doi.org/10.1038/35092516
https://doi.org/10.1038/35092516
https://doi.org/10.1038/35092516
https://doi.org/10.1038/35092516
https://doi.org/10.1088/0953-8984/13/31/101
https://doi.org/10.1088/0953-8984/13/31/101
https://doi.org/10.1088/0953-8984/13/31/101
https://doi.org/10.1088/0953-8984/13/31/101
https://doi.org/10.1103/PhysRevLett.91.107201
https://doi.org/10.1103/PhysRevLett.91.107201
https://doi.org/10.1103/PhysRevLett.91.107201
https://doi.org/10.1103/PhysRevLett.91.107201
https://doi.org/10.1103/PhysRevB.69.064414
https://doi.org/10.1103/PhysRevB.69.064414
https://doi.org/10.1103/PhysRevB.69.064414
https://doi.org/10.1103/PhysRevB.69.064414
https://doi.org/10.1038/nphys1227
https://doi.org/10.1038/nphys1227
https://doi.org/10.1038/nphys1227
https://doi.org/10.1038/nphys1227
https://doi.org/10.1103/PhysRevX.4.011007
https://doi.org/10.1103/PhysRevX.4.011007
https://doi.org/10.1103/PhysRevX.4.011007
https://doi.org/10.1103/PhysRevX.4.011007
https://doi.org/10.1038/ncomms1483
https://doi.org/10.1038/ncomms1483
https://doi.org/10.1038/ncomms1483
https://doi.org/10.1038/ncomms1483
https://doi.org/10.1103/PhysRevB.83.094424
https://doi.org/10.1103/PhysRevB.83.094424
https://doi.org/10.1103/PhysRevB.83.094424
https://doi.org/10.1103/PhysRevB.83.094424
https://doi.org/10.1143/JPSJ.80.123711
https://doi.org/10.1143/JPSJ.80.123711
https://doi.org/10.1143/JPSJ.80.123711
https://doi.org/10.1143/JPSJ.80.123711
https://doi.org/10.1103/PhysRevB.85.020410
https://doi.org/10.1103/PhysRevB.85.020410
https://doi.org/10.1103/PhysRevB.85.020410
https://doi.org/10.1103/PhysRevB.85.020410
https://doi.org/10.1073/pnas.1511006112
https://doi.org/10.1073/pnas.1511006112
https://doi.org/10.1073/pnas.1511006112
https://doi.org/10.1073/pnas.1511006112
https://doi.org/10.7566/JPSJ.82.104710
https://doi.org/10.7566/JPSJ.82.104710
https://doi.org/10.7566/JPSJ.82.104710
https://doi.org/10.7566/JPSJ.82.104710
https://doi.org/10.1038/nphys1896
https://doi.org/10.1038/nphys1896
https://doi.org/10.1038/nphys1896
https://doi.org/10.1038/nphys1896
https://doi.org/10.1038/nphys2466
https://doi.org/10.1038/nphys2466
https://doi.org/10.1038/nphys2466
https://doi.org/10.1038/nphys2466
https://doi.org/10.1038/nphys2847
https://doi.org/10.1038/nphys2847
https://doi.org/10.1038/nphys2847
https://doi.org/10.1038/nphys2847
https://doi.org/10.1038/nphys3704
https://doi.org/10.1038/nphys3704
https://doi.org/10.1038/nphys3704
https://doi.org/10.1038/nphys3704
https://doi.org/10.1103/PhysRevB.92.155120
https://doi.org/10.1103/PhysRevB.92.155120
https://doi.org/10.1103/PhysRevB.92.155120
https://doi.org/10.1103/PhysRevB.92.155120
https://doi.org/10.1103/PhysRevB.92.144417
https://doi.org/10.1103/PhysRevB.92.144417
https://doi.org/10.1103/PhysRevB.92.144417
https://doi.org/10.1103/PhysRevB.92.144417
https://doi.org/10.1088/0953-8984/15/2/102
https://doi.org/10.1088/0953-8984/15/2/102
https://doi.org/10.1088/0953-8984/15/2/102
https://doi.org/10.1088/0953-8984/15/2/102
http://link.aps.org/supplemental/10.1103/PhysRevB.95.060414
https://doi.org/10.1103/PhysRevB.61.9130
https://doi.org/10.1103/PhysRevB.61.9130
https://doi.org/10.1103/PhysRevB.61.9130
https://doi.org/10.1103/PhysRevB.61.9130
https://doi.org/10.1103/PhysRevB.92.144422
https://doi.org/10.1103/PhysRevB.92.144422
https://doi.org/10.1103/PhysRevB.92.144422
https://doi.org/10.1103/PhysRevB.92.144422
https://doi.org/10.1103/PhysRevB.64.066501
https://doi.org/10.1103/PhysRevB.64.066501
https://doi.org/10.1103/PhysRevB.64.066501
https://doi.org/10.1103/PhysRevB.64.066501
https://doi.org/10.1016/S0301-0104(03)00175-7
https://doi.org/10.1016/S0301-0104(03)00175-7
https://doi.org/10.1016/S0301-0104(03)00175-7
https://doi.org/10.1016/S0301-0104(03)00175-7
https://doi.org/10.1088/0953-8984/16/11/010
https://doi.org/10.1088/0953-8984/16/11/010
https://doi.org/10.1088/0953-8984/16/11/010
https://doi.org/10.1088/0953-8984/16/11/010
https://doi.org/10.1103/PhysRevB.94.024430
https://doi.org/10.1103/PhysRevB.94.024430
https://doi.org/10.1103/PhysRevB.94.024430
https://doi.org/10.1103/PhysRevB.94.024430
https://doi.org/10.1103/PhysRevB.93.214308
https://doi.org/10.1103/PhysRevB.93.214308
https://doi.org/10.1103/PhysRevB.93.214308
https://doi.org/10.1103/PhysRevB.93.214308



