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Abstract: The aim of this project is to determine the imaging capabilities of a 25 μm pixel pitch
GaAs:Cr sensor of 500 μm thickness bump-bonded to the charge integrating MÖNCH 03 readout
chip (also called GaAs-MÖNCH assembly) and to assess the possibility to improve the spatial
resolution by applying a position interpolation algorithm developed at PSI.

Measurements were performed at the TOMCAT beamline of the Swiss Light Source (SLS) using
photon beams in the energy range of 10–30 keV. The imaging experiments indicate the possibility
to enhance the spatial resolution of the detector beyond its actual physical pixel pitch. We have
quantified the spatial resolution of a GaAs-MÖNCH assembly by means of the modulation transfer
function (MTF), achieving 10 μm at 10 keV and 12 μm at 20 keV photon energies. By applying
a modified interpolation algorithm, a spatial resolution of ∼ 5 μm was obtained for 16 keV when
binning to 2.5 μm virtual pixels, while with the silicon-MÖNCH assembly, we achieved a spatial
resolution of 3.5 μm, which serves as gold standard.

The results are promising because they open new possibilities to perform imaging measurements
using the GaAs-MÖNCH assembly at photon energies above 15 keV, where silicon sensors suffer
from a diminishing quantum efficiency.

Keywords: Hybrid detectors; Image processing; X-ray detectors

∗Corresponding author.

c© 2022 The Author(s). Published by IOP Publishing Ltd on behalf of
Sissa Medialab. Original content from this work may be used under the

terms of the Creative Commons Attribution 4.0 licence. Any further distribution of this
work must maintain attribution to the author(s) and the title of the work, journal citation
and DOI.

https://doi.org/10.1088/1748-0221/17/04/P04007

mailto:dominic.greiffenberg@psi.ch
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1088/1748-0221/17/04/P04007


2
0
2
2
 
J
I
N
S
T
 
1
7
 
P
0
4
0
0
7

Contents

1 Introduction 1

2 Material and methods 2
2.1 The MÖNCH detector 2
2.2 Experimental setup 3

3 Preliminary results 4
3.1 Characterization of the GaAs sensor 4
3.2 Gain calibration and noise measurement 5
3.3 Position interpolation algorithm 9
3.4 High resolution imaging with GaAs 10
3.5 Measurement of the modulation transfer function (MTF) 13

4 Conclusion and outlook 14

1 Introduction

In contrast to silicon-based sensors, high-Z sensor materials such as gallium arsenide (GaAs) provide
a higher quantum efficiency for the detection of hard X-rays with energies above 15 keV, which
motivates the development of GaAs X-ray detectors for imaging applications [1]. For instance, a
500 μm thick GaAs sensor (as used in this study) provides an absorption efficiency > 99% for 15 keV
photons in comparison to 79%, achieved with a 650 μm thick silicon (Si) sensor [2]. The difference
in absorption efficiency further increases at higher energies e.g, when using 30 keV photons, the
absorption efficiency of GaAs is 97% compared to 20% when using Si.

However, high-Z sensors require a careful characterization to better understand their performance.
In comparison to Si, high-Z sensors typically suffer from crystal inhomogeneities, incomplete charge
collection, charge (de-)trapping effects, and high-energy fluorescence photons [3–5]. For instance,
fluorescence photons in GaAs sensors are emitted at EGa K𝛼1 = 9.25 keV and EAs K𝛼1 = 10.54 keV,
which have attenuation lengths of _Ga = 40.6 μm and _As = 15.6 μm compared to fluorescence of Si
at ESi K𝛼1 = 1.74 keV which has an attenuation length of _Si = 11.9 μm. This means that when using
pixels with a dimension of 25 μm, there is a non-negligible probability in GaAs, that fluorescence
photons escape from the pixel where the primary X-ray has been absorbed and deposit their energy
in a neighboring pixel, degrading the spatial resolution [6, 7].

On the other hand, recent studies performed with chromium-compensated gallium arsenide
(GaAs:Cr) sensors have shown that its performance is superior to previous generations of GaAs
X-ray sensors without chromium compensation [8–10], encouraging the use of these sensors. In
particular, GaAs:Cr bump-bonded to the charge integrating (CI) detector JUNGFRAU with 75 μm
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pixel pitch has proven to be a promising X-ray detector for applications at synchrotron facilities up
to photon energies of 60 keV [11].

Several studies have thoroughly characterized GaAs:Cr sensors with pixel pitches between 55
and 250 μm and encountered additional challenges such as non-uniformities leading to variations in
the effective pixel size [3, 9–13].

While the charge sharing between adjacent pixels limits the minimal pixel size in single photon
counting (SPC) high granularity detectors, we can take advantage of the charge shared among
neighbouring pixels in CI detectors to efficiently reconstruct the photon hit position, as previously
shown for Si sensors [14–16].

The novelty of this work lies in the use of a very small pixel pitch charge integrating detec-
tor, which allows to measure the charge cloud distribution of every photon with higher spatial
resolution in comparison to previous works performed with high-Z sensors bump-bonded to SPC
detectors [12, 17, 18].

The spatial resolution and the imaging capabilities of the 25 μm pitch MÖNCH charge integrating
readout chip bump-bonded to a GaAs:Cr sensor (GaAs-MÖNCH) are compared to a MÖNCH chip
combined with a 650 μm thick silicon sensor (Si-MÖNCH), which serves as a gold standard. Previous
imaging measurements acquired with a Si sensor mounted to the charge integrating MÖNCH readout
chip have proven that it is possible to use interpolation algorithms to enhance the spatial resolution
beyond the actual pixel size, achieving a spatial resolution of the order of a few microns [14–16, 19].

First imaging experiments performed with MÖNCH combined to GaAs and Si sensors acquired
at the TOMCAT beamline of the Swiss Light Source (SLS) at energies between 10 keV and 30 keV
will be presented. In particular, processed images both with the physical pixel pitch and with virtual
pixel pitches smaller than the native size, after applying the interpolation algorithm, will be shown
in section 3.4. Moreover, a quantitative evaluation of the spatial resolution by means of determining
the modulation transfer function (MTF) as a function of the energy and interpolated bin size will be
presented in section 3.5.

2 Material and methods

2.1 The MÖNCH detector

The MÖNCH readout chip [20] is a charge-integrating hybrid pixel detector being developed at
PSI, which has a matrix of 400 × 400 square pixels of 25 μm pitch covering an active area of
1 × 1 cm2. The MÖNCH 03 pixel architecture comprises a charge integrating preamplifier followed
by a correlated double sampling (CDS) stage to remove low frequency noise contributions [21].
Each amplification stage offers the possibility to statically adjust the gain, thus being able to achieve
the best compromise between signal-to-noise ratio (SNR) and dynamic range. Using the high gain
settings in the CDS and in the preamplifier, a very low noise of 150 eV r.m.s was measured with
a Si-MÖNCH assembly [16]. With the present readout system, the detector can be operated at a
maximum frame rate of 1.66 kHz [15, 22].

Measurements were performed with chromium compensated GaAs (GaAs:Cr) and silicon
sensors bump-bonded to the MÖNCH 03 ASIC (Application Specific Integrated Circuit) using
a standard indium bump-bonding technique developed in-house at PSI [10]. GaAs:Cr sensors
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Table 1. Properties and settings of the sensors used in this study. The housing of the detector was cooled with a
liquid coolant (mixture of water and glycol) to a temperature of +15 °C using a chiller. See more details in [20].

Material Thickness Bias V Exposure time Gain settings
GaAs:Cr 500 μm −300 V 6 μs CDS gain 1 and preamp in HG (G1HG)
Si 650 μm 300 V 1 ms CDS gain 4 and preamp in HG (G4HG)

based on LEC (Liquid Encapsulated Czrochalski) material were provided by the Tomsk State
University [11, 23].

In the current MÖNCH prototype, the whole signal chain was optimized for hole collection to
work with p-in-n Si sensors (see further details in [20]). For a Si sensor applying high gain (HG) in
the preamplifier and a gain of 4 (G4) in the CDS maximizes the total gain and minimizes the noise,
still providing enough dynamic range for our tests (about 40 keV).

Conversely, in the case of GaAs:Cr sensors preferably electrons are collected. As GaAs:Cr
sensors are operated as photo resistors compared to silicon sensors which are operated as diodes, the
dark current of GaAs:Cr sensors is much higher than that of the silicon sensors, which leads to an
increased noise and which decreases the dynamic range proportionally to the acquisition time. In
order to have a comparable dynamic range of 40 keV we can keep the preamplifier in HG, but we
need to use a lower gain in the CDS (G1). As a consequence, the electronic noise will be higher but
still allowing single photon resolution in the energy range of interest.

The analog signal of each pixel is digitized off chip with a 14 bit 40 Msamples/s ADC (Analog-
to-Digital Converter). Each of the 32 ADC channels digitizes the signals of a group of pixels called
‘supercolumn’ (25 × 200 pixels). The digital signal is measured in ADU (analog-to-digital unit) and
it can easily be converted into keV, as explained in section 3.2.

To avoid saturation of the preamplifier due to the higher dark current of GaAs, a shorter exposure
time was used for GaAs (6 μs) than for silicon (1 ms). Details on the detector settings used for the
experiment are summarized in table 1.

2.2 Experimental setup

The experiments were performed at the TOMCAT beamline [24] of the Swiss Light Source (SLS)
using monochromatic photons with an energy ranging between 10 keV and 30 keV, selected using
the Si〈111〉 crystal monochromator.

A 2 μm thick gold pattern on a 200 μm thick silicon wafer fabricated at LMN (PSI) and a
tungsten edge were used as imaging samples for comparing the resolution capabilities of the GaAs
and silicon sensors. At each energy, flat-field1 measurements were taken in order to perform the
flat-field corrections typically used for imaging detectors [25].

In order to further explore the resolution limits of MÖNCH by means of the position interpolation
algorithm, the photons need to be spatially (and temporally) separated to avoid pile-up events, which
happens when more than a single photon impinges on the same pixel cluster during the exposure time.

1A flat-field image is acquired when the detector is uniformly illuminated, thus producing a flat illumination across the
detector. The flat-field normalization corrects for the stationary non-uniformities in detector response and beam profile.
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In the case of MÖNCH, the single photon regime can be obtained when operated at low photon
fluxes and/or short exposure times (e.g., the optimal 1% photon occupancy 𝜑 is obtained with a flux
of ∼ 3 × 105 photons/mm2/s with 6 μs exposure time) [26]. To meet the conditions required for
applying the interpolation algorithm (see section 3.3), different combinations of filters were used to
attenuate the beam in order to have isolated photons. In this work, data collection was performed
with a photon occupancy 𝜑 ranging between 2% and 5%.

Due to the required low flux, at least 10 million frames were collected at each energy with and
without the sample to have enough statistics to apply the interpolation algorithm. High statistics are
necessary because the photons will be redistributed to virtual pixels with pixel dimensions below the
native pixel pitch. This implies that by interpolating to 1/10 of the native pixel size, the statistics per
virtual pixel are reduced to 1/100.

Since each measurement lasted ∼ 160 minutes, and the beam profile and the intensities were
not stable during the acquisition, the flat-field corrections did not work properly.

3 Preliminary results

3.1 Characterization of the GaAs sensor

In preparation of the imaging experiments, it was necessary to characterize the GaAs-MÖNCH
assembly to understand the performance of the sensor material and readout chip in absence of
photons.

The pedestal is the dark signal mainly given by the integrated dark current in the readout chain
during a specific exposure time, the sensor conditions (applied bias voltage and sensor temperature)
and the gain settings of the preamplifier and CDS. The pedestal also reflects the mismatch between
pixels (e.g. reset level, readout offset). The pedestal signal of each pixel can be corrected by acquiring
a large number of empty frames 𝑁 > 1000 and subtracting the average value for each pixel. The
pedestal value measured in ADU is acquired before and after each experiment to correct for pedestal
drifts, which can occur during long data acquisitions.

The standard deviation of the pedestal for each pixel gives an indication of its electronic noise
in units of ADU. It is evaluated by fitting a Gaussian function to the distribution of the pedestal peak
of each pixel.

An example of the pedestal map acquired with a GaAs:Cr sensor bump-bonded to MÖNCH 03
ASIC with the settings listed in table 1 is shown in figure 1(a). From the pedestal map it is possible
to evaluate the quality of the bump-bonding process. Figure 1(a) shows a bump-bonding yield of
99.1 %, excluding the two rows of pixels in the middle of the sensor. This artifact is due to a mistake
in the indium mask, creating shorts and some faulty pixels in saturation.

The structures that are visible in the 2D map correspond to dislocation networks and inhomo-
geneities of the semiconductor crystal [23, 27]. They produce variations of the electric properties of
the sensor material, such as local differences in resistivity and charge carrier lifetimes, also reflected
in the dark current.

One of the advantages of using small pixels is that it allows the visualization of these structures
with a high spatial resolution. Figure 1(b) shows an example of a structure which has dimensions of
∼ 20 × 25 pixels (i.e. 500 × 625 μm2 in size) and substructures of the order of a few tens of microns,
which would be smeared out using 55–75 μm pixels, as in previous studies [4].
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(a) (b)

Figure 1. (a) Pedestal map in ADU of a 1 × 1 cm2 GaAs-MÖNCH assembly taken with 6 μs exposure time,
sensor bias voltage of -300 V and T=+15 °C. The white region in the middle of the sensor are pixels which
were not bump-bonded due to a mistake in the indium mask (see section 3.1). (b) Enlarged image of the region
marked in image (a), consisting of an ROI of 40× 40 pixels (i.e. 1×1 mm2), normalized to the maximum value.

3.2 Gain calibration and noise measurement

As a result of the very small pixel size of MÖNCH, there is always a significant amount of charge
shared among neighbouring pixels. This effect mainly depends on the sensor material, applied
voltage and the energy of the absorbed photon. For instance, in 300 μm thick silicon sensors, ∼ 95%
of the incoming 16 keV photons share charge with neighboring pixels [26], and a single pixel in
most cases only collects a fraction of the charge generated by the incoming photon.

For this reason, in order to retrieve the total energy of the photon, it is necessary to identify all
pixels collecting charge generated by the same impinging photon. This is achieved by locating the
events where either the signal of a single pixel or the sum of the signals of the neighbors (cluster)
is above a certain threshold, defined by a multiple of the electronic noise (usually 5×𝜎𝑒). When
a photon event is identified, pixel clusters of different size are assigned to the pixel collecting the
highest signal. A 3 × 3 pixel cluster consists of the pixels with the highest signal and its neighbors,
while clusters of 2 × 2 pixels are obtained by identifying the 2 × 2 cluster with the highest signal
within the 3 × 3 cluster. More details about the cluster finder algorithm (CFA) can be found in [22].

The data calibration was performed as follows:

• First, the energy spectra using different cluster sizes were generated for each pixel at each
energy, yielding the cluster spectra as shown in figure 2. This figure shows an example of
the energy spectra of 16 keV photons for an arbitrarily chosen pixel of the GaAs-MÖNCH
assembly for different cluster sizes 2× 2 (blue curve) and 3× 3 (green curve) together with the
single channel spectrum (black curve) and central pixel (red curve). The 𝑥-axis is expressed in
ADU units.

– 5 –
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Figure 2. Comparison of single channel spectrum (black curve), central pixel (red curve) and, the 2 × 2 and
3 × 3 cluster spectra for a single pixel measured at 16 keV photons in ADU units (see section 3.2).

The single channel spectrum (black curve) represents the value of the pixel whenever it belongs
to a cluster detected by the algorithm and no peak is visible because a single pixel only collects
a fraction of the charge generated by a photon. The central pixel curve (red curve) takes into
account only the pixel with the highest signal of the 3 × 3 cluster and reflects the fact that the
charge is never collected by a single pixel, because of the dimension of the charge cloud with
respect to the pixel pitch. The photon peak at ∼ 180 ADU is due to the partial collection of
the charge generated by 16 keV photons and the lower peak at ∼ 80 ADU is probably arising
from the escape peaks of the fluorescence of Ga and As. The central pixel collects ∼ 35% of
the total charge in comparison to the 3 × 3 cluster spectrum. The photon peak of the 3 × 3
clusters at ∼ 495 ADU (green curve) is related to the photon energy of 16 keV and the smaller
peak around ∼ 200 ADU corresponds to the escape peaks of Ga and As, while in the case of
the 2 × 2 clusters the photon peak is at ∼ 435 ADU (and at about ∼ 180 ADU for the escape
peak). A slightly increase of the peak width of the 3 × 3 cluster spectrum (7.4% with respect
to 6.9%) is due to the higher number of pixels in the pixel cluster contributing to the overall
noise of the spectrum. Also, as can be seen in the figure, the photon peak position is reduced
compared to the spectra of the 3 × 3 clusters, since the 2 × 2 cluster-size does not contain all
the charge deposited by the absorbed photons. Therefore, the 3 × 3 cluster was used for the
calculation of the gain map and for the interpolation algorithm, in order to achieve a more
accurate measurement of the spatial and energy resolution.

• Secondly, a single pixel calibration was performed by assigning the total signal of a cluster
to the pixel with the highest signal and by fitting the 3 × 3 cluster spectrum obtained with a
Gaussian function. The gain i.e., the energy conversion factor in ADU/keV was obtained for
each pixel by normalizing the peak position to the photon energy.

Figure 3(a) shows an example of the gain map, while figure 3(b) shows the corresponding gain
distribution over the full sensitive area of the detector. The dislocation networks are visible in the
gain map.
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(a) (b)

Figure 3. (a) Gain map of the sensor measured with 12 keV photons. The white areas in the bottom part
are faulty pixels in which the 3 × 3 cluster spectrum could not be calculated. (b) The corresponding gain
distribution over the full sensitive area of the detector (blue line) indicates the average gain `gain. The red line
shows the Gaussian fit of the peak and the corresponding mean gain value as `.

A mean gain value of `gain = (31.1± 2.2) ADU/keV was measured in G1HG settings. The gain
map is approximately uniform over the active area of the detector with a variation of less than 7%
(r.m.s). A major contribution to the gain variation is due to the gain variations of the output buffer,
visible in the vertical 25 pixel wide columns (supercolumns) of slightly different gain.

After applying the gain conversion factor of each pixel to the noise of each pixel in units of
ADU and, using the electron-hole pair creation energy of WGaAs = 4.2 eV in GaAs [23], the noise
is converted to ENC (Equivalent Noise Charge) i.e., the signal at the input of the preamplifier
which would result in the measured noise value [28]. We found an average electronic noise of
𝜎𝑒 = 80.4 ± 9.5 e− ENC, equivalent to 338 ± 40 eV.

Figure 4 shows the 3×3 cluster energy spectra for a region of interest (ROI) of pixels2 calibrated
using the gain value of each pixel at different photon energies in the range between 10 keV and
30 keV. All energy spectra contain the escape peaks due to fluorescence photons from Ga and As.
For instance, the spectrum at 30 keV has two additional peaks at 10 keV, coming from fluorescence
photons of Ga or As which were not absorbed within the 3 × 3 pixel cluster3, and an escape peak at
20 keV, corresponding to the difference between the primary photon energy of 30 keV and the energy
of the fluorescence photons which escape the pixel cluster. The high energy tail which is visible in

2An ROI was selected to ensure comparability of the results at the different photon energies because at the TOMCAT
beamline, the vertical size of the beam becomes smaller for higher energies, and we could not cover the same field of view
as at low energies.

3The absorption K-edges for Ga and As are 10.37 keV and 11.87 keV, respectively. As a result, fluorescence photons
are emitted at EGa K𝛼1 = 9.25 keV and EAs K𝛼1 = 10.54 keV. The mean free paths of these fluorescence photons are
40.6 μm and 15.6 μm, respectively [29].
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Figure 4. Comparison of the 3 × 3 cluster energy spectra after calibrating each pixel with its conversion gain
factor for an ROI of 180 × 147 pixels at different energies between 10 keV and 30 keV. Spectra have been
normalized to the photon peak for comparison.

Table 2. Measured energy resolution compared to the ideal one calculated from the electronic noise and the
fluctuation of the generated charge carriers as a function of the photon energy and of the photon occupancy.

E FWHMmeas FWHMmeas/E FWHMFano FWHMnoise FWHMmeas/FWHMtheo 𝜑

(keV) (keV) (%) (keV) (keV) (%) (%)
10 2.80 28.0 0.071 2.38 117.6 3
12 2.92 24.3 0.077 2.38 122.7 2
16 2.87 17.9 0.090 2.38 120.6 2
20 3.02 15.1 0.100 2.38 126.7 3
30 3.82 12.7 0.123 2.38 160.5 5

the spectra, particularly at 30 keV, is due to pile-up photons arising from the photon occupancy used
during the measurement which was slightly too high.

The measured full width half maximum (FWHMmeas), calculated from fitting the photon peak
with a Gaussian, ranges from 2.8 to 3.8 keV at 10 keV and 30 keV, respectively (see table 2). The energy
resolution is mainly determined by the electronic noise, FWHMnoise = 2.35 ×

√
9 × 𝜎𝑒 × WGaAs =

2.38 keV, while the fluctuations of the primary charge-carrier creation are negligible FWHMFano =

WGaAs ×
√︁
𝐹 × 𝐸/WGaAs (about 120 eV at 30 keV considering a Fano Factor F=0.12 [30]).

However, we can see that FWHMmeas is larger than FWHMtheo =

√︃
FWHM2

noise + FWHM2
Fano

(∼ 18% at 10 keV up to ∼ 60% at 30 keV) mainly due to fluorescence and high photon occupancy.
A high photon occupancy gives rise to a high energy tail of the photon peak which deteriorates the
energy resolution, due to charge coming from photons absorbed in neighboring pixels, as visible in
figure 4. The energy resolution is also affected by the energy dependence of the fluorescence yield,
which is absent at 10 keV (below the K-edges of Ga and As at 10.4 keV and 11.9 keV, respectively)
and is maximum just above the K-edges of Ga and As i.e., at 12 keV in the case of the energies used
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(a) Photon hit map (b) Pedestal image (c) Gain map

Figure 5. Zoom of the (a) flat field image at 16 keV, (b) pedestal map and (c) gain map for the same ROI of
100 × 100 pixels (2.5 × 2.5 mm2). For comparison purposes, the distributions have been normalized to the
mean value.

in this study [31], since the CFA can not distinguish between primary photons and the fluorescence
photons. In particular, Ga fluorescence photons can escape out of the 3 × 3 pixel cluster, due to their
40 μm absorption length, which is larger than the pixel pitch of the detector. Increasing the cluster
size by adding more pixels would mitigate this effect, but still deteriorating the energy resolution
due to the summation of the electronic noise of more channels and increasing of the pile up tail.

The detector response to a uniform radiation field (flat field) is shown in figure 5(a), which
corresponds to the 2D hit map acquired at 16 keV energy photons. The structures visible in the flat-
field image correspond to similar artefacts in the pedestal and in the gain map (see figure 5(b), 5(c)),
indicating that there is a correlation between these quantities. These structures are probably due
to the dislocation network and defects of the crystal which affect the electric field and therefore
the charge collection [10, 13]. Since the structures of the sensor are stable in time it is possible
to subtract the pedestal signal, gain correct, and flat-field normalize the images. However, this
motivates a study of their effects on the imaging performance of the detector.

3.3 Position interpolation algorithm

The position interpolation algorithm is based on the [ algorithm previously used in strip detectors [32].
The [ variable corresponds to the linearly interpolated position and its non-uniform distribution is a
consequence of the position-dependence of the charge sharing. In previous works we have applied an
optimized version of the interpolation algorithm described in [14, 22], which compares the signals
of adjacent pixels to improve the position resolution for imaging applications based on the cluster
spectrum. The performance of this algorithm was evaluated for the MÖNCH detector with a silicon
sensor where a spatial resolution of the order of a few μ𝑚 was achieved [15].

In this work we have adapted the interpolation algorithm employing a different [ distribution
(equation (3.1)) by using 3×3 clusters for the interpolation. The first step of the adapted interpolation
algorithm takes as input a flat-field illuminated image. From this image, the 3 × 3 clusters are
extracted (see figure 2 in section 3.2 for more information) and a global [-distribution map 𝐻 ([𝑥 , [𝑦)
is calculated using all hits of all pixels together. [𝑥 and [𝑦 are generated to calculate the interaction

– 9 –
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(a) [ distribution (b) Profile in 𝑥

(c) Profile in 𝑦

Figure 6. (a) 2-dimensional [-distribution calculated for 16 keV energy photons. The distribution is relatively
flat, meaning that for all positions there is a significant amount of charge sharing. (b) Profile along the 𝑥 axis
at [𝑦 = 0. (c) Profile along the y axis at [𝑥 = 0.

point of the impinging photons with respect to the geometrical center of the cluster using:

[𝑥 =
-L+R

L+C+R
, [𝑦 =

-B+T
T+C+B

, (3.1)

where L, R, T, B are the signals of the left, right, top, and bottom of the indicated pixel position with
respect to the channel with the highest signal (C, center) in the 3 × 3 pixel matrix. The shape of the
[-distribution varies with the photon energy, applied bias voltage and sensor thickness because all
these parameters affect the charge sharing among adjacent pixels. Therefore, the [ distribution was
calculated for each photon energy.

An example of the 2-dimensional [-distribution obtained using equation (3.1) is plotted in
figure 6 and it illustrates the high amount of charge sharing. By definition, the distribution should
range between −0.5 and +0.5, where -0.5 corresponds to the left (or bottom), +0.5 to the right (or
top) boundary and 0 to the center of the pixel. However, [ can reach values lower than −0.5 or
higher the +0.5 due to noise.

3.4 High resolution imaging with GaAs

A comparison of the non-interpolated images acquired at 16 keV is shown in figure 7 for Si (a) and
GaAs (c), respectively.
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(a) Si, native resolution 25 μm (b) Si, interpolated to 5 μm

(c) GaAs, native resolution 25 μm (d) GaAs, interpolated to 5 μm

(e) GaAs sample, interpolated to 5 μm (f) GaAs flat-field, interpolated to 5 μm

Figure 7. Non-interpolated image of the PSI logo measured with the Si (a) and GaAs (c) sensors at 16 keV
photons before applying the interpolation algorithm (25 μm bins). (b) and (d) show the interpolated images
binned to 5 μm virtual bins for Si (b) and GaAs (d) sensors. (e) and (f) are the uncorrected sample and
flat-field images (both interpolated and binned to 5 μm virtual pixels), respectively, for GaAs.

– 11 –



2
0
2
2
 
J
I
N
S
T
 
1
7
 
P
0
4
0
0
7

The data processing of the non-interpolated images was performed as follows: the analog signal
of each pixel was gain corrected using the gain map (see section 3.2), and the gain calibrated 3 × 3
pixel cluster spectrum was calculated. Only the photons whose energies deviated less than 10%
from the incident beam energy were used, in order to remove events not related to single primary
beam photons e.g., reject pile-up, fluorescence and third harmonics. Then, the photon hit map was
obtained for the sample and the flat-field measurements, respectively. The resulting 2D hit map of
the sample was flat-field corrected as explained in [25].

The same procedure was performed for the interpolated images. Additionally, the [-distribution
using the 3 × 3 pixel cluster spectra of the flat field was calculated at each energy (see figure 6 as an
example). To apply the interpolation algorithm down to 5 μm, each pixel position was binned into
virtual pixels by subdividing the physical pixel into 5 × 5 bins. The interpolated images down to
5 μm virtual pixels are shown in figure 7 for Si (b) and GaAs (d). In the interpolated image acquired
with silicon, we can observe artefacts appearing like dots with the same periodicity as the physical
pixel size. These are systematic effects due to the highly non-linear [-distributions. These artefacts
can partially be corrected with more advanced interpolation algorithms which have not been applied
in this work [15] and disappear in the images acquired using gallium arsenide, where the photons are
absorbed closer to the entrance side of the sensor and thus generate more charge sharing.

Two types of distortions can be distinguished in the processed images:

• The first type comes from the instability of the beam intensity causing ripples and strong
variations in areas that would be expected to display a uniform background. These ripples can
be seen in all images with silicon and GaAs sensors (non-interpolated and interpolated) of
figure 7. This instability of the beam over time caused several issues regarding the reliability
of the flat-field correction, which even becomes barely usable at 30 keV.

• The second type of distortions is due to the electric properties of the GaAs sensor material
(more details in section 3.1) and don’t appear in the images acquired with the silicon
sensor. The distortions (waves) are already visible in the letters of the PSI logo for the
non-interpolated image (figure 7(c)) but they get enhanced after applying the interpolation
algorithm (figure 7(d)).

Figure 7(e) and figure 7(f) show the interpolated image of the sample and the flat field, without
normalization. The contrast due to the defects of the sensors material is much higher than the one from
the sample, which is barely visible in absence of the flat-field corrections.The images were binned to
5 μm for the same ROI of 50×50 pixels and illustrate that the crystalline imperfections of GaAs affect
the imaging capability. The crystal defects potentially cause distortions of the electric field near the
‘S’ of the PSI logo (e.g. in the central logo). Moreover, these second type of distortions are not visible
in the images acquired with Si-MÖNCH. Therefore, we assume that they are caused by defects
and non-uniformities in the GaAs sensor. The distortions due to the sensor material were already
observed with a JUNGFRAU GaAs detector [11], where measurements with collimated pencil beams
indicated different effective pixel sizes in comparison to the physical pixel pitch of the detector.

By using a global [ function, averaged on all pixels, we assume that the effective pixel size is
uniform over the whole sensor. However, previous measurements have revealed variations of the
effective pixel size in GaAs:Cr sensors [11, 13, 18] and, consequently, using a global [ distribution
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(a) (b)

Figure 8. (a) ESF distribution processed for GaAs for 10, 12, 16 and 20 keV. Processed ESF (dots) and fitted
curve with the equation (3.2) (line). The 𝜎 values (indicating the spatial resolution) are obtained from the fit.
(b) MTFs of GaAs for different photon energies (solid lines) together with the ideal MTF (calculated with
equation (3.3), dashed line) for comparison.

might also cause problems with the position interpolation. Therefore, further improvements of the
interpolation algorithm using single-[ distributions calculated for each pixel are under development
to evaluate whether the deformations in the interpolated image can be removed.

3.5 Measurement of the modulation transfer function (MTF)

The modulation transfer function (MTF) was calculated using the slanted-edge method [33] to
quantify the spatial resolution of GaAs and Si sensors. To determine the MTF the following steps
were performed:

• From the processed 2D hit image, an ROI containing the slanted-edge is selected.

• The angle of the slanted edge is determined by the linear regression of the edge location and
the row. This is performed by projecting the pixels in the ROI along the direction of the
estimated edge onto the horizontal 𝑥-axis, and by fitting an erf function, the edge position is
determined for each pixel row with pixel accuracy. By knowing the tilt angle, each pixel row
is shifted by the known angle, so that the slanted-edge is aligned along the 𝑦-direction.

• Then an over-sampled Edge Spread Function (ESF) is built by projecting the aligned 2D photon
map of the slanted edge of each row along the edge into a one dimensional representation.

The derivative of the ESF was then calculated to obtain the Line Spread Function (LSF). Ultimately,
the absolute value of the Fourier transform of the LSF is calculated to obtain the MTF, plotted in
figure 8(b).
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Figure 8(a) illustrates the measured ESF distributions with GaAs for photon energies of 10, 12,
16 and 20 keV. The ESF was fitted with the integral of a Gaussian:

𝑓 (𝑥) = 𝐴

2

(
1 + Erf

(
𝑥 − `
√

2𝜎

))
+ 𝐵 (3.2)

where 𝜎 is the width of the error function, ` is the mean position of the edge, 𝐴 is a normalization
factor related to the amplitude of the curve, and 𝐵 is a constant. From the 𝜎 value of the fitting
function, an estimation of the spatial resolution can be obtained at each energy.

As can be seen from figure 8(a), the spatial resolution obtained with GaAs at 10 keV is ∼ 10 μm
in comparison to 7.22 μm, which is the resolution of an ideal detector4 with a pixel pitch of 25 μm
(a difference of 27%). The spatial resolution is better at 10 keV than at higher energies. A possible
explanation is that there are no fluorescence photons from Ga and As at 10 keV, as the K-edge is at
10.37 keV and 11.87 keV, respectively.

In figure 8(b) the corresponding MTF distributions for photon energies of 10, 12, 16 and 20 keV
photon energies obtained from fitting the ESF curves are plotted up to the Nyquist frequency =

40 lp/mm5, together with the ideal MTF pixel response. The ideal MTF is calculated using [1, 34]:

MTFideal =
sin(𝜋a𝑑)

𝜋a𝑑
(3.3)

where a is the spatial frequency and 𝑑 is the pixel pitch.
Figure 9(a) illustrates the ESF distributions at 16 keV photon energy for GaAs without

interpolation in comparison to different interpolated virtual bins down to 2.5 μm, together with
the response of silicon measured at the same bin size. An improvement of about a factor 2 in the
resolution is achieved when comparing the non-interpolated with the interpolated images down to
2.5 μm. A resolution of approximately 5 μm is achieved when binning to 2.5 μm. Figure 9(b) shows
the corresponding MTF calculated from the ESF fit at each bin size for GaAs (line) together with
the calculated Si (dashed line) for comparison. The resolution obtained with a 650 μm thick silicon
sensor was ∼8.5 μm with 16 keV photons and ∼3.5 μm after interpolation to 2.5 μm virtual bins. The
resolution obtained with a 500 μm GaAs:Cr sensor was ∼ 10.7 μm with 16 keV photons (fig 9(a))
and ∼5.1 μm after interpolation to 2.5 μm virtual bins. At this energy, the spatial resolution obtained
after interpolation with GaAs differs by about 30 % when compared to a 650 μm thick silicon sensor.

4 Conclusion and outlook

The MÖNCH 03 detector is a unique tool to study different sensor materials due to the very small
pixel size and the analogue information measured for each pixel.

We have reported on the first imaging experiments performed with a GaAs-MÖNCH assembly
to measure the spatial resolution of 25 μm GaAs pixels at photon energies between 10 and 30 keV,
carried out at the TOMCAT beamline. Moreover, an interpolation method was employed, which, in a
first approximation was successful, as it improved the achievable spatial resolution of GaAs-MÖNCH

4In the ideal case, 𝜎 is calculated from the standard deviation of a uniform distribution to be 𝜎 = 𝑑/
√

12, where 𝑑 is
the pixel pitch [34].

5The Nyquist frequency is defined as fN = 1/𝑑, where 𝑑 is the pixel pitch.
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(a) (b)

Figure 9. (a) ESF distribution at 16 keV for GaAs without interpolation and different virtual interpolating
bins down to 2.5 μm. Measured ESF (dots) and fit with equation (3.2) (line) (b) The corresponding MTF
obtained from a fast Fourier transform (FFT) of the ESF fit for the corresponding bin size for GaAs (line)
together with the MTF obtained with the silicon (dashed line) at the same energy and bin size.

at 16 keV by about a factor 2 when binning the image to 2.5× 2.5 μm2 virtual pixels. The distortions
observed in the processed images are due to non-uniformities in the crystal structure of GaAs:Cr and
the spatial resolution obtained before and after the interpolation algorithm differed by about 20–30%
when compared to the Si-MÖNCH assembly. Further analysis using individual [-distributions
computed for each pixel will be carried out to understand whether an improved version of the
interpolation algorithm can correct some of the distortions due to the electric properties of GaAs.

However, one of the main limitations of this study was the instability of the beam that we faced
during the measurements at the beamline. We expect that the results are partially affected by the
poor quality of the flat-field corrections, which are needed to correct for the strong patterns of the
GaAs sensor.

Overall, these preliminary results encourage the usage of the interpolation algorithm to obtain
sub-pixel resolution with MÖNCH with GaAs sensors for imaging applications at high photon
energies. Further measurements with an X-ray micro-focus tube are under way to exploit the
capabilities of this detector for high resolution energy-resolved imaging.
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