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OPAL-FEL is a recently developed tool for the modeling of particle accelerators containing wigglers or
undulators. It extends the well established 3D electrostatic particle-tracking code OPAL, by merging
it with the finite-difference time-domain electromagnetic solver MITHRA. We present results of two
benchmark cases where OPAL-FEL simulations are compared to experimental results. Both experiments
concern electron beamlines where the longitudinal phase space is modulated with a short magnetic
wiggler. Good agreement was found in both the space charge and radiation dominated regimes.
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1. Introduction

Wiggler magnets, consisting of alternating polarity dipole mag-
nets with a strong transverse magnetic field, are used in elec-
tron/positron storage rings as devices for producing intense syn-
chrotron radiation. See [1-3] and references therein for an in depth
introduction to wigglers and undulators and descriptions of their
diverse applications. Coherent synchrotron radiation (CSR) in wig-
gler magnets can cause a microwave-like beam instability in stor-
age rings as suggested in [4] and evidenced in [5]. The observa-
tions in [6-9] may also be associated with a CSR-driven instability.
These findings inspired the study of the longitudinal wakefield and
impedance effect in a wiggler due to CSR described in [10]. With
the advent of the free-electron lasers (FELs), wigglers began to
be employed in setups aiming for enhanced self-amplified sponta-
neous emission [11,12] and setups that explore the wiggler's CSR
for electron microbunching and obtaining large and narrow peak
current spikes [13]. These current spikes cause strong longitudi-
nal space charge forces as discussed in [14] that are particularly

* The review of this paper was arranged by Prof. Z. Was.
* Corresponding author.
E-mail address: andreas.adelmann@psi.ch (A. Adelmann).

https://doi.org/10.1016/j.cpc.2022.108475

noticeable in the wiggler where the beam propagates with re-
duced average longitudinal velocity ¥, = c,/1—1/y2, where c is

the speed of light and y, = y//1+ K?/2. Here y is the relativis-
tic factor and K = eByAw/2wrmc? is the wiggler parameter, where
e,m are the electron charge and mass, A, is the wiggler's pe-
riod, and B, is the wiggler's peak magnetic field. When K2 >> 1,
the wiggler strongly influences the longitudinal space charge force
such that the frequency of plasma oscillations inside the electron
bunch propagating through the wiggler become a factor of y/y,
larger than the frequency of the plasma oscillations in a drift sec-
tion [15] and, thus, the wiggler can be conveniently used to control
the plasma oscillation frequency. This feature can be useful for mi-
crobunched electron cooling (see, [16,17] and references therein),
in which one can consider shortening the amplification cascades
by replacing the drifts with wigglers. However, due to CSR, the
evolution of the microbunched beam inside the wiggler is more
complex than in the drift and must be analyzed considering si-
multaneously the radiation and space charge forces. To the best of
our knowledge, this analysis can only be performed in the integral
form [15,18] or numerically using a code based on first-principle
equations.

Many computer tools for modeling wigglers and undulators
have been developed during the last 20 years due to the increasing
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number of FEL facilities (some examples [19-21]). However, these
codes often make assumptions to be computationally efficient at
the cost of limiting their applicability to certain types of FELs (see
[22] for a detailed comparison of FEL codes). For the experiments
considered in this paper, it was necessary to use the less com-
mon electromagnetic particle-in-cell (EM-PIC) codes, which solve
the full inhomogeneous Maxwell equations, and also simulate par-
ticles. Examples of such codes are OSIRIS [23] and MITHRA [22].
In this paper, we present and use OPAL-FEL [24], a combination
of the 3D electrostatic code OPAL [25] and MITHRA. This code ac-
counts for 3D effects and solves first-principle equations, making it
very attractive for modeling the microbunched electron beam in a
wiggler, but, it must first be benchmarked to experimental results.
In this paper, we discuss the result of benchmarking simulations
performed using OPAL-FEL for two experiments, one at SLAC using
a wiggler and a high energy beam at LCLS in the regime domi-
nated by CSR, and one at ANL using a wiggler and a low energy
beam at AWA in the regime dominated by space charge.

2. OPAL-FEL

Having computational tools capable of accurately modeling ac-
celerators has become essential for the study of complex phenom-
ena in beam physics. The open source framework OPAL (Object
Oriented Parallel Accelerator Library) [25] is a parallel, fully 3D
code for the simulation of charged particle beams. To compute
space charge forces within the bunch, OPAL simplifies Maxwell’s
equations using the static approximation, and solves them using
particle-in-cell methods. While this approach is sufficient for many
problems in accelerator science, it cannot account for the propaga-
tion of electromagnetic waves, since the coupling between elec-
tric and magnetic fields is lost due to the static approximation.
OPAL simulations can therefore not include wigglers and undu-
lators, where the particle-wave interactions cannot be neglected.
Note that OPAL comes in two flavours, OPAL-cycl and OPAL-t, the
latter of which is aimed at modeling straight beamlines, which is
the focus of this work. Throughout the paper we will interchange-
ably use the terms OPAL and OPAL-t.

In order to model beamlines that do include wigglers, we re-
cently added a new full-wave solver into OPAL. Rather than coding
this solver from scratch, we wrote a wrapper that makes use of the
external library MITHRA. MITHRA [22] is a full-wave simulation
tool that models electron interactions in a wiggler starting from
first principles. It was originally conceived as a standalone code for
the simulation of undulators, but for this work we adapted it into
a library that can be called from within OPAL. This new flavour
of OPAL, OPAL-FEL, can switch back and forth between the static
and the full-wave solver during the course of a simulation, such
that beamline sections containing undulators or wigglers are cor-
rectly modeled and include radiation. In the following sections we
explain in more detail how the static and full-wave solvers work,
and the challenges of merging them in OPAL-FEL.

2.1. OPAL static solver

To compute self fields and space charge forces in the charged
particle beam, OPAL’s static solver solves the electrostatic Maxwell
equations at each time step, which are

%/\E:O:H?:—%(b, (1)
V A B = poj,

where E, B are the electric and magnetic fields respectively, } the

current density, and p the charge density. In order to fulfil the

electrostatic condition, a Lorentz transformation into a frame of

reference moving at the bunch’s average speed 3 is performed
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before solving the equations, which means that the particles are
quasi-static and the current and the resulting magnetic are small
ie. B= } =~ 0. This leaves us with a single elliptic PDE to be solved
in the comoving frame, Poisson’s equation:

vip=-L (2)

€0

with adequate boundary conditions. Once the scalar potential ¢
has been computed, it can be used to compute the electric field in
the comoving frame E, followed by a Lorentz transformation back
into the laboratory frame that yields both magnetic and electric
fields:

Eigp=YE—(y —1Ez2,
- GAE (3)
Biap =y =
To solve Poisson’s equation efficiently OPAL uses a particle-in-
cell (PIC) scheme [26]. At each time step the charge density p is
interpolated to a grid of points that surrounds the bunch. Note
that this grid, which contains a fixed number of cells during the
whole simulation, is stretched and rotated at each time step, such
that it tightly encloses the entire bunch. The grid is then Lorentz
boosted into the static frame, where Poisson’s equation is solved,
and then boosted back into the lab frame. Then, in the lab frame,
the fields can be interpolated back from the grid to the particle
positions. A solution to Poisson’s equation is a convolution be-
tween the charge density p and the Green’s function subject to the
appropriate boundary conditions [26,25]. Finally the Boris pusher
scheme [27] is used to update the positions and momenta of the
particles. Fig. 1 schematically shows how the static solver works.
This solver is fully parallelized with MPI, using 3D domain
decomposition and parallel FFTs. With this method we generally
require many more particles than cells N, > N, and therefore
the solver performs constant load-balancing such that particles are
evenly shared among processors.

2.2. OPAL-FEL full-wave solver

To the best of our knowledge, there are no open-source 3D
particle-tracking codes that can model start-to-end beamlines
that include undulators, using first-principle equations. Most 3D
particle-tracking codes (e.g. [28,29]) use the electrostatic approx-
imation, like OPAL. On the other hand, in the last twenty years
so-called FEL codes have been developed with the specific goal
of modeling undulators. These codes are aimed at simulating the
bunch only as it goes through the undulator, rather than sim-
ulating a full beamline. Moreover, FEL codes in general do not
solve Maxwell’s equations from first principles, and instead make
approximations that lead to less computationally expensive algo-
rithms. A notable exception is MITHRA [22], a recently developed
FEL code that models undulators starting from first-principles by
solving Maxwell’s equations in 3D. A full comparison of MITHRA
with other FEL codes can be found in the original paper [22].

As mentioned at the beginning of this chapter, MITHRA was
adapted into a library and integrated into OPAL-t as a solver. In
addition to being able to model undulators and wigglers, MITHRA,
like OPAL, is written in C++, is open-source, and uses MPI for par-
allelization, all reasons that contributed to making MITHRA a good
candidate for being merged with OPAL.

OPAL'’s static solver cannot account for radiation effects, and it
is for this reason that up until now OPAL could not include wiggler
or undulators. Hence, modeling micro-bunching and coherent radi-
ation in FEL was not possible. In order to fully capture the physics
of an undulator one needs to compute the electromagnetic fields
by solving the full Maxwell equations [30]. In the following lines
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Fig. 1. Schematic of OPAL'’s static solver.

we explain the approach taken by OPAL-FEL's new full-wave solver
(MITHRA).

The inhomogeneous Maxwell equations, with the Lorenz Gauge,
are rearranged into two wave equations:

V.E—L,
- o 0 g 1924 F
VAE=-8, {WA_?mzz_WL (4)
V.B= 2413 _ _p

YBq_O’ 5 1k Vb-awm ="q
VAB=oj+ Z%

where A and ¢ are the vector and scalar potentials respectively,
related to the EM fields by

—»__&_—»
{E— at _ Vo, (5)

>

B=VAA.

In the full-wave case we have hyperbolic PDEs (4), rather than
the elliptic PDE that we had in the static case, thus the two solvers
will use completely different methods. These wave equations and
the equations of motion of the particles are coupled through the
source terms p and } and through the Lorentz force that the fields
exert on the particles

ﬁ:q(E+0A§). (6)

To solve these equations MITHRA uses a PIC scheme, similar
to the static solver, in which the bunch is surrounded by a grid
of points that contain the fields. However, here a finite difference
time domain (FDTD [31]) method is used to integrate the fields,
which means that at each time step both the particles and the
fields on the grid are updated.

Unlike OPAL'’s static solver, which can stretch and rotate the
grid as necessary to tightly enclose the bunch at each time step,
FDTD requires the grid to be fixed in space because each grid-
point is updated using its previous values, and thus it needs to
enclose the whole domain where there will be EM fields of inter-
est during the simulation. In the case of an undulator this means
that the computational domain should have the same length as
the undulator, usually within a range L, >~ 1-100 m, but should
also have a grid spacing small enough to resolve the bunch of
length 0, ~ 0.1-1 mm and the resonance frequency of the radi-
ation A; ~ 0.01-100 pm, which represents an order of ~ 106-1010
cells just for the longitudinal axis, extremely large even for the
current state-of-the-art HPC clusters. In addition, FDTD algorithms
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Fig. 2. Comparison between the particle trajectories in the laboratory (left) and the
comoving frame (right). Particles are not static in the comoving frame, despite their
average velocity being zero.

need to satisfy the Courant-Friedrichs-Lewy condition [32] to be
stable, which sets an upper limit on the time-step At < Az/c, and
would imply also ~ 106-101° steps for a single simulation.

MITHRA greatly reduces the computational cost of the simula-
tion by doing the entire computation in a Lorentz-boosted frame
at a constant speed, as suggested in [33,34]. In Fig. 2 we show
the trajectory of the bunch in the lab and boosted frames. In
the boosted frame the grid can be smaller and coarser, since the
bunch’s average velocity is zero, the undulator length is contracted,
and the resonant wavelength is dilated. This is yet another differ-
ence with respect to the static solver: here the bunch and grid are
boosted at the very start and end of the simulation only, and the
particles are updated within the boosted frame. In contrast, the
static solver boosts the grid at each time step, and the particles
are always in the lab frame. While MITHRA’s approach is benefi-
cial from the computational point of view, it makes the RMS values
of the bunch more difficult to interpret.

For parallelization, MITHRA divides the domain only along the
longitudinal axis, and each processor contains an equal number of
cells (see Fig. 3). This approach for load balancing makes sense for
an FDTD solver where the grid is large and has many empty cells
N¢ > Np, but will have the negative effect of having an unbalanced
particle distribution, with few processors containing the majority
of the particles. For more details on the algorithm, benchmarks,
and examples, the reader is referred to the MITHRA manual [35].

In OPAL-FEL, the full-wave solver is a wrapper for MITHRA,
which is initialized when the bunch enters a wiggler’s fringe-field.
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Fig. 3. Parallelization schemes used by OPAL's solvers. The blue ellipse is the bunch, and in this example four processors share the computational load. The static solver (left)
adapts the grid to tightly surround the bunch, and equally shares the number of particles among processors. The full-wave solver MITHRA (right) cannot resize the grid, and
equally shares the number of cells among processors. (For interpretation of the colours in the figure(s), the reader is referred to the web version of this article.)
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Fig. 4. Schematic of OPAL-FEL’s full-wave solver.

At this point, the particles are Lorentz-boosted and remapped onto
a new comoving grid. During the change of solver the particles
completely redistributed among processors, due to the different
parallelization schemes that the two solvers use. After this initial
stage, the bunch is simulated traversing the full undulator or wig-
gler, just as in MITHRA. Once the bunch has completely exited the
wiggler, OPAL-FEL does an inverse Lorentz boost on the particles,
and changes back from the full-wave solver to static, again redis-
tributing particles among processors and remapping them onto a
smaller grid. (See Fig. 4.)

One drawback of OPAL-FEL that should be noted is the differ-
ent computational requirements of the algorithms. As explained
above, FDTD requires a much finer grid than the static solver, and
hence requires more memory, and possibly more processors. Fur-
thermore, a finer grid leads to less particles per cell, which will in
turn lead to noise [36]. The noise can easily be reduced by increas-
ing the number of particles, at the cost of increasing the memory
requirement once again. These differences between solvers often
require the user to run simulations with more particles and pro-
cessors than would be necessary in the electrostatic sections of the
beamline. Nevertheless, we have not found any examples where
this drawback was computationally prohibitive.

As we will show in the remaining sections of the paper, this
approach was successful at modeling a beamline with a wiggler,
optimally combining the usage of the static solver in radiation free
sections, with the full-wave solver in the wiggler.

3. LCLS benchmark

Wigglers and undulators can be used in FELs, not only at the
end of the linac to produce coherent radiation, but also in the up-
stream section of the linac to reshape the electron bunch phase
space. In these cases, a wiggler and a laser pulse are overlapped to
generate small energy modulations in the bunch, that can later be
compressed into short bunches [37,38].

In [13], MacArthur et al. investigate the possibility to generate
a single cycle energy modulation in an electron bunch by means
of a wiggler, but without the aid of an external laser. Using a line
charge model they argue that a long bunch with a high-charge tail
(Fig. 5), should emit coherent radiation strong enough to imprint
an energy modulation in the beam core. In the paper they also
validate their hypothesis through computer simulations with the
electromagnetic code Osiris [23], and with an experiment at LCLS.

The same experiment was simulated in OPAL-FEL to serve as a
benchmark, as it represents an example where both space charge
and radiation effects are important, and thus the full Maxwell
equations need to be considered. The model included the 2.10 m
wiggler, and an 80 cm drift before and after it, such that the ini-
tial and final bunch positions would be clear from the fringe fields.
The input bunch had a charge of Q =200 pC, a transverse rms size
Ox,y = 74 nm, an average energy of E =3.95 GeV with an energy
spread of o =2 MeV, and a current profile as shown in Fig. 5.
The wiggler had a strength parameter K = 51.5, and 6 periods of
length Ay, =35 cm.
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Fig. 6. Longitudinal phase space of the electron bunch in the LCLS OPAL-FEL simu-
lation (top) before the wiggler, at the starting point of the simulation, and (bottom)
after the wiggler, where the phase space has been reshaped by wiggler-induced ra-
diation.
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Fig. 7. Comparison of the final slice-averaged energy between the OPAL-FEL simula-
tion, and the OSIRIS simulation and measurement by MacArthur et al. [13].

The longitudinal phase space before and after the wiggler can
be seen in Fig. 6, where the wiggler-induced effects are clearly
visible. The wake fields inside the wiggler affect mostly the high-
charge spikes in the head and tail of the bunch. Less noticeably, the
radiation also causes a chirp in the bunch center, as predicted by
the theory. In Fig. 7 we see the slice-energy, where the single cycle
energy modulation in the bunch center is evident. The slice-energy
is also plotted for the OSIRIS simulation and the measurement at
LCLS carried out by MacArthur et al. OPAL-FEL simulations closely
follow these results.

Computer Physics Communications 280 (2022) 108475

4. AWA experiment and benchmark
4.1. Experimental setup

Among several available AWA beamlines [39,40], the straight
section after the linac was used for this experiment (see Fig. 8).
The first 13 meters of the beamline form the photoinjector, con-
sisting of a photocathode gun and six accelerating cavities. Dur-
ing this experiment, 4 accelerating cavities were used to generate
300 pC electron bunches with energy of 45.6 MeV. The straight
section of the beamline that follows after the photoinjector is re-
ferred to as the “experimental beamline”. It includes four match-
ing quadrupoles (Q1-Q4, referred to as upstream quadrupoles), a
wiggler, a longitudinal phase space (LPS) measurement section,
and several YAG screens (diagnostic stations equipped with 50-
mm diameter Cerium-doped Yttrium aluminium garnet (Ce:YAG or
YAG for short) electron imaging screens to measure the transverse
beam distribution) (Fig. 8). The upstream quadrupoles are used to
match the beam from the photoinjector to produce the required
transverse beam conditions at the wiggler center. The wiggler can
be mechanically inserted in and out of the experimental beam-
line such that we were able to insert or remove the wiggler from
the beam path (referred to as wiggler-in and wiggler-out settings).
The LPS measurement section at the end of the beamline is used
to measure the beam’s temporal and energy spectrum perturba-
tions after having passed through the wiggler. The LPS consists of
four more quadrupole magnets (Q5-Q8, referred to as downstream
quadrupoles) for transverse focusing at YAG5 and YAG6, a 100 pm
horizontal slit for improved temporal resolution, a transverse de-
flecting cavity (TDC) and an energy spectrometer. The slit can be
inserted or removed from the beamline when necessary.

The AWA photoinjector was used to generate a 300 pC electron
bunch with an rms bunch length of around 0.1 mm. The photoin-
jector parameters to achieve this were determined with OPAL-t
numerical simulations. The laser spot size (diameter) on the cath-
ode was 12 mm and its pulse length (FWHM) was 300 fs. A single
solenoid, located at the photocathode gun exit, was used to match
bunches into the linac and on to the upstream quadrupoles. The
solenoid was used to create a transverse waist at the entrance
to the upstream quadrupole (i.e. Q1). The upstream quadrupoles
were then easily used to match to the transverse beam conditions
needed at the center of the wiggler.

The measurement of the Twiss parameters at the wiggler cen-
ter with wiggler-out was necessary for this experiment. However,
the experimental beamline does not allow for the installation of a
YAG screen at that point. For this reason we used a three screen
method instead [41], to measure the Twiss parameters. Once the
upstream quadrupoles had been set to produce a specific beam
condition, the three YAG screens (YAG1, YAG2, and YAG3), which
are separated by drifts, were used to measure the rms beam sizes.
We then analytically fit the beam sizes at the YAGs (wiggler-out),
to obtain the Twiss parameters at YAG1 and at the wiggler center.

The main measurement necessary for this experiment was that
of the longitudinal phase space. Since we know that the wiggler
perturbs the beam’s temporal and energy spectrums, we needed
to compare the LPS of the wiggler-in to the LPS of the wiggler-
out (and to our simulations). Downstream of the wiggler, the
beam passes through the four downstream quadrupoles which are
used to minimize transverse contributions on YAG5 and YAG6 [42],
where the longitudinal measurements are made. The 100 pm hor-
izontal slit can be used in some cases to truncate the beam ver-
tically to improve temporal resolution. The TDC deflects the beam
in the vertical direction such that the temporal information gets
projected onto the YAG in vertical direction. Energy spectrum in-
formation appears on the YAG in horizontal direction because the
20 degree energy spectrometer horizontally bends the beam de-
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Fig. 8. Experimental beamline at AWA. Note that the wiggler and slit can be inserted or removed from the beamline when required. The shown configuration is the wiggler-in

case; in the wiggler-out case a simple drift replaces the wiggler.

Table 1
Beam size at the center of the wiggler for
the two beam settings.

oy [mm] o, [mm]
Round Beam 0.4 04
Elliptic Beam 2.5 0.4

pending on electron’s energy. The LPS measurement section is able
to measure the temporal distribution and the energy spectrum
and the LPS, separately or simultaneously. In the case of temporal
distribution only measurement (TDC-only), we focused the beam
vertically at YAG5 and turned on the TDC (without the slit). Simi-
larly, the energy spectrum (spectrometer-only) was measured with
horizontal beam focusing at YAG6 with the energy spectrometer
turned on (also without the slit). Lastly, the LPS measurement re-
quired transverse beam focusing at YAG5, the horizontal slit, and
turning on both the TDC and the energy spectrometer. Note that
drift length from the spectrometer to YAG5 and to YAG6 is the
same.

The experiments and measurements were carried out for two
specific settings of the upstream quadrupoles. They were set such
that the transverse beam size would have a waist at the center
of the wiggler. The two settings are from here on referred to as
round beam and elliptic beam, and only differ in their transverse
size, described in Table 1.

The choice of the two transverse beam sizes was made in an
attempt to perform an experiment that probed both above and be-
low the wiggler’s radiation diffraction limit oygjff, given by

Aw
p — , 7
Odiff ,/0z2 (7)

where o, is the longitudinal rms size of the bunch, and A, the
wiggler period. From [14] we expect that with a transverse beam
size oy > ogify the wiggler-induced radiation effects become neg-
ligible, and only the space charge effects remain. In the current
experiment, with an average bunch length of o, = (250 £ 40) pm
and a wiggler period Ay = 8.5 cm, we find oyiff = (1.84 £.15)
mm. For this reason the horizontal beam size oy was chosen to
be in one case greater and in one case smaller than ogiss. The
vertical beam size o, was unfortunately limited by the height of
the vacuum chamber in the wiggler, and thus remained below the
diffraction limit at all times.

4.2. OPAL-FEL benchmark

In order to benchmark OPAL-FEL with the AWA wiggler exper-
iment, the experimental beamline was computationally modeled
and used for simulations that could be compared to the experi-
ment. The simulated section goes from the first electron imaging
screen (YAG1) up to the energy spectrometer 7 meters down-
stream. This section includes the wiggler, four YAGs for transverse
beam measurements, the four downstream quadrupoles, and the
LPS measurement section (Fig. 8).

Simulating the electron bunch starting from YAG1, requires ac-
curate knowledge of the bunch parameters in all 3 phase space
planes at YAG1. The transverse beam parameters were known,
since the transverse emittance and Twiss parameters at YAG1 were

Table 2
Twiss parameters at YAG1 as measured during the experiment.
Bx [m] ax [ ] €x [nm] By [m] Ay [1 €y [um]
Round beam 3.83 -1.74 341 437 -119 144
Elliptic beam  20.0 -0.23 317 2.84 -0.93 171

measured by the three-screen methods using YAG1-3. These trans-
verse beam parameters can be seen in Table 2.

The longitudinal beam parameters were numerically recreated
at YAG1 by the following method. The LPS was not directly known
at YAG1, as it was only measured at the LPS measurement sec-
tion at the end of the beamline. There, the spectrometer and TDC
provided images of the longitudinal particle distribution and the
energy spread, of which examples can be seen in Fig. 9. These
images are available for both the round and elliptic beam ex-
periments. Additionally, in each case, the experiment and images
were repeated with the wiggler in the beamline (wiggler-in), and
the wiggler removed from the beamline (wiggler-out). The images
from the wiggler-in experiments were used later on for bench-
marking the simulations, while the wiggler-out images were used
to numerically recreate the LPS at YAGI. In this way, the longitudi-
nal parameters at YAG1 were combined with the Twiss parameters
at YAG1 to obtain the initial bunch conditions for the simulations.

In summary, the following steps were carried out to recover the
full 6D phase space at YAG1:

1. A 2D particle distribution was generated with the energy spread
from the spectrometer images (Fig. 9b), and with the longitudi-
nal distribution from the TDC images (Fig. 9c). The correlation
of this 2D distribution was taken from the z— E correlation seen
in the LPS images (Fig. 9a), which were captured with both the
spectrometer and TDC simultaneously turned on. The resulting
2D distribution was the LPS at the spectrometer (Fig. 9d). All
the images used in this step were taken with the wiggler-out.
Note that the energy spectrum from the spectrometer shows
a “bump” at 45.6 MeV of energy (Fig. 9b). The source of this
anomaly was discovered to be a low charge satellite bunch that
was spuriously emitted from the cathode. This satellite bunch
trailed the main bunch 4.5 mm behind it, and had a charge of
approximately 6 pC. The effect of this low charge bunch is neg-
ligible with respect to the 300 pC main bunch, and was thus
not included in the simulations.

2. The Twiss parameters at the spectrometer were computed by
transferring the Twiss parameters from YAG1 (Table 2), through
the 7 meter section of the beamline to the spectrometer in the
wiggler-out case, using linear transfer matrices.

3. With the known Twiss parameters at the spectrometer, it was
possible to sample the 4D transverse phase-space, and add it
to the 2D longitudinal phase space generated in step 1, giving
us the full 6D particle distribution. Note that with this method
there were assumed to be no longitudinal-transverse correla-
tions in the bunch.

4. Finally, since OPAL’s electrostatic solver assumes conservative
forces, the simulation can be run in reverse to effectively track
the bunch back in time. Using this approach, the bunch was
simulated backwards from the spectrometer to YAG1, with the
wiggler-out, thus obtaining the 6D particle distribution at YAG1
(Fig. 10), the starting point of our simulations.
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Fig. 9. (a to ¢) Experimental YAG images taken with the wiggler out of the beamline, in the case of the round beam. All images show a bunch with charge Q = (300 £+ 4)
pC. (a) LPS observed on YAG6 with the TDC and spectrometer turned on. For this image a horizontal slit was placed in front of the TDC. (b) Energy distribution of the
beam observed on YAG6, obtained with the spectrometer turned on. (c) Longitudinal particle distribution observed on YAG5 with the TDC turned on. (d) Numerical particle
distribution generated by combining images a, b and ¢, which was used for the back-tracking simulations.
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Fig. 10. Initial particle distribution for the simulations of the round beam. This is the bunch’s 6D phase space at YAG1.

With these four steps we were able to obtain the initial bunch
conditions which were needed for our wiggler-in simulations.

Note that simulation back-tracking only works in the wiggler-
out case, because only the electrostatic solver can be run in re-
versed time. The MITHRA solver that OPAL-FEL uses to track the
bunch through a wiggler cannot be run backwards in time.

The reader might remark that the experimental shots that com-
bined the TDC and spectrometer simultaneously (Fig. 9a) provide
a full picture of the LPS, and these LPS images could have been
used to generate the 2D longitudinal particle distribution, instead
of combining the TDC-only and spectrometer-only shots as we did.
However, the shot from Fig. 9a was captured with a horizontal slit
present in the beamline, placed in front of the TDC (Fig. 8). This slit
blocked part of the bunch, potentially distorting the histograms. As
a consequence, we only took the z — E correlation from these im-
ages, but not the energy and z histograms. In the TDC-only and
spectrometer-only images (Figs. 9b and c), the slit was not present,
thus all electrons reached the YAG screens.

With the known full particle distribution at YAG1, forward-time
simulations were carried out with the bunch going through the
wiggler and up to the spectrometer. The final LPS from the simu-
lations can be compared to the experimental wiggler-in LPS shots
(Figs. 11, 12).

The most notable effect that the wiggler has on the bunch, as
can be seen by comparing the wiggler-out and wiggler-in shots,

Table 3
Values for the FWHM of the energy histograms ob-
served on YAG6, from simulations and experiments.

FWHM; [MeV]
Round beam, wiggler-out, exp 1.01+0.03
Round beam, wiggler-in, exp 1.24+0.03
Round beam, wiggler-in, sim 1.22+0.04
Elliptic beam, wiggler-out, exp  0.91 £0.03
Elliptic beam, wiggler-in, exp 1.08 £0.03
Elliptic beam, wiggler-in, sim 1.03 +£0.04

is an increase in the total energy spread. This effect was to be
expected since, as explained in the introduction 1, the wiggler in-
creases the plasma oscillation frequency of the bunch by enhancing
space charge [15]. The same effect is also observed in simulations,
as is apparent from the plots and Table 3, where the full-width at
half-maximum (FWHMs) of the energy spreads are reported.
Experiments and simulations closely agree with respect to the
increase in energy spread in presence of the wiggler. However,
some discrepancies in the shape of the phase space distribution
can be seen, most notably between Figs. 12 b and c. These differ-
ences are suspected to be due to inaccuracies in the bunch’s ini-
tial conditions for the simulations, and in the experimental phase
space images. Indeed, as explained above, the phase space im-
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Fig. 11. LPS of the round beam, at YAG6 in the (a) wiggler-out experiment, (b) the wiggler-in experiment, and (c) the simulation with wiggler-in. The experimental images

(a) and (b) were obtained by combining three YAG shots, as explained in Fig. 9.
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Fig. 12. LPS of the elliptic beam, at YAG6 in the (a) wiggler-out experiment, (b) the wiggler-in experiment, and (c) the simulation with wiggler-in. The experimental images

(a) and (b) were obtained by combining three YAG shots, as explained in Fig. 9.

ages and initial conditions for the simulations were obtained by
combining several experimental shots and measurements, thus not
allowing for an entirely realistic modeling of the bunch.

5. Conclusion and further work

Good agreement with the experimental results has been demon-
strated in the modeling of two experiments using OPAL-FEL. The
considered experiments allowed us to test the code in different
regimes of electron-wiggler interaction: a higher-energy case (cf.
section 3) governed by the effects of emitted radiation, and a
lower-energy case (cf. section 4) governed by space charge effects.
We have now all reasons to believe that the code can be reliably
used for modeling of complex beamlines consisting of magnetic
chicanes, wigglers, and undulators simultaneously accounting for
the space charge and coherent synchrotron radiation effects.

With the OPAL-FEL code and thanks to the parallel nature of
OPAL, full start-to-end modeling of complex beamlines is possi-
ble. In regions where radiation does not play a significant role, the
3D electrostatic solver is used, while in undulators and wigglers
the full 3D electromagnetic solver will take radiation into account.
The ability of OPAL-FEL to switch between the two solvers reduces
the computational expense of simulations by using the faster elec-
trostatic solver in the sections where radiation can be neglected.
Adapting the numerical model to the physics needs has a great

positive impact on the time to solution and contributes to an eco-
nomical use of computing resources.

The current plan is to apply OPAL-FEL to evaluate the gain in
the recently proposed wiggler enhanced plasma cascade ampli-
fier [43] for coherent electron cooling [44]. It is expected to be
particularly fruitful since both the space charge and coherent syn-
chrotron radiation effects are considered to play equally important
roles there.
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