
Atmos. Meas. Tech., 16, 3653–3678, 2023
https://doi.org/10.5194/amt-16-3653-2023
© Author(s) 2023. This work is distributed under
the Creative Commons Attribution 4.0 License.

Concept, absolute calibration, and validation of a new benchtop
laser imaging polar nephelometer
Alireza Moallemi1,a, Robin L. Modini1, Benjamin T. Brem1, Barbara Bertozzi1, Philippe Giaccari2, and
Martin Gysel-Beer1

1Laboratory of Atmospheric Chemistry, Paul Scherrer Institute (PSI), 5232 Villigen, Switzerland
2Micos Engineering GmbH, 8600 Dübendorf, Switzerland
anow at: Extreme Environments Research Lab (EPFL), School of Architecture,
Civil and Environmental Engineering, EPFL, Sion, Switzerland

Correspondence: Martin Gysel-Beer (martin.gysel@psi.ch)

Received: 13 March 2023 – Discussion started: 15 March 2023
Revised: 19 June 2023 – Accepted: 21 June 2023 – Published: 8 August 2023

Abstract. Polar nephelometers provide in situ measurements
of aerosol angular light scattering and play an essential role
in validating numerically calculated phase functions or inver-
sion algorithms used in space-borne and land-based aerosol
remote sensing. In this study, we present a prototype of a
new polar nephelometer called uNeph. The instrument is
designed to measure the phase function, F11, and polar-
ized phase function, −F12/F11, over the scattering range
of around 5 to 175◦, with an angular resolution of 1◦ at
a wavelength of 532 nm. In this work, we present details
of the data processing procedures and instrument calibra-
tion approaches. uNeph was validated in a laboratory set-
ting using monodisperse polystyrene latex (PSL) and di-
ethyl-hexyl-sebacate (DEHS) aerosol particles over a variety
of sizes ranging from 200 to 800 nm. An error model was
developed, and the level of agreement between the uNeph
measurements and Mie theory was found to be consistent
within the uncertainties in the measurements and the uncer-
tainties in the input parameters for the theoretical calcula-
tions. The estimated measurement errors were between 5 %
and 10 % (relative) for F11 and smaller than ∼ 0.1 (absolute)
for−F12/F11. Additionally, by applying the Generalized Re-
trieval of Aerosol and Surface Properties (GRASP) inver-
sion algorithm to the measurements conducted with broad
unimodal DEHS aerosol particles, the volume concentra-
tion, size distribution, and refractive index of the ensem-
ble of aerosol particles were accurately retrieved. This paper
demonstrates that the uNeph prototype can be used to con-
duct accurate measurements of aerosol phase function and

polarized phase function and to retrieve aerosol properties
through inversion algorithms.

1 Introduction

Atmospheric aerosol particles have a substantial impact on
the Earth’s radiative budget through their direct interaction
with solar radiation and by affecting cloud formation pro-
cesses (Boucher et al., 2013). Furthermore, aerosol parti-
cles are a significant component of air pollution, which has
been estimated to cause 4.2 million annual premature deaths
worldwide (Cohen et al., 2017). The complex compositional
and microphysical properties and high spatiotemporal vari-
ability in atmospheric aerosols make it difficult to prop-
erly characterize them and to constrain them in atmospheric
global model simulations. This leads to large uncertainties
in estimation of aerosol radiative forcing contribution when
compared to other prevalent climate change drivers such
as CO2 (Myhre et al., 2013). Global-scale, long-term mea-
surements of various aerosol properties are essential for ob-
taining in-depth insights into atmospheric aerosol variabil-
ity and for developing a more realistic parametrization of
aerosol particles in global atmospheric models. Passive satel-
lite and ground-based remote sensing, which are the main ap-
proaches used to obtain atmospheric aerosol observations on
a global scale, rely on measurements of elastically scattered
solar radiation by atmospheric aerosols (Boucher, 2015). Re-
mote sensing instruments are typically designed to detect
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the radiance of scattered light over single or multiple an-
gles (radiometric measurements), while certain instruments
can provide complementary measurements on the scattered
light polarization state (polarimetric measurements; Dubovik
et al., 2019). The polarimetric and radiometric measurements
contain implicit information of numerous aerosol microphys-
ical properties such as the refractive index (RI), size, and
shape (Bohren and Huffman, 2004).

In remote sensing, aerosol properties are inferred from ra-
diometric and polarimetric measurements by using inversion
algorithms (e.g., Dubovik et al., 2021). Due to the ill-posed
nature of the inverse problem, the inversion algorithms of-
ten use simplified forward scattering models and a priori as-
sumptions to be able to retrieve aerosol properties. For in-
stance, it is common to assume a spherical shape and use
the Mie theory for the forward kernel of inversion algorithms
(Holben et al., 1998; Omar et al., 2009). While such an as-
sumption is sufficient for spherical aerosols, studies have
shown that light scattering by complex aerosols, such as
biomass burning aerosols, is quite distinct from light scat-
tering described by the Mie theory (Espinosa et al., 2019;
Manfred et al., 2018). Hence, aerosol property retrievals
from remote sensing measurements are prone to uncertain-
ties and biases. Independent in situ validation techniques are
required to identify the potential biases and uncertainties in
the retrieved aerosol properties from remote sensing mea-
surements (Mishchenko et al., 2007). Direct validation of
remote sensing measurements is a challenging and expen-
sive task that often involves airborne measurements (Schafer
et al., 2019). Alternatively, mimicking atmospheric remote
sensing measurements with in situ instruments enables the
validation of remote sensing retrieval algorithms in labora-
tory environments (Schuster et al., 2019). This is a more cost-
effective approach compared to the direct validation of atmo-
spheric aerosol retrievals and allows for the testing of aerosol
samples with well-defined properties.

Polar nephelometers are in situ instruments primarily de-
signed for radiometric measurements. Following the Stokes
formalism, polar nephelometers measure the F11(θ) element
of the aerosol scattering matrix F(θ) over multiple scattering
polar angles θ (Espinosa et al., 2017). The F11(θ) element
is also referred to as the phase function (PF) and describes
the partial scattering coefficient of an aerosol as a function
of θ for non-polarized incident light. A subset of polar neph-
elometers is also capable of performing polarimetric mea-
surements that is additionally providing the polarized phase
function (PPF), −F12(θ)/F11(θ), which describes the rela-
tive degree and orientation of linear polarization of scattered
light as a function of θ for non-polarized incident light (e.g.,
Dolgos and Martins, 2014).

Polar nephelometers have a long history (e.g., Waldram,
1945), and over the years, several different instrument de-
signs have been introduced. Broadly, polar nephelome-
ter designs can be categorized into three groups (Barkey
et al., 2012). Goniometer-type nephelometers conduct ra-

diometric and polarimetric measurements using a detector
mounted on a rotatable arm (Li et al., 2018; Horvath et
al., 2018; Waldram, 1945). These instruments can achieve
high angular resolution at the expense of a relatively low
time resolution. Multidetector-type nephelometers use sen-
sors mounted at fixed scattering angles (Barkey et al., 2007;
Dick et al., 2007; Nakagawa et al., 2016). These instru-
ments can provide rapid radiometric and polarimetric mea-
surements, while the number of probed scattering angles re-
mains limited. Laser-imaging-type nephelometers image the
light scattered by an ensemble of aerosol particles within a
laser beam onto a charge-coupled device detector (CCD),
such that scattering angle and position on the image are un-
ambiguously related. These instruments can provide radio-
metric and polarimetric measurements with high angular res-
olution and high time resolution. While more sophisticated
polar nephelometers capable of measuring more components
of F(θ) exist (Muñoz et al., 2012; Hu et al., 2021), the major-
ity of the polar nephelometers used in atmospheric applica-
tions typically measure either PF only or PF and PPF. Polari-
metric data provided by these instruments make it possible
to retrieve aerosol properties using similar inversion schemes
(e.g., Espinosa et al., 2019; Schuster et al., 2019; Boiger et
al., 2022).

In spite of several advantageous features, the use of laser
imaging nephelometers has been quite limited. One of the
earliest versions is the polarized imaging nephelometer (PI-
Neph) that was introduced by Dolgos and Martins (2014).
The PI-Neph provides both radiometric and polarimetric
measurements at three wavelengths over an angle range of
3 to 177◦, with angular resolution of 1◦. This instrument
has been deployed in airborne field campaigns. For example,
Espinosa et al. (2017) applied the Generalized Retrieval of
Aerosol and Surface Properties (GRASP), which is a well-
established retrieval algorithm, to measurements conducted
by the PI-Neph and successfully retrieved size distribution,
RI, and shape properties of aerosol particles.

Since the inception of the PI-Neph, several other laser
imaging nephelometers have been introduced. For instance,
Bian et al. (2017) and Manfred et al. (2018) used laser imag-
ing nephelometers with only radiometric capabilities to mea-
sure the PF of ambient aerosol particles and biomass burning
aerosols, respectively. More recently, Ahern et al. (2022) in-
troduced a laser imaging nephelometer capable of conduct-
ing simultaneous polarimetric and radiometric measurements
at two distinct wavelengths, which is suitable for deployment
on aircraft.

In this study, a new laser-imaging-type nephelometer, re-
ferred to as uNeph, was designed and constructed jointly by
Micos Engineering GmbH (Dübendorf, Switzerland) and the
Laboratory of Atmospheric Chemistry at the Paul Scherrer
Institute (PSI; Villigen, Switzerland). Considerable downsiz-
ing was a design goal for uNeph to facilitate the deployment
and operation of the instrument in different settings. This
work presents uNeph, including an instrument description
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and the experimental setup (Sect. 2), basic data processing
procedures (Sect. 3), and signal calibration approaches and
error assessment (Sect. 4), in addition to validation and a first
basic application (Sect. 5).

2 Instrument description and experimental setup

2.1 uNeph

uNeph is a benchtop laser imaging polar nephelometer. It
consists of an optical box with dimensions 44× 61× 18 cm
and personal computer (PC), in addition to a few small con-
trol boxes kept externally. A schematic of the key elements of
the uNeph instrument is shown in Fig. 1. A solid-state con-
tinuous wave laser provides linearly polarized light at 532 nm
(∼ 200 mW). The laser beam is collimated with a Gaussian
size around 1 mm and vignetted with apertures to slightly
cut it down to ∼ 0.5–1.0 mm. Exchangeable neutral-density
(ND) filters are utilized to reduce the laser intensity in order
to adjust the instrument sensitivity to different levels. We par-
ticularly used three different optical density filters through-
out the experiments (Thorlabs, Inc., Newton, NJ, USA; mod-
els NE10A, NE15A, and NE20A, with optical density levels
of 1, 1.5, and 2.0, respectively).

The next elements serve to rotate the angle of the linear
polarization state, following the approach detailed in Dolgos
and Martins (2014). It is an assembly consisting of a liquid
crystal variable retarder (LCVR) and a Fresnel rhomb, which
acts as a quarter-wavelength retarder. Subsequently, the beam
is passed through multiple irises to adjust the cross-sectional
area of the beam and to reduce the level of undesired back-
ground light (e.g., stray light) in the scattering chamber (not
shown in Fig. 1).

The laser beam is directed through a scattering chamber
twice, using a rooftop reflector in between (this is a rooftop
design that maintains the linear polarization nature of the
laser beam). The input window of the scattering chamber is
placed at angle, and the small reflected part, not blocked by
the antireflection (AR) coating, is used to measure the input
laser power (forward beam) with a photodetector (Si free-
space amplified photodetector; Thorlabs, Inc., Newton, NJ,
USA; model PDA100A2). The power of the backward beam
exiting the chamber after both passages is also measured with
a second similar photodiode (a ND filter is used for pro-
tection). Since the laser intensity attenuation is expected to
be minimal within the range of aerosol sample concentra-
tion tested in this study, we only used the forward beam laser
power measurements to compensate the raw signals for vari-
ations in laser intensity.

The scattering chamber, also shown in Fig. 1, serves as
the measurement cell. It is a metal chamber with a length
of ∼ 30 cm and a volume of ∼ 2.5 L. The laser beam enters
and leaves the cell through sealed windows. The chamber
has a removable lid, which enables access to the beam path,

e.g., for performing calibration tasks. A pressure (p), tem-
perature (T ), and relative humidity (RH) sensor is mounted
inside the scattering chamber. A sample inlet and outlet
are installed at opposite ends of the scattering chamber to
flush it continuously with gas or aerosol samples. A detec-
tion unit consisting of an optical objective and a camera is
used to collect the scattered light. Light scatters inside the
forward and backward beams in forward (scattering angles;
0◦ ≤ θ ≤ 90◦) and backward (90◦ ≤ θ ≤ 180◦) directions, re-
spectively, and appears as two distinct stripes on the camera
image (Fig. 2a). The camera is an Ar-filled, actively cooled,
monochrome, charge-coupled device (CCD), with a reso-
lution of 1392× 1040 pixels (9× 6.7 mm sensor size and
6.45×6.45 µm pixel size) and a 16 bit analog-to-digital (A/D)
converter (TRIUS PRO825; Starlight Xpress Ltd.). A three-
dimensional scheme of the laser path within the scattering
chamber is demonstrated in Fig. S1. One design element of
uNeph is the use of a wide field of view pinhole lens in the
camera objective, which enables the instrument to be down-
sized. The camera objective is the Marshall V-PL25CS-12
(discontinued), with a pinhole size of ∼ 2 mm, a focal length
of 2.5 mm, and an aperture of F2.8. The field of view (diam-
eter) is 100◦. Direct connection of the CS-mount objective
to the cooled CCD is not possible, and therefore, a Thor-
labs, Inc., re-imager optical system is needed. The objective
is placed at 45◦ from the direction of the beams, with the pin-
hole being placed between both beams (as depicted in Fig. S1
in the Supplement). Based on the geometry (Fig. S1), the pin-
hole and a given laser beam define a scattering plane. The
forward and backward laser beams were aligned to be paral-
lel, and the pinhole location was adjusted such that the two
scattering planes have 45◦ (forward beam) and 135◦ (back-
ward beam) orientations relative to the y–z plane (as de-
picted in Fig. S1b). They are chosen to be perpendicular to
each other to achieve an identical angle between the scat-
tering plane and orientation of linear polarization state for
both forward and backward beams. Two distinct linear po-
larization states, e.g., with nominal orientation that is either
in parallel or perpendicular to the scattering planes, are suf-
ficient to measure the phase function and polarized phase
functions (see Sect. 4.1). A polarimeter (PAX1000VIS/M;
Thorlabs, Inc.) was used, in a setup without the chamber,
to verify that the forward and backward laser beams are al-
most fully linearly polarized. The set points of the LCVR to
achieve parallel or perpendicular linear polarization relative
to the scattering plane were determined by inserting an addi-
tional linear polarizer in front of the chamber. Its orientation
was chosen to be perpendicular to the nominal laser polar-
ization orientation, and then the LCVR setting was varied
to achieve minimal beam transmission. Uncertainties in the
pinhole alignment relative to the laser beams are estimated
to have larger effects on the deviations from the nominal lin-
ear polarization than the quality of polarization control. We
use subscripts “1” and “2” to denote the nominal parallel and
perpendicular linear polarization operation set points, respec-
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Figure 1. (a) Side view and (b) top view schematics of the uNeph instrument (the drawing is not to scale).

tively. The raw data provided by uNeph consist of a digital
image of the light scattered from the forward and backward
beams at a given state of polarization. When conducting mea-
surements, a defined polarization state is first applied, fol-
lowed by acquisition of an image (or multiple images) at a
specified exposure time, texpo. Auxiliary sensor readings (T ,
p, RH, and photodetectors) are simultaneously being logged.
Figure 2a shows an example of a raw light scattering image
for a particle-free air sample taken at polarization state 2,
i.e., nominally perpendicular linear polarization. Further data
processing will be explained in Sect. 3 onwards.

2.2 Experimental setup for uNeph calibration and
validation

Some uNeph calibration measurements rely on probing pure,
particle-free gases, following the experimental setup shown
in Fig. 3a. For this purpose, particle-free air, CO2, Ar (ar-
gon), or He (helium) was flushed through the uNeph, with
a flow rate of ∼ 5 L min−1. Further calibration and valida-
tion measurements were done using aerosol samples with
well-defined properties, using the experimental setups shown
in Fig. 3b or c to generate quasi-monodisperse or broad
unimodal aerosol samples, respectively. Initial aerosol gen-
eration steps were identical for these two types of experi-
ments. The aerosol samples used in this study were spherical
polystyrene latex size standards (PSL; see Table S1 in the
Supplement for specifications) and di-ethyl-hexyl-sebacate
(DEHS). DEHS is a non-absorbing oil-like liquid, hence also
resulting in spherical aerosol particles.

PSL suspensions diluted with Milli-Q water were nebu-
lized using a commercial atomizer aerosol generator (ATM
226; Topas GmbH, Dresden, Germany). Liquid DEHS in
a pure form was aerosolized using a Collison-type nebu-
lizer (CH Technologies, Westwood, NJ, USA). After parti-
cle generation, aerosol samples were passed through a Kr-85
neutralizer to mitigate the aerosol electrostatic losses in the
sampling line. Subsequently, to remove water content from
the nebulized aerosol particles, the sample flow was passed
through a silica gel diffusion dryer. A dilution stage was
placed after the dryer to adjust the aerosol concentration to
suitable levels, particularly during the tests with DEHS for
which the initial particle number concentrations were typ-
ically too high. Next, a quasi-monodisperse size cut was
extracted from the sample flow by directing it through an
aerosol aerodynamic classifier (AAC; Cambustion Ltd, Cam-
bridge, UK; Tavakoli and Olfert, 2013). The major advantage
of the AAC is that the size selection only depends on the
particle aerodynamic diameter, while being independent of
the charge; i.e., there is no interference from larger particles
carrying multiple charges. For PSL aerosol experiments, the
AAC was operated at a resolution parameter set point of 10,
and the nominal diameter set point of the AAC was adjusted
to maximize the particle number concentration downstream
(i.e., at the peak of the PSL size mode). This approach en-
sures that unwanted small residual particles from solutes in
the suspension and possible agglomerated multiplets are re-
moved without causing a shift in the modal size of the se-
lected PSL particles. The AAC set point diameters which
maximized PSL transmission agreed to within 1 % of the
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Figure 2. (a) Example of a raw sample image of the particle-free air acquired at perpendicular polarization, with an exposure time of 215 s.
(b) The angle calibration fit lines (red) and an example cross-sectional line (blue) indicate pixels corresponding to a scattering angle of
θ = 40◦. (c) Light scattering image after transformation to pixel angle coordinates. (d) Cross-sectional signal for the example θ = 40◦.
(e) The integrated light scattering signal, 4, over measured scattering angles, θ , for a particle-free air sample.
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Figure 3. Schematics of experimental setup for probing (a) gases, (b) quasi-monodisperse aerosol, and (c) broad unimodal aerosol. The
aerosol generation step (solid lines) and the sampling step (dashed lines) shown in panel (c) were performed in sequence as described in the
main text.

calculated aerodynamic diameters of the PSL size standards
(Table S1), which validates accuracy of size selection by the
AAC. For the DEHS aerosol experiments, the AAC was op-
erated at a resolution parameter set point of 20 to provide
a quasi-monodisperse DEHS aerosol of a known size. The
AAC aerodynamic diameter set points and corresponding
volume equivalent diameters are included in Table S2. In all
the tests, the sample flow through the AAC was∼ 1 L min−1.
Up to this point, the particle generation and selection have
been identical for all aerosol experiments. For the monodis-
perse test experiments (Fig. 3b), the size-selected aerosol
sample was combined with a stream of particle-free com-
pressed air, which was maintained at ∼ 4 L min−1, before
being sent to the uNeph and a condensation particle counter
(CPC; TSI Incorporated, Shoreview, MN, USA; model 3776)
that operated in parallel. This provides phase function mea-
surements for an aerosol of a known refractive index (RI) and
size and number concentration.

The experimental setup was slightly modified to generate
and probe a broad unimodal aerosol with larger but still mod-
erate width for the size distribution (Fig. 3c). A holding con-
tainer (with volume of ∼ 100 L) was placed after the aerosol
classification stage. The AAC was stepped through six dif-
ferent set points ranging from 310 to 450 nm aerodynamic
diameters, while filling the container in flow-through mode
over a time period of ∼ 10 min. Afterwards, the outlet valves
were closed for ∼ 18 h to allow the size distribution to be-
come more homogeneous through mixing and coagulation.
After the coagulation process, the sample was slowly pushed
through the outlet of the holding container by applying a
particle-free airflow of 0.5 L min−1 at the inlet. The extracted

aerosol sample was diluted with 4 L min−1 particle-free air
and then distributed to the aerosol instruments. In addition
to the uNeph and the CPC, a scanning mobility particle sizer
(SMPS) was employed to measure the aerosol number size
distribution. The SMPS was a combination of a differential
mobility analyzer (DMA; TSI Incorporated, Shoreview, MN,
USA; model 3082) and a CPC (TSI Incorporated, Shoreview,
MN, USA; model 3775).

3 uNeph data processing

Deriving calibrated and polarized phase function data from
the uNeph raw digital images requires many intermediate
data processing steps. The two main stages are image data
reduction and angular signal processing, as delineated in the
flowcharts (Fig. S2) and detailed in the following.

3.1 Image data reduction

3.1.1 Dark signal corrections

Digital images acquired by the CCD contain some signal that
is entirely unrelated to actual illumination of the CCD, which
is hereafter referred to as the dark signal. It can be charac-
terized by acquiring images without illuminating the CCD
(Manfred et al., 2018; i.e., with the uNeph laser turned off).
The CCD also has a few hot pixels that possess an abnor-
mally large dark current (e.g., Fig. S3). Image processing,
which follows the flowchart in Fig. S2a, starts with hot-pixel
identification and removal (Fig. S2a), as detailed in Sect. A1.
The subtraction of the dark signal contribution, as detailed in
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Sect. A2, comes next. The dark signal itself has two system-
atic contributions, a positive bias (constant) and dark current
(proportional to exposure time), in addition to superimposed
random noise. Accordingly, the two constants are sufficient
for characterizing the systematic components of the dark sig-
nal as a function of the exposure time (Eq. A2). Figure S4
demonstrates that this correction approach works well to sub-
tract the dark signal contribution with small residuals.

3.1.2 Scattering angle calibration

The relationship between scattering angle and image pix-
els is determined through the scattering angle calibration,
which is described in more detail in Sect. A3. Briefly, this is
achieved by relating an axial position inside the laser beam
with both the scattering angle and the corresponding image
pixel coordinates. For this purpose, a pinhead mounted on a
3D translation stage is placed at 27 different positions in-
side the forward and backward laser beams (Figs. S5 and
S6). An image of the diffused laser light is recorded, along
with the corresponding coordinates of the pinhead position.
Figure S5b illustrates how the laser beam axis, the pinhead
position (S), and the center of the pinhole objective (P ) de-
fine the scattering angle (θ). The center of the pinhole ob-
jective P is not known exactly, which introduces uncertainty
into θ , as explored and discussed in Sect. 4.3. The center
of the bright spot on the image provides the corresponding
pixel (Fig. S6a). This calibration step ultimately provides a
list of pixel coordinates along the centerline of the forward
and backward beams, together with the corresponding scat-
tering angles. Such calibration points are shown in Fig. 2b as
yellow dots, along with a second-order polynomial fit curve
through them (red curve).

3.1.3 Angular signal extraction

The laser beam stripes on the image are wider than just one
pixel (e.g., Fig. 2b). Limiting further data analysis steps to
the centerline pixels would impose an unnecessarily high sta-
tistical noise on the results (Ahern et al., 2022). Therefore,
the next steps, following the flowchart shown in Fig. S2a,
aim at integrating the raw image signal along the beam cross
section for each angle.

The image is first transformed to bring the laser beam
stripes on a straight line in parallel to the new abscissa repre-
senting scattering angle. The top (backward beam) and bot-
tom (forward beam) halves of Fig. 2b are separately trans-
formed and stitched together with a common abscissa, as
shown in Fig. 2c. The blue lines in Fig. 2b and c illustrate
the beam cross section at θ = 40◦ before and after transfor-
mation, as an example. Section A4 provides a more detailed
description of the image transformation. A regular grid with
1◦ angular resolution was chosen for the extracted image. No
attempts were made to extract the signal with a higher an-
gular resolution, given that the information content of the

measured phase functions is often limited by measurement
uncertainties rather than by the angular resolution. The trans-
formed image signal is then integrated along the beam cross
section for each angle (illustrated in Fig. 2d for θ = 40◦, as an
example). Integration boundaries were chosen to maximize
the ratio of the actual light scattering signal to the interfering
signal contributions, such as stray light or dark current resid-
uals. Specifically, we chose the integration limits, indicated
by red lines in Fig. 2c and d, at the pixels where the signal
drops to ∼ 10 % of the peak signal at the beam center (see
Sect. A4 for details). Integration at each angle provides, at the
end of the flowchart shown in Fig. S2a, an angle-dependent
scalar value, which represents the raw angular signal, 4(θ)
(Fig. 2e).

3.2 Angular signal processing

3.2.1 Selection of valid signals

The initial data processing steps described in Sect. 3.1 serve
to provide a signal that is, ideally, strictly proportional to the
image exposure time and without offset. Two signals, 41(θ)

and 42(θ), obtained when probing a stable homogeneous
scattering medium with two different exposure times, texpo,1
and texpo,2, respectively, are expected to fulfill the following:

42(θ)=41(θ)× texpo,2/texpo,1. (1)

In practice, this proportionality relation deteriorates at sig-
nals that are too small, when the residuals of the dark sig-
nal become relevant, or at signals that are too high, when
saturation occurs. Therefore, the data processing contains
a step to discard invalid signals outside the strictly propor-
tional range (see the flowchart in Fig. S2b). To estimate
the valid signal range across which proportionality holds,
we measured particle-free air for 12 different texpo values,
covering the range from 0.1 to 464 s. We calculated the ex-
pected texpo dependence of the angular signal, denoted as
4exp(θ, texpo), assuming that Eq. (1) holds and choosing the
largest valid signal below the onset of saturation as a ref-
erence point. This allows the testing of the proportionality
to texpo by comparing the actual measured signal, denoted as
4meas(θ, texpo), against4exp(θ, texpo), as shown in Fig. 4a for
θ = 50◦. This demonstrates that proportionality is fulfilled in
principle. Only a more precise assessment done in Fig. 4b,
which presents the relative deviation 4meas−4exp

4exp
, reveals the

limits of proportionality. Systematic low bias due to satura-
tion occurs for 4& 7×105. Bias also increases for very low
signals; e.g., relative deviation exceeds 5 % for 4. 2× 103

in this example. Detailed results for a wide range of angles
are shown in Figs. S8 and S9 for proportionality tests with
cooled and uncooled CCD, respectively. Generally, propor-
tionality was fulfilled down to lower values of 4 when cool-
ing the CCD, due to the smaller residuals of the dark signal
subtraction (Fig. S10).
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Figure 4. Panel (a) shows 4(θ = 50◦) vs. texpo for air sample at polarization state 1 collected over different exposure times with CCD
cooling turned on. Panel (b) shows the error of 4meas relative to 4exp as a function of 4exp.

Figure S11 shows the repeated measurements of particle-
free air samples taken over a wide range of exposure times.
The two panels with the longest exposure times (bottom
right) demonstrate how the upper limit (saturation) of the
analog-to-digital converter leads to the capping of the sig-
nal (red line) in the center part of the beam cross section,
which causes a systematic low bias in the integrated value
(blue marker; right axes). At all other exposure times (texpo ≤

100 s), the integrated signal has a high precision (blue mark-
ers and error bars), though random noise does become im-
portant at texpo . 1 s (for particle-free air at the considered
scattering angle).

The above results from testing the proportionality of the
signals to texpo were used to define the lower and upper limits
of raw4, outside of which the signals are discarded. We only
retain signals for which the relative deviation remains be-
low ∼ 6 % (lower limit) and for which no saturated pixel oc-
curs (upper limit). Applying these strict limits approximately
leaves a dynamic range of ∼ 2–3 or ∼ 1–2 orders of magni-
tude for cooled or uncooled CCD, respectively (Fig. S10).

Unfortunately, 3 orders in magnitude for the dynamic
range may not be sufficient to operate the uNeph with a
fixed texpo, as the signal strength can vary over an even wider
range, depending on scattering angle, polarization setting,
and sample properties. For example, the signal at around
90◦ drops to very low values, compared to the forward or
backward scattering when applying parallel polarization to
a Rayleigh scatterer, or forward scattering can exceed the
backward scattering by orders of magnitude for large par-
ticles. When measuring the aerosol samples, an additional
and considerable variation in the signal 4 can occur due to
the statistical fluctuations in the number of particles present
inside the laser. Figure 5a–c present the data from the mea-
surements with a high product of the DEHS particle number
concentration and exposure time. This results in a smooth ap-

pearance of the light scattered out of the laser beam and onto
the CCD camera (Fig. 5a) and a low level of random noise of
the repeated measurements (represented by the spread of the
gray curves in Fig. 5b). Consequently, the histogram of the
repeatedly measured 4 values for the aerosol sample (blue
bars in Fig. 5c) has a narrow width. This implies that the
mean number of particles present in the sensitive volume of
the laser for this angle during image exposure is similar for
all repeats, with little statistical fluctuation. The mean value
of 4 is much higher for the aerosol sample compared to the
particle-free air sample shown for comparison (red bars) be-
cause the aerosol scattering coefficient clearly exceeds the air
scattering coefficient at this particle size and concentration.

In contrast, Fig. 5d–f show the results for an identical
aerosol sample to the one seen in Fig. 5a–c, except for the
DEHS particle number concentration being a factor of 1000
lower. In this example, the product of the particle num-
ber concentration times the exposure time is small enough
to cause inhomogeneous signals. The stripes in Fig. 5d
are not smooth anymore, and instead, bright spots along
the laser beam become discernible. These are caused from
single particles crossing the beam during image exposure.
Accordingly, the signal along the beam cross section also
has high fluctuations between repeats (spread in the gray
lines in Fig. 5e). In some repeats, the signal remains at the
background level caused by Rayleigh scattering at the air
molecules (red line) across the entire beam cross section or
portions of it. The histogram of the 4 values shows that the
aerosol sample signal (blue bars in Fig. 5f) is identical to the
air background (red bars) for a large fraction of the images
because no particle crosses the laser beam at this angle during
the exposure. A subset of the4 values is considerably larger,
corresponding to cases in which a particle is present during
the exposure. For this example, the minimal and maximal
signals of single images differ by a factor of ∼ 3 due to the
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Figure 5. Panels (a) and (d) are examples of a single frame of raw data captured by uNeph at texpo = 4.64 s for 200 nm DEHS aerosol
samples, with particle number concentrations of 1000 and 1 #/cc (particles per cubic centimeter), respectively. Panels (b) and (e) are the
signals in a cross-sectional pixel at scattering angle of 25◦ for the 200 nm DEHS aerosol samples, with particle number concentrations of
1000 and 1 #/cc, respectively. The gray lines are the aerosol samples in each sample frame (64 sample frames for panel b and 47 sample
frames for e), the blue line is the mean of the aerosol signals, and the red line is the mean of background (BG) air (60 sample frames, with
texpo = 4.64 s). Panels (c) and (f) are the histogram of the integrated signal4air (red) and4aerosol (blue) over the sampled frames for 200 nm
DEHS aerosol samples, with particle number concentrations of 1000 and 1 #/cc, respectively.

random fluctuations caused by limited particle statistics. This
problem can be mitigated by averaging a sufficiently large
number of images with an identical exposure time (dashed
blue line in Fig. 5e).

Given this issue of sample homogeneity, probing the full
phase function with small random noise may make it neces-
sary to measure with different exposure times and to include
repeats at each of them. A condition for obtaining an un-
biased average is that all repeats taken at a given texpo fall
within the proper signal range for a given angle. If some re-
peats were falling outside the proper signal range for a given
angle, then the average would likely be biased. No bias is
expected if either all images are retained or all invalid im-
ages are discarded at that angle. Therefore, all measurements

taken at a texpo with some invalid signals are to be excluded
from further data analysis. Discarding data outside proper
signal range is implemented as the first data processing step,
starting from the integrated signals 4 (see the flowchart in
Fig. S2b).

In the presence of large particles, the data filtering step
may disqualify all texpo values. This is due to the fact that the
difference in signal with or without a particle present in the
laser beam becomes increasingly large with the increasing
particle size. Above a certain size, this difference can exceed
the proportional range of the instrument, such that it is not
possible to find an exposure time for which all signals are
unbiased. At longer texpo, images with particles present suf-
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fer from saturation. At shorter texpo, images without particles
present fall below the proper signal range.

One approach to mitigate the unresolvable texpo trade-off
is to reduce the instrument sensitivity by, e.g., reducing the
laser power with a stronger ND filter. This would allow for
longer texpo without exceeding the saturation limit. Longer
texpo reduces signal fluctuations related to particle statistics,
such that the smallest signals also remain above the lower
signal limit.

3.2.2 Normalization of the signal by exposure time and
laser power

The signal 4 is proportional to texpo, a data acquisition set-
ting, and to laser power. Hence, the next data processing step
is the normalization of 4 by texpo and the laser power sig-
nal (flowchart in Fig. S2b), in order to account for variations
in these parameters. The forward beam photodetector pro-
vides a signal proportional to the laser power by probing the
part reflected at the chamber window (Fig. 1). The normal-
ized signal 4 is referred to as the compensated signal and is
denoted as ξ(θ). This normalization step allows for the av-
eraging of ξ(θ) acquired at different laser power levels and
with different texpo values.

3.2.3 Subtracting stray light interference

The compensated signal ξ(θ) contains a contribution from
stray light background (e.g., light scattered from the walls of
the sampling volume), which interferes with the light scat-
tered by the sample. The next data processing step aims at
subtracting this interference (see the flowchart in Fig. S2b).
In this study, we determined the stray light signal contribu-
tion by sampling He gas with the uNeph. The scattering co-
efficient of He is more than 60 times smaller than that of
air, such that ξ(θ) measured for a He sample typically is
dominated by the stray light contribution. Therefore, it is
commonly used to quantify stray light interference (Ahern
et al., 2022; Manfred et al., 2018). We denote the normal-
ized stray light signal as ξSL(θ) and subtract it from ξ(θ)

to obtain the sample signal, ξmeas(θ). Thus, ξmeas(θ) for an
aerosol sample only contains contributions from light scat-
tered by the carrier gas and the particles (plus residuals from
dark signal and stray light corrections). Stray light does not
depend on temperature or pressure. Therefore, a correction
of this interference is kept separate from the air background
subtraction (described in Sect. 3.2.5).

3.2.4 Signal averaging to mitigate random signal
fluctuations

For the reasons explained in Sect. 3.2.1, we typically ac-
quired repeat measurements at different texpo values. The
data processing steps done so far (Fig. S2b) provide ξmeas(θ),
which can be averaged over repeated measurements without
further corrections. We apply a weighted averaging in which

individual ξmeas(θ, texpo) values are weighted by their corre-
sponding texpo, in order to obtain ξmean(θ). The weighting is
introduced, as shorter measurements of the same sample are
expected to have poorer signal-to-noise ratio. The results for
the air samples presented in Fig. S11 justify this approach.
First, the random noise in the single measurements is negli-
gible for the exposure times of ∼ 21.5 s or longer, whereas it
is considerable for the exposure times of ∼ 2.15 s or shorter.
Second, the mean results from repeated short measurements
(red lines and blue markers) are consistent with the results at
long exposure times.

3.2.5 Air background subtraction

For a particle-free gas sample, the preparatory data process-
ing steps (flowchart in Fig. S2b) are complete after stray light
subtraction and optional averaging, i.e., ξgas(θ)≡ ξmeas(θ),
which only leaves the application of the calibration constants
as a final step to follow (Sect. 4). In contrast, for an aerosol
sample, the signal ξmeas(θ) is proportional to the sum of the
light scattered by particles and the light scattered by the car-
rier gas (in this case, it is air) present in the laser beam. Thus,
the subtraction of the air background contribution, ξBG(θ),
is an additional step that is required to derive the signal,
ξaerosol(θ), that is proportional to the light scattered by the
aerosol particles only (flowchart in Fig. S2b). We apply the
approach of regular filtered air measurements in order to ob-
tain a reference value for the air background signal ξBG(θ).
Data processing for this air background measurement fol-
lows the standard gas branch of the flowchart in Fig. S2b
to obtain ξair(θ). An aerosol measurement is taken at a cer-
tain temperature (T ) and pressure (p), whereas the air back-
ground is measured at potentially different conditions (Tref;
pref). Given that the scattering coefficient of air depends on
the temperature and pressure, the following correction is ap-
plied to ξair:

ξBG = ξair
Tref

T

p

pref
. (2)

The magnitude of the air signal variability in the time win-
dow between two air background measurements determines
the residual error in the aerosol signal due to imperfect back-
ground subtraction. Therefore, we conducted continuous air
background measurements over an extended period of time
in order to estimate this variability. The variations of ξBG
relative to an arbitrarily chosen reference value ξref are pre-
sented in Figs. S12 and S13 for the polarization set points
1 and 2, respectively. In these examples with a duration of
∼ 3 d, the systematic drift dominates over random noise,
while remaining within a few percent. Figure S14 shows
eight air background measurements distributed over 14 d.
These results suggest an instrument stability of around±3 %
over this duration. This means that residuals from imperfect
air background subtraction contribute to the random noise in
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ξaerosol(θ) at the level of ∼ 3 % within the air background
signal.

4 Instrument calibration and error model

The uNeph data processing steps described in Sect. 3 provide
a signal that is directly related to the light scattering phase
function of either gas or aerosol samples. The last remaining
step is to determine and apply a set of calibration constants
to derive phase functions in absolute units.

4.1 Calibration equations

The measurement and calibration approach applied
to uNeph to determine the absolute phase function
(F11(θ); (Mm−1 sr−1)) and the polarized phase function
(−F12(θ)/F11(θ); [–]) builds on the work by Dolgos and
Martins (2014), which dealt with taking measurements at
two well-defined laser polarization states (i.e., ξ1(θ) and
ξ2(θ)). Using the Stokes formalism, the following pair of
equations relates the measurements (ξ1(θ) and ξ2(θ)) to the
scattering matrix elements (F11(θ) and F12(θ)) for a defined
sample (either a gas or an aerosol) consisting of an ensemble
of randomly oriented scatterers:

F1(θ) :=G1(θ)ξ1(θ)= F11(θ)+ q1F12(θ) , (3a)

F2(θ) :=G2(θ)ξ2(θ)= F11(θ)+ q2F12(θ) . (3b)

Here, G1(θ) and G2(θ) are the instrument gain calibration
factors for the two polarization set points, whereas q1 and
q2 represent true fractions of linear polarization aligned with
the nominal orientation of the linear polarization states. For
perfect polarization control, q1 and q2 assume the values +1
and−1, representing the 100 % linear polarization that is par-
allel and perpendicular to the scattering plane, respectively.
However, the polarization control and geometry are not per-
fect, such that q1 and q2 are expected to be smaller than +1
and larger than −1, respectively. In Eq. (3), we also define
Fi(θ), which is the actual angular distribution of the total
scattered light (in units of Mm−1 sr−1) for polarization set
point i. To distinguish between the perfect and actual polar-
ization states, we also define the terms Fpara and Fperp, which
refer to the hypothetically perfect measurements with q1 = 1
and q2 =−1, respectively.

4.2 Radiometric calibration using gas samples

The first step in the calibration process is the evaluation
of the gain calibration factors. In our analysis, we used
particle-free air and CO2 as calibration gases. For the cal-
ibration gases, F11(θ) and F12(θ) are taken from the lit-
erature (Dolgos and Martins, 2014). Initially, we assumed
perfect polarization set points, namely q1 = 1 and q2 =−1.
Then we obtained Gi(θ), using Eq. (3), and ξi(θ) was mea-
sured for the calibration gases. Specifically, we used the dif-

ference ξi,CO2(θ)− ξi,air(θ) to avoid interference from resid-
ual dark signal or stray light contributions to ξi(θ). The ma-
genta lines in Fig. S15 show the resulting angle-dependent
gain calibration factors. Additionally, the gain factors de-
rived from single-gas calibration measurements, due to using
either ξi,CO2(θ) (red lines) or ξi,air(θ) (blue lines), are also
shown. The fact that all three curves are very similar demon-
strates that the residual signal offset is very small and that
our gain calibration has a high precision.

In a next calibration step, we measured Ar gas to exam-
ine the validity of the assumed q values. Ar is a monatomic
gas for which Fpara(θ) approaches 0 as θ approaches 90◦

(Fig. S16). This makes it ideal to reveal errors in angle cal-
ibration or qi . Indeed, the comparison of uNeph measure-
ments and theoretical curves in Fig. S16 (and its variant
Fig. S17 magnified at θ ≈ 90◦) suggests some bias. Apply-
ing the gain calibration, obtained with the assumption q1 =1,
results in a systematically greater uNeph measurement com-
pared to the theoretical values in the angle range of ∼ 75 to
105◦. This suggests that the uNeph polarization control is not
as perfect as assumed. Figures S16 and S17 additionally con-
tain curves obtained from assuming a range of different qi
values. The measurements obtained by assuming q1 = 0.92
(in the forward angular direction) and q1 = 0.95 (in the back-
ward angular direction) closely match the theoretical results.
Therefore, we used these q1 values for subsequent data anal-
yses. Furthermore, we also assumed that |q1| = |q2|. This is a
simplified approach to calibrate the actual polarization states.
Using Ar validation data alone is not sufficient to disam-
biguate the bias from the q calibration and the angle calibra-
tion. Therefore, we used a PSL aerosol with well-constrained
properties to further optimize the uNeph calibration.

4.3 Refining calibration using PSL size standards

The radiometric calibration and the scattering angle calibra-
tion are interconnected through Eq. (3). The q values were
identified as a main source of uncertainty in the radiomet-
ric calibration (Sect. 4.2). The exact position of the camera’s
pinhole is the main source of uncertainty in an angle cali-
bration (Sect. 3.1.2). In order to refine these calibration pa-
rameters, we use a PSL aerosol with well-constrained prop-
erties as a further calibration reference. Using PSL standards
as a calibration step was previously implemented by Ahern
et al. (2022).

In this study, the monodisperse PSL aerosol was gen-
erated as described in Sect. 2.2. The expected absolute
phase functions were calculated using the Mie theory, tak-
ing the RI from the literature (Kasarova et al., 2007; Ma et
al., 2003) and assuming a lognormal size distribution. We
use the miepython package (https://github.com/scottprahl/
miepython, last access: 1 August 2022) to carry out the Mie
calculations. The lognormal parameters were taken from the
certified diameter (600 nm), reported coefficient of variation
(1.7 %), and number concentration measured by the CPC.
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For a given set of q values and pinhole location P , it is
possible to process the uNeph data all the way to the absolute
phase functions. By varying the value of P for fixed q val-
ues, it is possible to optimize the angle calibration by choos-
ing the value which results in the smallest least squares sum
of residuals between expected and measured phase functions.
Changing the angle calibration deteriorates the agreement for
the Ar data, which were used to optimize the q values. There-
fore, the q values and pinhole location were alternately opti-
mized in a few iterations.

Figure 6 illustrates the effect of optimizing the coordinates
of the pinhole center. The dashed red lines are the uNeph data
processed with the final optimized q values, along with the
initial coordinates of the pinhole center taken from the an-
gle calibration process (Sect. 3.1.2). The solid red lines are
the uNeph data processed with the final optimized q values,
along with final optimized coordinates of the pinhole cen-
ter. Comparison of these phase functions against the expected
phase functions illustrates the considerably improved agree-
ment after optimization.

The fact that good agreement is achieved at the end of
this optimization process for one specific calibration aerosol
does not necessarily imply that the calibration constants are
physically meaningful. Therefore, the uNeph measurement
still needs to be validated, using aerosol samples with well-
constrained properties. Such validation results are presented
in Sect. 5.

It can be seen in Fig. 6 that the final calibrated phase func-
tion data have a gap in the angle range between ∼ 85◦ and
∼ 95◦. The angle of the camera’s central axis relative to the
laser beams was not optimally chosen in the uNeph proto-
type, such that the portions of the forward and backward
beams corresponding to this angle range fall outside the cam-
era’s field of view. This type of angular truncation (side angle
truncation) is unfortunate; however, it does not substantially
affect the retrieval of aerosol parameters from uNeph mea-
surements, as shown in Moallemi et al. (2022).

4.4 Measurement error assessment

To better understand and quantify the errors in uNeph-
measured phase functions, we developed an instrument error
model. This model contains the major uNeph error sources
and uncertainty values for the parameters that govern each
type of error. As demonstrated in Sect. 4.2 and 4.3, uncer-
tainties in the exact laser polarization state and angle calibra-
tion are important sources of uNeph measurement error. Air
background subtraction and measurement precision also con-
tribute to the measurement error. We account for these four
independent sources of error and consider their contributions
to the total phase function measurement error (σtot) to be in-
dependent of each other. Hence, we combine them following
standard error propagation for independent errors:

σtot,l(θ)=

√
σ 2
θ,l(θ)+ σ

2
BG,l(θ)+ σ

2
q,l(θ)+ σ

2
ε,l(θ) , (4)

where σθ,l , σBG,l , σq,l , and σε,l represent individual contri-
butions to the phase function error arising from uncertain-
ties in angle calibration, background subtraction, polariza-
tion state calibration, and signal precision, respectively. The
subscript l is a placeholder denoting the errors of F1, F2,
F11, or −F12/F11. A detailed description on the evaluation
of different error components is provided in Sect. A5 of Ap-
pendix A.

The total measurement error, σtot,l , obtained using the er-
ror model based on Eq. (4) and its constituting components,
is shown in Fig. 7 for the 600 nm PSL aerosol test case. The
black lines in Fig. 7e–f demonstrate that the total measure-
ment error strongly depends on the angle, due to variable
contributions from individual error components. In this ex-
ample, the estimated total error remains below 10 % in F11
for most angles and below 0.1 (absolute) in −F12/F11 for
all angles. The complexity of the uNeph measurement errors
makes it necessary to use an error model for precise error
estimates as a function of phase function shape, aerosol con-
centration, and scattering angle. The 600 nm PSL aerosol test
case, which was used to illustrate how different components
contribute to the measurement error, is not a rigid test for
the error model, given that these measurement data were also
used to refine the angle calibration (Sect. 4.3). Therefore, fur-
ther validation of the estimated error magnitudes is presented
for the uNeph validation experiments discussed in Sect. 5.2.

5 Instrument validation and example application

5.1 Validation of phase function absolute values

The calibration approach for uNeph described in Sect. 4.2
is designed to provide phase matrix elements F11(θ) and
F12(θ) in absolute units ([Mm−1 sr−1]), as opposed to just
providing normalized phase matrix elements P11(θ) and
P12(θ) ([sr−1]). Here, we assess the level of accuracy of the
measured absolute values, which depends on the accuracy
of the gain calibration factors Gi (Eq. 3) and the precision
of the compensated signal ξ . To do so, we used monodis-
perse PSL size standards with diameters of 240 and 600 nm
and the experimental setup shown in Fig. 3b. Validation was
done for F1(θ) and F2(θ) measured by uNeph. The size dis-
tribution parameters (modal size and width) and RI values
are fixed and known for PSL aerosols, thus making measured
Fi(θ) strictly proportional to the particle number concentra-
tion at any angle. Therefore, it is possible, when using the
Mie theory, to infer the particle number concentration di-
rectly from Fi(θj ) measured at a single angle θj . This was
done for all angles with valid uNeph measurements, for the
two polarization set points, and for the two PSL sizes. Statis-
tics of the particle number concentration values determined
with this approach are provided in Table 1 (fourth and fifth
column). The coefficients of variation (CV) of the uNeph-
derived particle number concentrations over θ were as low as
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Figure 6. Expected and measured results for a PSL size standard with geometric mean diameter (GMD) of 600 nm for (a) F1, (b) F2, (c) F11,
and (d) −F12/F11. The expected curves are based on the Mie theory for homogeneous spheres constrained with a certified mean particle
diameter (600 nm), geometric standard deviation (GSD= 1.017) inferred from the reported coefficient of variation, and particle number
concentration measured by a CPC (NCPC). The gray shading corresponds to the uncertainty range of the expected phase functions if the
certified GMD is perturbed by the reported uncertainty (±9 nm). The uNeph measurement is processed with finally calibrated q values and
two different angle calibration curves. The dashed red line represents the initial angle calibration, whereas the solid red line represents the
refined angle calibration, based on optimized pinhole center coordinates.

4 %, 12 %, 5 %, and 2 % for the two PSL sizes and polariza-
tion set points. These results demonstrate that the precision of
the gain calibration for single angles is very high, given that
errors in PSL size distribution properties and other random
noise can also influence the coefficients of variation. The rel-
ative bias of the mean uNeph-derived particle number con-
centrations compared against independent measurements by
a CPC is listed in the last column of Table 1. The agreement
is excellent, with bias ranging from −4.6 % to +3 %. This is
actually much better than the specified CPC uncertainty of
∼ 10 %. Altogether, we conclude that the gain calibration is
very precise and that there is no evidence of systematic bias
that goes beyond the CPC uncertainty.

5.2 Validation of phase functions using
quasi-monodisperse aerosol

The uNeph data presented in Fig. 7 do not validate the in-
strument performance for measuring any type of phase func-
tion because this experiment was also used to refine the angle
calibration. Therefore, uNeph performance was further vali-
dated by probing quasi-monodisperse spherical aerosol par-
ticles with known complex RI and diameters of 200, 400,
600, and 800 nm. These validation aerosols were generated
by extracting a narrow size cut from a broad unimodal DEHS
aerosol by means of an AAC (see Fig. 3b for the experi-

mental setup). The sampling period was ∼ 60 min for each
size and included the recording of multiple repeats of data at
different exposure times (0.1 s≤ texpo ≤ 100 s) to ensure that
valid signals were collected for all angles and polarization set
points (Sect. 3.2.1). The aerosol number concentration was
quite stable, and small drifts during the experiments were ac-
counted for in the data analysis.

DEHS is a liquid, which therefore results in spherical par-
ticles when aerosolized. This makes it possible to use the
Mie theory to calculate the expected light scattering phase
functions. Nevertheless, the true phase function is not ex-
actly known, due to uncertainties in the aerosol parameters
that are required for input in the Mie calculation. A complex
RI of 1.455+ 0i at 532 nm was used, based on Pettersson
et al. (2004). The AAC-classified particles were assumed to
have lognormal size distributions, with the best estimates for
the modal diameter inferred from AAC aerodynamic diame-
ter set points (see Table S3) and for the number concentra-
tion taken from the CPC measurement. To account for un-
certainties in the properties of the AAC-extracted aerosol, a
Monte Carlo simulation was performed to calculate a range
of expected phase functions by varying the size distribution
parameters. The complex RI was held at a fixed value, and
normally distributed errors were assumed for modal diame-
ter and number concentration, with coefficients of variation
equal to 3 % and 10 %, respectively. The width of the log-
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Figure 7. Panels (a), (b), (c), and (d) are the angular light scattering measurements, with total errors for the 600 nm PSL aerosol particles
(red lines). The black lines are the expected angular measurements that were calculated using the Mie theory, according to the descrip-
tion in Sect. 4.3. Panels (e), (f), and (g) present the estimated measurement errors in relative terms for F1, F2, and F11, respectively.
Panel (h) presents the estimated contributions to error of −F12/F11 in absolute terms. The contribution of air background uncertainty to
measurement error remains small (magenta lines in panels on the right), unless the aerosol phase function (red lines in panels on the left)
approaches values only slightly above 3 % of the air background (dashed blue lines). This effect is nicely seen in panels (b) and (f) at angles
∼ 105 and ∼ 155◦.

normal size distribution, expressed as a geometric standard
deviation (GSD), is not exactly known. Therefore, possible
GSD values were assumed to be evenly distributed between
the limits 1.04 and 1.08. F11 and −F12/F11 were calculated
for 1000 sets of randomly drawn size distribution parameters
as described above, and the interquartile range of all resulting
phase function values at a given angle is assumed to represent
uncertainty in the true phase function as constrained by AAC
and CPC.

The uNeph validation results are presented in Fig. 8. The
uncertainty range of the expected F11 and −F12/F11 is
shown as gray shading, and the measured phase functions
are shown as red lines, with the error bars calculated with the
error model presented in Sect. 4.4. The F11 measurements

fall well within the uncertainty range of expected phase func-
tions over all available angles and for all four sizes (top pan-
els). More precisely, most of the data points fall into the un-
certainty range of the predictions, even without an error al-
lowance on the uNeph measurement. There is hardly any dis-
agreement between the expected and measured F11 that ex-
ceeds the measurement errors. The findings are quite equiv-
alent for the −F12/F11 function; the measurements fall well
within the uncertainty range of the expected phase functions
(bottom panels in Fig. 8) for the most part, even without
allowing for measurement error. The disagreement that ex-
ceeds the estimated measurement errors only occurs at a few
angles for the 800 nm particles. The uncertainties in the true
phase functions, i.e., the width of the gray shading, are quite
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Table 1. Validating the absolute values of measured phase functions using PSL size standards and an independent number concentration
measurement from a CPC.

PSL diameter Nominal polarization set point Particle number concentration

CPCa uNeph-derivedb uNeph-derived Bias of uNeph-derived
median (Q1, Q3)c estimated CVd (uNeph−CPC)/CPC

(nm) (–) (cm−3) (cm−3) (–) (–)

600 F1 (parallel) 103± 12 98 (96, 102) 4 % −4.6 %
600 F2 (perpendicular) 110± 12 113 (105, 123) 12 % 2.7 %
240 F1 (parallel) 1587± 36 1596 (1557, 1671) 5 % 0.6 %
240 F2 (perpendicular) 1628± 39 1608 (1589, 1635) 2 % −1.2 %

a The mean CPC measurements with the standard deviation as error values (CPC uncertainty of ∼±10 %).
b This requires the Mie theory to be constrained with the reported diameter and CV of the PSL size standards. The number concentration was independently derived
from the data points at each angle. Here we report the statistics of the results from all measured angles.
c Q1 and Q3 refer to the lower and upper quartiles, respectively.
d The coefficient of variation is estimated using the formula (0.741× interquartile range)/median, which is insensitive to outliers.

considerable, despite using well-defined reference aerosols.
This impedes a stringent test of the error model, i.e., reliable
identification of potentially underestimated measurement er-
rors.

An alternative approach to validating the phase function
measurements is to use them to retrieve the properties of the
test aerosol size distributions, which are assumed to be of a
lognormal shape and are described by the vector νPSD de-
fined in Eq. (5a), with the elements of the geometric mean
diameter (dm), geometric standard deviation (GSD), and to-
tal particle number concentration (Ntot).

νPSD =

 dm
GSD
Ntot

 (5a)

For this purpose, a simple retrieval scheme was applied to
retrieve νPSD, optimized such that the corresponding phase
functions calculated with the Mie theory achieve the best fit
with the phase function measurement data, specifically F1
and F2, according to the least squares minimization given in
Eq. (5b).

νPSD,fit =min
νPSD

∑θN
θ1

(
ln(F1,meas(θi))− ln

(
F1,Mie (θi,νPSD)

))2
+
∑θN
θ1

(
ln
(
F2,meas(θi)

)
− ln

(
F2,Mie (θi,νPSD)

))2

N


, (5b)

where N is the number of measured angles. The complex re-
fractive index of DEHS at 532 nm was again taken as 1.455+
0i (Pettersson et al., 2004). The blue lines in Fig. 8 corre-
spond to F11 and−F12/F11 being calculated with the best fit
of νPSD. These curves match the measurement data within
measurement error, except for very few data points. This

shows that the shape of the measured phase functions is phys-
ically meaningful. The corresponding retrieved size distribu-
tion parameters are included in Table S3, along with inde-
pendent data. The retrieved GSD values ranged from 1.035 to
1.065, which is very narrow but within a plausible range for
the given AAC-resolution parameter settings. The retrieved
number concentrations agree with the CPC data to within
−2 % to +6 %, which falls within the uncertainty range of
the CPC. The retrieved diameters agree with the AAC data
to within −0.5 % to −3.8 %, which is a very good agree-
ment, though located at the edge of expected AAC uncer-
tainty. The fitted theoretical F11 (blue lines) also fall within
the uncertainty range of the true phase functions, as indicated
by the gray shading. However, the course of the blue lines
within the gray shaded areas is not random; instead, they
closely follow one edge of the shading for the three AAC set
points shown in Fig. 8c to h. Additional analyses, presented
in Fig. S21, demonstrate that the measured phase functions
are self-consistent across different angles. This suggests that
the small but systematic low bias of the retrieved diameters
compared to AAC set points could just as plausibly be at-
tributed to a small bias of the AAC.

These results demonstrate the successful validation of uN-
eph. The magnitude of the modeled uNeph measurement er-
rors is plausible, although drawing firm conclusions is dif-
ficult because the uncertainties in the properties of the val-
idation aerosol translate to considerable uncertainties in the
predicted phase functions. In other words, the information
content of the phase functions measured by uNeph for a uni-
modal aerosol with known RI is so high that the aerosol
properties (i.e., dm, GSD, and Ntot) retrieved with a suit-
able inversion algorithm have uncertainties that are similar
to or even smaller than the prior knowledge of these prop-
erties. This statement is in line with the findings of the uN-
eph information content analysis presented in Moallemi et
al. (2022).
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Figure 8. Phase function (F11) and polarized phase function (−F12/F11) measurements for different monodisperse DEHS aerosol test
cases. The nominal aerodynamic diameters are 200 nm (a, b), 400 nm (c, d), 600 nm (e, f), and 800 nm (g, h), and the respective particle
number concentrations measured by a CPC were 190± 8, 494± 11, 59± 4, and 70± 5 cm−3. The volume equivalent diameter, Dve, for
each sample is reported in the column headings. The gray shading indicates the uncertainty range of the independently constrained phase
functions, considering the uncertainties in the input parameters for the Mie calculations (see Sect. 5.2 for details). The blue lines in the figure
are the best-fit phase functions obtained with a least squares minimization of the residuals of the calculated Mie curves compared with the
measurement.

The uNeph measurement accuracy appears to be compa-
rable to that of previous laser-imaging-type nephelometers.
Dolgos and Martins (2014) estimated the errors to be on the
level of ∼ 5 % for F11 and ∼ 0.05 (absolute) for PPF in their
laser imaging nephelometer. Ahern et al. (2022) reported a
precision of ±2 % for F11(θ) and a positive bias of ∼ 30 %
for the integrated scattering coefficient obtained by integrat-
ing F11(θ) over θ .

The results for the 200 and 400 nm examples shown in
Fig. 8 (left panels) show that uNeph can provide phase func-
tion measurements between 5 and 175◦ under favorable con-
ditions. On the other hand, a portion of the phase functions
measured for the 600 and 800 nm cases in the ∼ sub 35◦ an-
gular range was discarded during the data processing step de-
scribed in Sect. 3.2.1. This is the consequence of operating
uNeph in an overly sensitive configuration combined with
insufficient dynamic range, which potentially leads to sys-
tematic measurement bias when probing large aerosol par-
ticles (see Sect. 3.2.1 for an extensive discussion). Unfor-
tunately, the CCD was accidentally operated without cool-
ing, which affected its dynamic range compared to opera-
tion in a cooled state. To investigate how relaxing criteria for
filtering proper signals can affect the measurement results,

we modified the data processing code to retain the image
data acquired with texpo = 0.1 s. These data, shown as dashed
black lines in Fig. 8, are systematically larger than the pre-
dicted values. Therefore, it is considered important to rigor-
ously filter the raw data, following the procedure described
in Sect. 3.2.1, to achieve high-quality data.

5.3 uNeph–GRASP retrieval of aerosol properties

Retrieving aerosol properties from measured phase func-
tions is a central application of aerosol polarimetry. Here
we present a first test experiment to demonstrate feasibil-
ity of aerosol property retrieval from uNeph measurements.
We used the GRASP algorithm (Dubovik et al., 2014) to
solve the inverse problem. GRASP is a versatile and well-
established inversion algorithm used in a wide range of
aerosol remote sensing applications (Dubovik et al., 2021).
GRASP uses a multiterm least squares minimization in mea-
surement space as the basis for solving the aerosol–light scat-
tering inverse problem, including the consideration of a pri-
ori constraints. It allows for using multiple types of measure-
ment inputs and retrieving different types of aerosol proper-
ties. For our purpose, we tailored the open-source version,
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GRASP OPEN (https://www.grasp-open.com/; last access:
25 May 2022), to handle the single-scattering inverse prob-
lem for the uNeph phase function data, hereafter referred to
as the uNeph–GRASP inversion.

GRASP is mainly designed for atmospheric applications
with relatively wide size distributions. The standard GRASP
kernel is a precomputed lookup table with a finite resolu-
tion on a diameter scale. This can result in discretization
errors during the retrieval for lognormal size distributions
with a GSD smaller than around 1.2, while such errors are
negligible for wider size distributions. Therefore, to assess
the uNeph–GRASP inversion (i.e., to investigate the retrieval
of the aerosol volume size distribution and RI from uNeph-
measured F11 and −F12/F11), a sufficiently broad aerosol
size distribution had to be generated. For this purpose, we
generated a broad unimodal DEHS aerosol, following the ex-
perimental procedure illustrated in Fig. 3c and explained in
Sect. 2.2.

The aerosol was first generated and collected in a tank
serving as the holding chamber. Then the aerosol was sam-
pled from this tank and probed by uNeph in addition to an
SMPS and CPC to provide independent measurements of the
particle size distributions and number concentrations, respec-
tively. Sampling from the tank led to the gradual dilution
and concurrent decrease in the aerosol concentration during
the uNeph measurement. In order to minimize the systematic
measurement bias, this concentration drift was accounted for
in the uNeph data processing. Specifically, the time-resolved
particle number concentration data measured by the CPC
were used to compensate for the F1(θ) and F2(θ) data, which
were measured by uNeph at different times (∼ 5 min total
measurement time per polarization set point, with a 1 h time
gap in between).

The measurement space considered in the uNeph–GRASP
inversion consists of either (i) F11 only or (ii) F11 and
−F12/F11. The DEHS test aerosol consists of an ensemble
of homogeneous spherical particles, with equal RI and a uni-
modal size distribution. Therefore, we chose the following
two variants of the aerosol state space representations for the
uNeph–GRASP inversion: (i) the lognormal volume size dis-
tribution representation (state parameters include total vol-
ume concentration, Vtot, geometric mean radius, rg, and geo-
metric standard deviation, GSD) or (ii) the binned size distri-
bution representation (state parameters include volume con-
centrations at each size bin, Vk = dV/dlogr(rk), for 22 size
bins, with central radii fixed at positions rk). For both vari-
ants, the GRASP default size range covering particle radii
from 0.05 to 15 µm was used, and particles were assumed
to be spherical, with real and imaginary parts of RI being
allowed to vary in the ranges from 1.35 to 1.7 and 10−5i

to 0.2i, respectively. The GSD was allowed to vary across
the full available range, from 1.2 to 3, for the lognormal size
distribution representation. The parameters for imposing size
distribution smoothness constraints for the binned size distri-
bution representation were chosen, based on the values used

by Dubovik et al. (2011), for an aerosol property retrieval
over a single satellite pixel (difference order of 3 and La-
grange multiplier of 0.005 for the volume size distribution).
No further constraints, such as forcing the size distribution
tails to 0, were applied.

Figure 9 presents the F11 and −F12/F11 measured by
uNeph for the test sample, together with the fit results for
different uNeph–GRASP inversions (fit refers to F11 and
−F12/F11 calculated using the GRASP forward model and
the inverted aerosol properties). All four uNeph–GRASP in-
version configurations result in largely identical fit curves
(blue and red colored lines in Fig. 9a and b), apart from the
exception in the angle range ∼ 150 to 170◦ for the binned
configurations, which will be addressed later in this section.
The GRASP fits to F11 match the measurements at the ma-
jority of angles (Fig. 9a). Discrepancies slightly beyond error
margins only occur in the angle ranges from ∼ 95 to ∼ 105◦

(all retrieval settings) and from ∼ 155 to ∼ 170◦ (lognormal
retrieval settings). The GRASP fits to the−F12/F11 function
match the uNeph measurements reasonably well (Fig. 9b).
However, noticeable differences beyond the error margins
occur in the angle ranges from∼ 60 to∼ 85◦ and from∼ 110
to ∼ 160◦. The exact reasons for these discrepancies for F11
and −F12/F11 remain elusive, as multiple factors can play a
role, including the residual bias in the compensated aerosol
concentration drifts, slightly underestimated measurement
errors, or fine structures in the true aerosol size distribution
shape that cannot be reproduced by the aerosol size distribu-
tion representations implemented in GRASP.

The uNeph–GRASP inversion results for the unimodal
DEHS aerosol (i.e., retrieved aerosol volume size distribution
and complex RI) are shown in Fig. 10. The volume particle
size distributions (VPSDs) retrieved with the four uNeph–
GRASP inversion variants are in close agreement with each
other (red and blue colored lines in Fig. 10a), which explains
the close match of the four corresponding GRASP fits to F11
and −F12/F11 in Fig. 9. There is a small but clearly dis-
cernible difference in the retrieved VPSDs from the binned
inversions, which have additional minor modes to the right of
the main mode. This leads to better agreement between the
GRASP fit and the measured F11 in the angle range of 150–
170◦ (Fig. 9a), compared to the other retrievals. However,
substantial particle volume in this size range is not expected,
based on the aerosol generation process; hence, it could be
a result of an overfitting measurement bias. The uNeph–
GRASP inversion also retrieves both the real and imaginary
parts of the RI. These are in very close agreement among the
four inversion variants; i.e., maximal absolute differences are
as small as 0.018 and ∼ 3×10−4i for the real and imaginary
parts, respectively (colored markers in Fig. 10b).

The results discussed so far show that the uNeph–GRASP
inversion is robust in the sense that it leads to essentially
identical retrieval results for different inversion variants ap-
plied to the unimodal test aerosol, which also reproduce the
measured F11 and −F12/F11 reasonably well. As a last step,
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Figure 9. Phase function (F11) and polarized phase function (−F12/F11) measurements by the uNeph and GRASP retrieval results for the
broad unimodal DEHS test case.

Figure 10. Retrieval results obtained by applying GRASP to the uNeph data (a) volume size distribution compared against independent
SMPS measurements. (b) Real (n) and imaginary (k) parts of the complex refractive index (RI) compared against the literature data.

we compare the retrieval results with independently known
or measured properties of the aerosol sample. Validation of
retrieved VPSD is done against independent measurements
by an SMPS. Figure 10a shows that the mode and width of
the size distributions from SMPS (black line) and the uNeph–
GRASP inversions (colored lines) are consistent, while the
magnitude of the retrieved size distribution is larger than that
of the independent measurement. For a quantitative compari-
son, the integral properties’ total volume concentration (Vtot),
geometric mean radius (rg), and GSD were calculated from
the measured and retrieved VPSDs (when not directly deliv-
ered as retrieved parameter).

The results listed in Table 2 demonstrate the agreement for
Vtot between SMPS and each retrieval result as being within

45 % or better. This is a fair agreement, though it is outside
the range of expected uncertainties in either approach un-
der optimal performance. The reasons for this discrepancy
remain elusive. In contrast to Vtot, the retrieval results for
the state parameters rg and GSD indicate that the uNeph–
GRASP retrieval and the SMPS measurement agree quite
well (Table 2). The binned retrievals have the largest rg and
GSD, which is caused by the minor tail in the retrieved VPSD
at larger diameters. Agreement with the SMPS remains good
despite this retrieval artifact. The lognormal retrieval variants
provide slightly larger rg than the SMPS (+10 %; 0.275 µm
instead of 0.250 µm) and slightly narrower GSD (∼ 1.22 in-
stead of 1.3). This is a good agreement, thus validating the
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uNeph–GRASP inversion for retrieving the VPSD width and
size for unimodal aerosols.

Excellent agreement between independent knowledge and
uNeph–GRASP inversion was also achieved for the RI. The
literature value for n (i.e., the real part of the RI) of DEHS
(1.455; Pettersson et al., 2004) is virtually identical to the
retrieval results (∼ 1.431 to 1.449), whereby the lowest re-
trieval value originates from the F11-only or binned retrieval,
which has a second mode in the size distribution. The re-
trievals also correctly return a negligibly small value for k,
i.e., the imaginary part of RI (1×10−5i to 5×10−4i), which
is perfectly consistent with the fact that DEHS is a non-
absorbing liquid, with k smaller than 1× 10−4i (Verhaege
et al., 2009).

The accuracy achieved in retrieving aerosol properties
for the broad unimodal DEHS aerosol test case can be ex-
plained by the high information content of uNeph measure-
ments. Recently, an information content analysis conducted
by Moallemi et al. (2022) demonstrated that for unimodal
DEHS aerosol test cases, even a polar nephelometer with
high angular resolution and basic radiometric configuration,
i.e., with only F11 measurements at a single wavelength, can
be quite informative with respect to retrieving aerosol state
parameters. Considering that the level of the uNeph mea-
surement errors for the broad unimodal test aerosol is sim-
ilar to or lower than the base case in the aforementioned
information content study, it is not surprising that aerosol
properties can be retrieved with high accuracy. Furthermore,
the missing benefit from the retrieval accuracy of including
−F12/F11 is not surprising, as this benefit becomes more
prominent for more complex aerosols, as shown by Moallemi
et al. (2022).

It should be noted that retrieval of k using light scattering
measurements is generally more challenging than for other
aerosol properties. Often, accurate absorption retrievals re-
quire auxiliary measurements, such as aerosol extinction or
absorption (Schuster et al., 2019). The information content
study by Moallemi et al. (2022) indicates that the scatter-
ing measurement has a higher information content for the
retrieval of k when the aerosol is non-absorbing. This, in
combination with limited complexity of the probed aerosol,
explains why good results were also achieved by the uNeph–
GRASP inversion for the retrieval of k for the non-absorbing
DEHS aerosol test case.

Overall, the results from this experiment validate the
uNeph–GRASP inversion to perform in situ polarimetric
measurements and retrieve aerosol properties. Espinosa et
al. (2017, 2019) have already shown the applicability of
GRASP for aerosol property retrieval from laser imaging
nephelometer measurements. Our results demonstrate that
the GRASP inversion can also be applied to measurements
from more compact single-wavelength laser imaging neph-
elometers, such as uNeph.

6 Conclusions

This paper introduces a new laser imaging nephelometer,
uNeph, which measures the scattering coefficient as a func-
tion of polar angle at two different states of polarization.
These measurements are used to derive the absolute scat-
tering phase function, F11, and polarized phase function,
−F12/F11. The instrument design and all key data processing
steps are presented. We further discuss all calibration param-
eters and the calibration process relying on measuring both
gases and a PSL aerosol size standard to achieve optimal cal-
ibration accuracy.

We constructed an error model and characterized the un-
certainties in the parameters driving the overall measurement
error. This makes it possible to provide quantitative estimates
of measurement error, which depend on actual results such
as phase function shape and absolute scattering intensities.
Estimated measurement errors are mostly between 5 % and
10 % for F11 and smaller than∼ 0.1 (absolute) for−F12/F11,
while errors can become larger close to the lower limit of de-
tection.

The uNeph instrument was validated using DEHS
monodisperse aerosol particles with aerodynamic diameters
of 200, 400, 600, and 800 serving as reference. Good agree-
ment was achieved between the measurements and theoreti-
cal phase functions predicted for the reference aerosols. The
error model provides plausible measurement errors. How-
ever, it was not possible to rigorously validate the error
model. This is mainly due to the fact that the estimated mea-
surement errors translate to corresponding uncertainties in
the aerosol property space which are smaller than or com-
parable to the available independent knowledge of the ref-
erence aerosol properties. The results further demonstrate
that it is possible to cover an angle range between ∼ 5 and
∼ 175◦ for suitable samples. The small detection cell com-
bined with high sensitivity imposes some limitations. For in-
stance, a smaller sensitive volume is more susceptible to sta-
tistical fluctuations in the average particle number inside the
sensitive volume, which can limit temporal resolution at low
particle number concentrations. Moreover, signal saturation
can limit the maximum detectable particle size, above which
the systematic bias occurs in parts of the phase function, if
operated at comparable sensitivity for homogeneous samples
(e.g., particle-free air).

Finally, we performed an experiment to test the com-
bination of the uNeph and the GRASP inversion algo-
rithm for aerosol property retrievals. This was successfully
achieved for a broad unimodal DEHS aerosol sample; i.e.,
retrieved volume concentration, modal size, size distribution
width, and complex refractive index agreed within the uncer-
tainty level with independent measurements and the litera-
ture data. Generally, these experiments demonstrate the high
information content of uNeph measurement data; i.e., radio-
metric calibration and measurement errors are sufficient for
quantitative aerosol retrieval.

https://doi.org/10.5194/amt-16-3653-2023 Atmos. Meas. Tech., 16, 3653–3678, 2023



3672 A. Moallemi et al.: Concept, absolute calibration, and validation of uNeph

Table 2. Size distribution parameters (geometric mean radius, rg; geometric standard deviation, GSD; and total volume concentration, Vtot)
of the broad aerosol test case obtained from SMPS measurements and retrieved from uNeph–GRASP inversions.

rg GSD Vtot
(µm) (–) (µm3 cm−3)

SMPS measurement (mean) 0.25 1.30 19.7

uNeph–GRASP inversions Binned with F11 0.30 1.41 28.9
Binned with F11 and −F12/F11 0.32 1.58 28.1
Lognormal with F11 0.28 1.23 26.3
Lognormal with F11 and F12/F11 0.28 1.22 25.4

Overall, uNeph was successfully validated, and our re-
sults show the applicability of a downsized laser imaging
nephelometer. Downsizing the instrument posed challenges,
which result in slower measurements of aerosol samples con-
taining large particles present in small numbers. At the same
time, the dimensions of uNeph have been considerably re-
duced compared to previous laser imaging nephelometers.
This demonstrates that the operation of such instruments on,
e.g., unmanned aerial vehicles is achievable. Such increased
flexibility enables the acquisition of in situ aerosol polarime-
try data sets, which can greatly benefit the remote sensing
community for validating and improving existing retrieval
algorithms. Future improvements to uNeph will aim at in-
creasing the dynamic range and the number of measurement
wavelengths, with the goal to use it in laboratory and field
settings for aerosol characterization, in addition to the vali-
dation and optimization of polarimetric aerosol property re-
trievals for more complex aerosols.

Appendix A: Image data reduction

A1 Hot-pixel removal

To remove hot pixels, we used the median of multiple dark
image samples (three repeats) that were acquired at an expo-
sure time of 700 s, which is denoted as ImD, 700 s. Assuming
that the dark current is mostly homogeneous over the image
pixels of ImD, 700 s, we calculated the median and standard
deviation (SD) of all the pixel values of ImD, 700 s, which
were used in Eq. (A1) to define a hot-pixel signal threshold
(Lhot).

Lhot =median
(
ImD, 700 s

)
+ 1.5×SD

(
ImD, 700 s

)
(A1)

Any pixel in ImD, 700 s with a signal larger than the thresh-
old value is considered to be a hot pixel and is removed from
the image prior to any further signal processing steps. Fig-
ure S3 shows the hot pixels in a sample dark image. It should
be noted that this process was also tested with dark image
samples acquired at exposure times of 215 and 464 s, and the
detected pixels were quite similar to the hot pixels obtained
by sample images with an exposure time of 700 s. Specifi-

cally, the 215 and 462 s test cases detected 2 and 1 hot pixels
fewer than the 700 s samples, respectively.

A2 Dark signal characterization

The CCD image data contain a dark signal contribution
which also occurs in the absence of any illumination. The
dark signal (DS) has two systematic components, namely a
constant positive bias (B) and dark current proportional to
the exposure time. These can be described with a linear equa-
tion, as follows:

DS=GDC× texpo+B, (A2)

where GDC is the proportionality constant for the dark cur-
rent part. The dark signal also contains superimposed random
noise, which is not captured by Eq. (A2). In our analysis, we
used two different texpo values of 4.64 and 700 s to character-
ize the DS. The DS may vary between pixels. Accordingly,
the two constants can be determined either for each pixel or
for each angle (after integration over beam cross section). We
considered the signal from dark images collected at the short
texpo of 4.64 s (30 sample images) to mainly consist of B.
Therefore, the mean values of dark images at texpo of 4.64 s
were used to calculate B. Subsequently, we used the mean
signal of dark sample images acquired at the long texpo of
700 s to obtain GDC.

To determine the robustness of the dark signal estimation,
we applied the dark signal correction on a series of dark im-
age signals acquired over texpo ranging from 0.1 to 464 s.
Residuals of the dark signal compensation, that is, the dif-
ference between estimated dark signal and actual dark image
signals, were integrated over scatter signal bounds for mea-
sured scattering angles (Sect. 3.1.3) and are shown over dif-
ferent texpo values in Fig. S4. The results show that the dark
residual signals, 4DRS(θ), are ∼±200 a.u. for the uncooled
CCD case over the scattering angles for the sample acquired
at texpo below 215 s, while for the dark image sample at
texpo = 464 s, |4DRS(θ)| values as large as 500 a.u. were also
observed. The results further suggest that for the CCD cooled
case, the 4DRS(θ) values are ∼±200 a.u. for all the tested
exposure times. Valid light scattering data near the lower
limit of detection can only be achieved if the interference
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of dark signal residuals is small (i.e., if the contribution of
light scattering to the CCD signal substantially exceeds the
dark signal residuals). The uNeph data presented in this work
were all acquired with uncooled CCD.

A3 Scattering angle calibration procedure

The relationship between the scattering angle and image pix-
els is determined through the scattering angle calibration. To
conduct the scattering angle calibration, a multistepper mo-
tor mechanism, which is referred to as the three-dimensional
(3D) position probe, was employed. Figure S5a shows the 3D
position probe, which is made up of three orthogonal step
motors traversing stages which are intended to travel along
the xyz coordinate axes, according to the coordinate system
depicted in Fig. S5a. A probing arm with a pinhead at the end
of the arm was mounted on the traversing stage that travels
along the x axis. The function of the 3D positional probe is to
probe the spatial location of the optical objective pinhole and
different locations along the path of the forward and back-
ward beams. The stepper motors used in the 3D positional
probe traverse a distance of 0.025 mm per step.

To conduct the scattering angle calibration, the top cap of
the scattering chamber is removed. The 3D positional probe
is then mounted on top of the uNeph instrument, such that the
probe arm has access to the scattering chamber. The initial
step for conducting the angular calibration is the identifica-
tion of the objective pinhole coordinate. To do so, the probe
was moved from a reference position (the origin coordinate)
and was carefully displaced with step motor movements until
the probe pinhead reached the location of the objective pin-
hole, which we define as point P . The steps taken by the mo-
tors from the origin point were recorded, and based on that,
the coordinates of the objective pinhole are specified rela-
tive to the origin point. Subsequently, a similar approach is
employed to obtain the coordinates of the center of the laser
beams in the y–z plane. The next step in the calibration pro-
cess involves placing the probe pinhead at different locations
along the laser beam central axis and within the field of view
of the objective pinhole lens. The coordinate of a point along
the laser beam center axis is denoted as point S. The polar
scattering angle then becomes the following:

θ = arccos

(
SP × î

‖SP ‖

)
. (A3)

In Eq. (A3), P is the objective pinhole position, νSP is the
vector connecting point S to P with vector length of ‖SP ‖ ,
and î is the unit vector along the x axis (laser beam axis).
Figure S5b shows an example scheme where scattering an-
gle geometry is depicted for a case where the probe pinhead
is placed at a given location S. When the probe pinhead is
located at a given position (e.g., point S), the light reflected
off the pinhead will be detected by the imaging unit and gen-
erate a bright spot in a sample image captured by the CCD

camera. During the calibration process, the probe was placed
in 27 different locations along the laser beam center axis of
each beam (forward and backward beams). Once placed at
each of these locations, a picture of the probe pinhead was
taken at the reflected spot. Figure S6a shows an example of
the pinhead spot detected by the CCD at a single location,
and Fig. S6b shows a composite image of the combination of
multiple pinhead spot images that were taken during the scat-
tering angle calibration process. Up to this point, this process
has provided pairs of polar angles (Eq. A3) and spots on the
CCD image with finite width. As a last step, an exact coor-
dinate on the CCD image (i.e., single representative pixel) is
assigned to each of these spots by calculating its center of
mass (red dots in Fig. S6).

While the pixel angle information provided by the angular
calibration is useful, it is quite limited, and the angular dif-
ference (1θ) between most of the adjacent calibration pixels
is larger than 1◦. Therefore, further processing is required
to obtain pixel angle information with an angular resolution
of 1◦. To refine the pixel angle data, the angular calibration
points at each of the beam segments (forward or backward)
were used to generate a second-degree polynomial fit, which
takes angles as input and returns pixel coordinates. These fits
can be used to generate a list of refined coordinates corre-
sponding to scattering angles ranging from 3–90◦ (forward
beam) to 90–177◦ (backward beam), with an angular resolu-
tion of 1◦.

A4 Image transformation and signal integration limits

Sections 3.1.2 and A3 described how to obtain the red fit
curve in Fig. 2b, which is a parametrization of pixel coordi-
nates as a function of θ along the centerline of the beam on
the CCD image. The next goal is to extract a pixel array rep-
resenting laser beam image cross sections for each polar an-
gle (θi). For this purpose, lines perpendicular to this fit were
obtained as follows:

y− yCL (θi)=−
1

m(θi)
(x− xCL (θi)) . (A4)

In Eq. (A4), yCL(θi) and xCL(θi) are the x and y coordi-
nates of the points along the laser beam centerline, andm(θi)
is the gradient of the red fit curve at angle θi . The angles θi
were chosen to represent a regular angular resolution of 1◦.
We then considered the pixels closest to these perpendicular
lines to extract the beam cross sections for each (θi). Pixels
in between these perpendicular lines were ignored. Figure S7
shows the transformed image, with beam cross sections as a
function of θ . In total, 120 pixels were extracted for each an-
gle, such that the full beam cross section is included in the
transformed image.

The next step involves defining the integration limits for
each angle, inside which the signal is considered for further
analyses. We used the CO2 sample images under the perpen-
dicular polarization condition and chose as boundaries those
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pixels for which the signal dropped to 10 % of the maximum
signal at the center of the cross section (Fig. S7). Repetitions
of the boundary pixel identification performed over a period
of approximately 1 month revealed the stability of the instru-
ment geometry and optical system, such that we chose to use
the median result for all further data analyses.

A5 Evaluation of uNeph measurement error
components

The error component σBG,l depends on the precision of back-
ground subtraction. We estimate a relative error in ξBG of
around ±3 %. This is based on observed stability and ran-
dom noise in measured air background data (Figs. S12–
S14). The corresponding error σBG, l is obtained as the dif-
ference between perturbed and unperturbed measurement re-
sults, where the perturbed measurement results are calculated
based on perturbing ξBG by ±3 % in the air background sub-
traction step. This directly provides σBG,F1 and σBG,F2 for
positive and negative perturbations. The air background val-
ues of polarization states 1 and 2 shown in Figs. S12 and S13,
respectively, exhibit a high covariance. Therefore, we make
the simplifying assumption that air background error is fully
covariant for these two measurements. Hence, the perturbed
F11 is to be calculated by inserting perturbed F1 and F2 into
Eq. (3), whereby the air background was perturbed with an
identical sign. −F12/F11 is perturbed equivalently to F11 to
account for the error covariance. The effect of the error com-
ponent σBG,l can be highly variable, depending on the ratio
of the particle signal to the air signal. To demonstrate this, we
conducted an error analysis on 250 nm monodisperse DEHS
aerosol particles that were measured at two particle num-
ber concentration levels of 3145 cm−3 (high) and 69 cm−3

(low). Figure S19 shows the measured phase function with
the estimated total error and contributing error components
for the high-concentration experiment. F1, F2, and F11 of
the aerosol (red curves in Fig. S19a–c) remain well above
3 % of the air background (dashed blue lines) at all angles.
Therefore, the contribution of σBG, l to the error (magenta
lines in Fig. S19e–h) is estimated to remain below ∼ 5 % for
all angles. In contrast, F1, F2, and F11 of the aerosol (red
curves in Fig. S20a–c) are comparable to or smaller than 3 %
of the air background (dashed blue lines) for backward scat-
tering (θ & 110◦). Accordingly, the contribution of σBG,l to
the error (magenta lines in Fig. S20e–h) is estimated to be
large in this angle range. Indeed, the phase functions mea-
sured for the high-concentration case are smooth and fol-
low a fitted Mie curve across all scattering angles, while the
measurement of the low-concentration example is noisier and
in poorer agreement with the fitted Mie curve at backward-
scattering angles (note that the Mie curve fitting is discussed
in Sect. 5.2).

The error component σBG,l was further assessed on mea-
surements acquired with 600 nm PSL aerosols and is shown
in Fig. 7. F2 for this aerosol (black line) has distinct fea-

tures; i.e., it drops to very small values at, e.g., ∼ 105 and
∼ 155◦, which is typical of monodisperse aerosols in this size
range. Accordingly, the error model predicts distinct peaks
for σBG,F2 at these angles (magenta line in Fig. 7f). The rel-
ative error from σBG,F2 reaches up to ∼ 25 % and ∼ 15 % at
105 and 155◦, respectively. This is not the case for F1 for
which the aerosol signal remains clearly above the air back-
ground at all angles, thus resulting in a negligible error from
the background subtraction (magenta line in Fig. 7e). Prop-
agating background subtraction errors in F1 and F2 to er-
rors in F11 and −F12/F11 results in σBG,F11(θ)≤ 3 % and
σ

BG,−F12
F11

(θ)≤ 0.03. The peaks at angles around 105 and

155◦ in the error of F2 from the background subtraction are
heavily dampened, but they remain discernible and the dom-
inant source of error at these angles for −F12/F11 (magenta
line in Fig. 7h). Overall, the error analysis results for the low-
and high-concentration 250 nm DEHS and the 600 nm PSL
examples show that air background subtraction becomes a
major source of error whenever aerosol signal becomes too
small compared to the air background and further indicate
that the error model plausibly reproduces this effect.

The error component σθ,l depends on the angle calibra-
tion accuracy. Angle calibration errors mainly depend on the
accuracy of the measured pinhole location (Sect. 4.3). There-
fore, to estimate the angle calibration errors, we perturbed the
pinhole position within its estimated uncertainty range. To
obtain the angular perturbation (θ ± δθ), the (optimized) op-
tical pinhole location was perturbed by±0.1 mm in x, y, and
z, creating 27 perturbed cases. The perturbed pinhole con-
figuration and corresponding angles with the largest differ-
ences (positive or negative) to the optimal angles were iden-
tified and employed in the error analysis. The resulting angle
calibration errors, 1θ , i.e., the maximal difference between
perturbed and unperturbed angles, varied between 0.07 and
1.2◦ over the full angle range (Fig. S18). The error compo-
nent σθ,l was determined as being the difference between the
uNeph measurement results obtained using either the unper-
turbed or perturbed angles in the data processing chain. This
calculation is somewhat more complicated than, e.g., the air
background perturbation calculation for the following rea-
son: if perturbed angles are assumed to be “true”, then the
gain calibration factors G1 and G2 derived with unperturbed
angles are biased. Therefore, calculation of perturbed phase
functions involves multiple changes to achieve a consistent
assessment of the errors. First, the angle scale is replaced by
perturbed angles. Second, the calibration data are reevaluated
to determine perturbed gains. Third, the processing of uNeph
measurement data for the PSL sample is repeated using these
perturbed angles and gain calibration constants. Potential er-
rors in the angle calibration are identical for both laser po-
larization set points. Therefore, angle perturbations 1θ are
assumed to be fully covariant when using perturbed F1 and
F2 measurements to calculate perturbed F11 and −F12/F11
(equivalently to handling covariance in the background sub-
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traction error). The error component σθ,l for the 600 nm PSL
aerosol test case is shown in Fig. 7. The blue lines in Fig. 7e
and f demonstrate that σθ,l remains small for F1 and F2 at
angles at which their gradients (i.e., derivative by θ ) remain
small. In contrast, regions with large phase function gradients
result in considerable σθ,l of up to 35 % (Fig. 7f). The direct
relation between the F2 gradient and σθ,l is clearly seen near
the local minima of F2, for example, across the angle range
from 135 to 170◦ (Fig. 7b and f). The error has two peaks
at ∼ 147 and ∼ 160◦, which are separated by a sharp drop
in error at the local minimum of F2 (at 155◦). Propagating
σθ,F1 and σθ,F2 to σθ,F11 has a dampening effect, essentially
because high gradients in F1 and F2 occur at different angles,
such that σθ,F11 remains below 10 %, except for a slight ex-
ceedance in the angle range from 40 to 60◦. Similarly, errors
in σ

θ,−F12
F11

remain below 0.1 (absolute) for this test aerosol
example (Fig. 7h).

The error component σq,l depends on the uncertainty in
the laser polarization state parameters q1 and q2, which ap-
pear in Eq. (3). We use an uncertainty of 1q ≈±0.05 for
calculating σq,l . This estimate for 1q is based on the fact
that perturbing q1 and q2 by this much results in a clearly
discernible systematic deviation between the theoretical and
measured F1 for Ar gas at scattering angles around θ = 90◦

(Fig. S17). We determined σq,F1 and σq,F2 by subtracting
the uNeph results obtained by using perturbed q values from
the unperturbed measurement results. The gain calibration
constants G1 and G2 were also reevaluated to ensure con-
sistency, which is analogous to the error calculation for per-
turbed θ . Potential calibration biases in q1 and q2 are ex-
pected to be independent of each other; hence, the corre-
sponding σq,F1 and σq,F2 are also expected to be indepen-
dent of each other. Consequently, standard equations for the
error propagation of independent measurement errors were
used to infer σq,F11 and σ

q,−F12
F11

from σq,F1 and σq,F2 . Note
that this step differs from the corresponding step in the cal-
culation of σθ,l or σBG,l , where the error covariance had to
be considered. The error component σq,l for the 600 nm PSL
aerosol test case is also shown in Fig. 7. The error σq,F1 (red
lines) is small for extreme forward angles (near θ = 0◦) and
backward angles (near θ = 180◦) and is increasingly large
as θ approaches 90◦, where it exceeds 10 %. High errors in
σq,F1 near 90◦ are caused by the gain calibration step. Calcu-
lation ofG1, as described in Sect. 4.2, is very sensitive to bias
in q1. The cause of this effect is that gases have a much higher
partial scattering cross section for perpendicular linearly po-
larized light than for parallel linearly polarized light at scat-
tering angles near 90◦. Conversely, the error σq,F2 remains
very small at all angles for the opposite reason (Fig. 7f). Fig-
ure 7g shows that the error σq,F11 in F11 is similar to the error
in F1 at all angles for which F1 is much greater than F2. Con-
versely, the error in σq,F11 is dampened, compared to σq,F1 ,
at angles for which F2 is similar to or larger than F1. These
effects are nicely seen when, e.g., comparing σq,F11 at the an-

gles ∼ 85 and ∼ 95◦ with corresponding errors σq,F1 . Also,
the error in the polarized phase function caused by uncer-
tainty in the q values, σ

q,−F12
F11

, is most pronounced at angles
around 90◦, where it reaches maximal absolute values of al-
most 0.1 (Fig. 7h).

The precision component σp,l in the error model is intro-
duced to account for random contributions to measurement
error which are not accounted for in the other error compo-
nents. We already showed that the compensated signals of
particle-free air samples, ξair, vary by about ±3 % over a pe-
riod of 2 weeks. This variability is attributed to variations in
uNeph sensitivity and other random noise (Figs. S12–S14).
By assuming comparable random variability in ξaerosol, we
estimate ∼ 3 % relative error for the precision component of
the measurement error in F1 and F2. This is a rather low level
of random noise; however, the assessment of the gain calibra-
tion variability presented in Sect. 4.2 supports the plausibil-
ity of this error estimate, at least for sufficiently high signal
levels. Note that the larger random noise is expected to oc-
cur when fluctuations in the detected particle number become
relevant, as demonstrated in Fig. 5d, e, and f and discussed
in Sect. 3.2.1. The random error components σε,F1 and σε,F2

are assumed to be independent of each other; hence, standard
equations for propagation of independent errors were used to
infer σε,F11 and σ

ε,−F12
F11

from σε,F1 and σε,F2 . The error com-
ponent σε,l for the 600 nm PSL aerosol test case is also shown
in Fig. 7. The cyan lines in Fig. 7e and f reflect the fixed ran-
dom noise σε,F1 and σε,F2 directly imposed on F1 and F2.
Error propagation leads to 3 %<

σp,F11
F11

<
√

2 · 3 %, and the
error σ

ε,−F12
F11

always remains below 0.05 (absolute).

Code and data availability. The original contributions presented in
this study are included in the article and attached Supplement.
The miepython package which was used to perform the Mie
simulations is publicly available on GitHub (https://github.com/
scottprahl/miepython, last access: 1 August 2022; Prahl, 2022).
The GRASP OPEN model used to retrieve aerosol properties
from uNeph measurements is publicly available on the official
GRASP website (https://www.grasp-open.com/, last access: 25
May 2022; GRASP-SAS, 2015). The processed aerosol measure-
ments by uNeph presented in this study are publicly available
on Zenodo (https://doi.org/10.5281/zenodo.8021082, Moallemi et
al., 2023).

Supplement. The supplement related to this article is available on-
line at: https://doi.org/10.5194/amt-16-3653-2023-supplement.

Author contributions. MGB conceptualized the study and raised
the funding. PG led the instrument design together with MGB, AM,
and BTB. AM and PG wrote the data acquisition and data anal-
yses software. AM performed the experiments, with advice from
PG, BTB, RLM, and MGB. AM performed the data analyses and
theoretical calculations, with advice and contributions from RLM,

https://doi.org/10.5194/amt-16-3653-2023 Atmos. Meas. Tech., 16, 3653–3678, 2023

https://github.com/scottprahl/miepython
https://github.com/scottprahl/miepython
https://www.grasp-open.com/
https://doi.org/10.5281/zenodo.8021082
https://doi.org/10.5194/amt-16-3653-2023-supplement


3676 A. Moallemi et al.: Concept, absolute calibration, and validation of uNeph

MGB, and BB. MGB and RLM supervised this project. The original
draft was prepared by AM and MGB, and all co-authors contributed
in the writing, revision, and editing of the paper.

Competing interests. The contact author has declared that none of
the authors has any competing interests.

Disclaimer. Publisher’s note: Copernicus Publications remains
neutral with regard to jurisdictional claims in published maps and
institutional affiliations.

Acknowledgements. The authors acknowledge Gergely Dolgos for
his contributions to the initial study design and proposal writing
and Nicolas Bukowiecki for his contributions to the proposal writ-
ing. The authors acknowledge Oleg Dubovik, Tatyana Lapyonok,
Anton Lopatin, and David Fuertes for the support they provided for
running GRASP OPEN. The authors also acknowledge the financial
support from MeteoSwiss and the Swiss National Science Founda-
tion.

Financial support. This research has been supported by Me-
teoSwiss through a science project in the framework of the Swiss
contribution to the global atmosphere watch programme (GAW-
CH) and by the Schweizerischer Nationalfonds zur Förderung der
Wissenschaftlichen Forschung (grant no. 200021_204823).

Review statement. This paper was edited by Mingjin Tang and re-
viewed by Reed Espinosa and one anonymous referee.

References

Ahern, A. T., Erdesz, F., Wagner, N. L., Brock, C. A., Lyu, M.,
Slovacek, K., Moore, R. H., Wiggins, E. B., and Murphy, D.
M.: Laser imaging nephelometer for aircraft deployment, At-
mos. Meas. Tech., 15, 1093–1105, https://doi.org/10.5194/amt-
15-1093-2022, 2022.

Barkey, B., Paulson, S. E., and Chung, A.: Genetic algorithm in-
version of dual polarization polar nephelometer data to deter-
mine aerosol refractive index, Aerosol Sci. Tech., 41, 751–760,
https://doi.org/10.1080/02786820701432640, 2007.

Barkey, B., Paulson, S., and Liou, K. N.: Polar nephelome-
ters for light scattering by ice crystals and aerosols: de-
sign and measurements, in: Light Scattering Reviews, Vol. 6,
edited by: Kokhanovsky, A. A., Springer Berlin Heidelberg,
Berlin, Heidelberg, 3–37, https://doi.org/10.1007/978-3-642-
15531-4_1, 2012.

Bian, Y., Zhao, C., Xu, W., Zhao, G., Tao, J., and Kuang, Y.:
Development and validation of a CCD-laser aerosol detective
system for measuring the ambient aerosol phase function, At-
mos. Meas. Tech., 10, 2313–2322, https://doi.org/10.5194/amt-
10-2313-2017, 2017.

Boiger, R., Modini, R. L., Moallemi, A., Degen, D., Adel-
mann, A., and Gysel-Beer, M.: Retrieval of aerosol proper-
ties from in situ, multi-angle light scattering measurements us-
ing invertible neural networks. J. Aerosol Sci., 163, 105977,
https://doi.org/10.1016/j.jaerosci.2022.105977, 2022.

Bohren, C. F. and Huffman, D. R.: Absorption and scattering of
light by small particles, Wiley-VCH, Weinheim, 530 pp., ISBN
9780471293408, 2004.

Boucher, O.: Atmospheric Aerosols, Springer Netherlands, Dor-
drecht, https://doi.org/10.1007/978-94-017-9649-1, 2015.

Boucher, O., Randall, D., Artaxo, P., Bretherton, C., Feingold, G.,
Forster, P., Kerminen, V.-M., Kondo, Y., Liao, H., Lohmann, U.,
Rasch, P., Satheesh, S. K., Sherwood, S., Stevens, B., and Zhang,
X. Y.: Clouds and aerosols, in: Climate Change 2013: the phys-
ical science basis. Contribution of Working Group I to the Fifth
Assessment Report of the Intergovernmental Panel on Climate
Change, edited by: Stocker, T. F., Qin, D., Plattner, G.-K., Tig-
nor, M., Allen, S. K., Doschung, J., Nauels, A., Xia, Y., Bex,
V., and Midgley, P. M., Cambridge University Press, 571–657,
https://doi.org/10.1017/CBO9781107415324.016, 2014.

Cohen, A. J., Brauer, M., Burnett, R., Anderson, H. R., Frostad, J.,
Estep, K., Balakrishnan, K., Brunekreef, B., Dandona, L., Dan-
dona, R., Feigin, V., Freedman, G., Hubbell, B., Jobling, A., Kan,
H., Knibbs, L., Liu, Y., Martin, R., Morawska, L., Pope, C. A.,
Shin, H., Straif, K., Shaddick, G., Thomas, M., van Dingenen, R.,
van Donkelaar, A., Vos, T., Murray, C. J. L., and Forouzanfar, M.
H.: Estimates and 25-year trends of the global burden of disease
attributable to ambient air pollution: an analysis of data from the
Global Burden of Diseases Study 2015, Lancet, 389, 1907–1918,
https://doi.org/10.1016/S0140-6736(17)30505-6, 2017.

Dick, W. D., Ziemann, P. J., and McMurry, P. H.: Multian-
gle light-scattering measurements of refractive index of submi-
cron atmospheric particles, Aerosol Sci. Tech., 41, 549–569,
https://doi.org/10.1080/02786820701272012, 2007.

Dolgos, G. and Martins, J. V.: Polarized Imaging Neph-
elometer for in situ airborne measurements of aerosol
light scattering, Opt. Express, 22, 21972–21990,
https://doi.org/10.1364/OE.22.021972, 2014.

Dubovik, O., Herman, M., Holdak, A., Lapyonok, T., Tanré,
D., Deuzé, J. L., Ducos, F., Sinyuk, A., and Lopatin, A.:
Statistically optimized inversion algorithm for enhanced re-
trieval of aerosol properties from spectral multi-angle polari-
metric satellite observations, Atmos. Meas. Tech., 4, 975–1018,
https://doi.org/10.5194/amt-4-975-2011, 2011.

Dubovik, O., Lapyonok, T., Litvinov, P., Herman, M., Fuertes, D.,
Ducos, F., Torres, B., Derimian, Y., Huang, X., Lopatin, A.,
Chaikovsky, A., Aspetsberger, M., and Federspiel, C.: GRASP:
a versatile algorithm for characterizing the atmosphere, SPIE
Newsroom, https://doi.org/10.1117/2.1201408.005558, 2014.

Dubovik, O., Li, Z., Mishchenko, M. I., Tanré, D., Karol, Y., Bo-
jkov, B., Cairns, B., Diner, D. J., Espinosa, W. R., Goloub, P.,
Gu, X., Hasekamp, O., Hong, J., Hou, W., Knobelspiesse, K.
D., Landgraf, J., Li, L., Litvinov, P., Liu, Y., Lopatin, A., Mar-
bach, T., Maring, H., Martins, V., Meijer, Y., Milinevsky, G.,
Mukai, S., Parol, F., Qiao, Y., Remer, L., Rietjens, J., Sano, I.,
Stammes, P., Stamnes, S., Sun, X., Tabary, P., Travis, L. D.,
Waquet, F., Xu, F., Yan, C., and Yin, D.: Polarimetric remote
sensing of atmospheric aerosols: Instruments, methodologies, re-

Atmos. Meas. Tech., 16, 3653–3678, 2023 https://doi.org/10.5194/amt-16-3653-2023

https://doi.org/10.5194/amt-15-1093-2022
https://doi.org/10.5194/amt-15-1093-2022
https://doi.org/10.1080/02786820701432640
https://doi.org/10.1007/978-3-642-15531-4_1
https://doi.org/10.1007/978-3-642-15531-4_1
https://doi.org/10.5194/amt-10-2313-2017
https://doi.org/10.5194/amt-10-2313-2017
https://doi.org/10.1016/j.jaerosci.2022.105977
https://doi.org/10.1007/978-94-017-9649-1
https://doi.org/10.1017/CBO9781107415324.016
https://doi.org/10.1016/S0140-6736(17)30505-6
https://doi.org/10.1080/02786820701272012
https://doi.org/10.1364/OE.22.021972
https://doi.org/10.5194/amt-4-975-2011
https://doi.org/10.1117/2.1201408.005558


A. Moallemi et al.: Concept, absolute calibration, and validation of uNeph 3677

sults, and perspectives, J. Quant. Spectrosc. Ra., 224, 474–511,
https://doi.org/10.1016/j.jqsrt.2018.11.024, 2019.

Dubovik, O., Fuertes, D., Litvinov, P., Lopatin, A., Lapyonok, T.,
Doubovik, I., Xu, F., Ducos, F., Chen, C., Torres, B., Derimian,
Y., Li, L., Herreras-Giralda, M., Herrera, M., Karol, Y., Matar,
C., Schuster, G. L., Espinosa, R., Puthukkudy, A., Li, Z., Fis-
cher, J., Preusker, R., Cuesta, J., Kreuter, A., Cede, A., Aspets-
berger, M., Marth, D., Bindreiter, L., Hangler, A., Lanzinger,
V., Holter, C., and Federspiel, C.: A comprehensive description
of multi-term LSM for applying multiple a priori constraints in
problems of atmospheric remote sensing: GRASP Algorithm,
Concept, and Applications, Front. Remote Sens., 2, 706851,
https://doi.org/10.3389/frsen.2021.706851, 2021.

Espinosa, W. R., Remer, L. A., Dubovik, O., Ziemba, L., Bey-
ersdorf, A., Orozco, D., Schuster, G., Lapyonok, T., Fuertes,
D., and Martins, J. V.: Retrievals of aerosol optical and
microphysical properties from Imaging Polar Nephelometer
scattering measurements, Atmos. Meas. Tech., 10, 811–824,
https://doi.org/10.5194/amt-10-811-2017, 2017.

Espinosa, W. R., Martins, J. V., Remer, L. A., Dubovik, O., Lapy-
onok, T., Fuertes, D., Puthukkudy, A., Orozco, D., Ziemba,
L., Thornhill, K. L., and Levy, R.: Retrievals of aerosol size
distribution, spherical fraction, and complex refractive index
from airborne in situ angular light scattering and absorp-
tion measurements, J. Geophys. Res.-Atmos., 124, 7997–8024,
https://doi.org/10.1029/2018JD030009, 2019.

GRASP-SAS: Platform for GRASP open source code, GRASP
OPEN [code], https://www.grasp-open.com/ (last access: 25
May 2022), 2015.

Holben, B. N., Eck, T. F., Slutsker, I., Tanré, D., Buis, J.
P., Setzer, A., Vermote, E., Reagan, J. A., Kaufman, Y. J.,
Nakajima, T., Lavenu, F., Jankowiak, I., and Smirnov, A.:
AERONET – a federated instrument network and data archive
for aerosol characterization, Remote Sens. Environ., 66, 1–16,
https://doi.org/10.1016/S0034-4257(98)00031-5, 1998.

Horvath, H., Alados Arboledas, L., and Olmo Reyes, F. J.: An-
gular scattering of the Sahara dust aerosol, Atmos. Chem.
Phys., 18, 17735–17744, https://doi.org/10.5194/acp-18-17735-
2018, 2018.

Hu, Q., Qiu, Z., Hong, J., and Chen, D.: A polarized scanning neph-
elometer for measurement of light scattering of an ensemble-
averaged matrix of aerosol particles, J. Quant. Spectrosc.
Ra., 261, 107497, https://doi.org/10.1016/j.jqsrt.2020.107497,
2021.

Kasarova, S. N., Sultanova, N. G., Ivanov, C. D., and
Nikolov, I. D.: Analysis of the dispersion of opti-
cal plastic materials, Opt. Mater., 29, 1481–1490,
https://doi.org/10.1016/j.optmat.2006.07.010, 2007.

Li, R., Tang, G., Ding, J., Logan, T., Brooks, S. D.,
Collins, D. R., Yang, P., and Kattawar, G. W.: Labora-
tory measurements of light scattering properties of kaoli-
nite dust at 532 nm, Aerosol Sci. Tech., 52, 666–678,
https://doi.org/10.1080/02786826.2018.1444729, 2018.

Ma, X., Lu, J. Q., Brock, R. S., Jacobs, K. M., Yang, P., and Hu,
X.-H.: Determination of complex refractive index of polystyrene
microspheres from 370 to 1610 nm, Phys. Med. Biol., 48, 4165–
4172, https://doi.org/10.1088/0031-9155/48/24/013, 2003.

Manfred, K. M., Washenfelder, R. A., Wagner, N. L., Adler, G.,
Erdesz, F., Womack, C. C., Lamb, K. D., Schwarz, J. P., Franchin,
A., Selimovic, V., Yokelson, R. J., and Murphy, D. M.: In-
vestigating biomass burning aerosol morphology using a laser
imaging nephelometer, Atmos. Chem. Phys., 18, 1879–1894,
https://doi.org/10.5194/acp-18-1879-2018, 2018.

Mishchenko, M. I., Cairns, B., Kopp, G., Schueler, C. F., Fafaul,
B. A., Hansen, J. E., Hooker, R. J., Itchkawich, T., Maring, H.
B., and Travis, L. D.: Accurate monitoring of terrestrial aerosols
and total solar irradiance: introducing the glory mission, B. Am.
Meteorol. Soc., 88, 677–692, https://doi.org/10.1175/BAMS-88-
5-677, 2007.

Moallemi, A., Modini, R. L., Lapyonok, T., Lopatin, A., Fuertes, D.,
Dubovik, O., Giaccari, P., and Gysel-Beer, M.: Information con-
tent and aerosol property retrieval potential for different types of
in situ polar nephelometer data, Atmos. Meas. Tech., 15, 5619–
5642, https://doi.org/10.5194/amt-15-5619-2022, 2022.

Moallemi, A., Modini, R. L., Giaccari, P., Brem, B. T., Bertozzi, B.,
and Gysel-Beer, M.: Data archive for the peer-reviewed journal
article “Concept, absolute calibration and validation of a new,
bench-top laser imaging polar nephelometer”, Version 1, Zenodo
[data set], https://doi.org/10.5281/zenodo.8021082, 2023.

Muñoz, O., Moreno, F., Guirado, D., Dabrowska, D. D., Volten,
H., and Hovenier, J. W.: The Amsterdam–Granada Light
Scattering Database, J. Quant. Spectrosc. Ra., 113, 565–574,
https://doi.org/10.1016/j.jqsrt.2012.01.014, 2012.

Myhre, G., Shindell, D., Bréon, F. M., Collins, W., Fuglestvedt,
J., Huang, J., Koch, D., Lamarque, J. F., Lee, D., Mendoza,
B., Nakajima, T., Robock, A., Stephens. G., Takemura, T., and
Zhang, H.: Climate Change 2013: the physical science basis.
Contribution of Working Group I to the Fifth Assessment Re-
port of the Intergovernmental Panel on Climate Change, edited
by: Stocker, T. F., Qin, D., Plattner, G.-K., Tignor, M., Allen,
S. K., Doschung, J., Nauels, A., Xia, Y., Bex, V., and Midgley, P.
M., 659–740, https://doi.org/10.1017/CBO9781107415324.018 ,
2014.

Nakagawa, M., Nakayama, T., Sasago, H., Ueda, S., Venables,
D. S., and Matsumi, Y.: Design and characterization of a novel
single-particle polar nephelometer, Aerosol Sci. Tech., 50, 392–
404, https://doi.org/10.1080/02786826.2016.1155105, 2016.

Omar, A. H., Winker, D. M., Vaughan, M. A., Hu, Y., Trepte,
C. R., Ferrare, R. A., Lee, K.-P., Hostetler, C. A., Kit-
taka, C., Rogers, R. R., Kuehn, R. E., and Liu, Z.: The
CALIPSO automated aerosol classification and lidar ratio se-
lection algorithm, J. Atmos. Ocean. Tech., 26, 1994–2014,
https://doi.org/10.1175/2009JTECHA1231.1, 2009.

Pettersson, A., Lovejoy, E. R., Brock, C. A., Brown, S. S., and Rav-
ishankara, A. R.: Measurement of aerosol optical extinction at
with pulsed cavity ring down spectroscopy, J. Aerosol Sci., 35,
995–1011, https://doi.org/10.1016/j.jaerosci.2004.02.008, 2004.

Prahl, S.: Miepython, GitHub [code], https://github.com/scottprahl/
miepython (last access: 1 August 2022), 2022.

Schafer, J. S., Eck, T. F., Holben, B. N., Thornhill, K. L., Ziemba,
L. D., Sawamura, P., Moore, R. H., Slutsker, I., Anderson, B.
E., Sinyuk, A., Giles, D. M., Smirnov, A., Beyersdorf, A. J., and
Winstead, E. L.: Intercomparison of aerosol volume size distribu-
tions derived from AERONET ground-based remote sensing and
LARGE in situ aircraft profiles during the 2011–2014 DRAGON

https://doi.org/10.5194/amt-16-3653-2023 Atmos. Meas. Tech., 16, 3653–3678, 2023

https://doi.org/10.1016/j.jqsrt.2018.11.024
https://doi.org/10.3389/frsen.2021.706851
https://doi.org/10.5194/amt-10-811-2017
https://doi.org/10.1029/2018JD030009
https://www.grasp-open.com/
https://doi.org/10.1016/S0034-4257(98)00031-5
https://doi.org/10.5194/acp-18-17735-2018
https://doi.org/10.5194/acp-18-17735-2018
https://doi.org/10.1016/j.jqsrt.2020.107497
https://doi.org/10.1016/j.optmat.2006.07.010
https://doi.org/10.1080/02786826.2018.1444729
https://doi.org/10.1088/0031-9155/48/24/013
https://doi.org/10.5194/acp-18-1879-2018
https://doi.org/10.1175/BAMS-88-5-677
https://doi.org/10.1175/BAMS-88-5-677
https://doi.org/10.5194/amt-15-5619-2022
https://doi.org/10.5281/zenodo.8021082
https://doi.org/10.1016/j.jqsrt.2012.01.014
https://doi.org/10.1017/CBO9781107415324.018 
https://doi.org/10.1080/02786826.2016.1155105
https://doi.org/10.1175/2009JTECHA1231.1
https://doi.org/10.1016/j.jaerosci.2004.02.008
https://github.com/scottprahl/miepython
https://github.com/scottprahl/miepython


3678 A. Moallemi et al.: Concept, absolute calibration, and validation of uNeph

and DISCOVER-AQ experiments, Atmos. Meas. Tech., 12,
5289–5301, https://doi.org/10.5194/amt-12-5289-2019, 2019.

Schuster, G. L., Espinosa, W. R., Ziemba, L. D., Beyersdorf, A.
J., Rocha-Lima, A., Anderson, B. E., Martins, J. V., Dubovik,
O., Ducos, F., Fuertes, D., Lapyonok, T., Shook, M., Derimian,
Y., and Moore, R. H.: A laboratory experiment for the statisti-
cal evaluation of aerosol retrieval (STEAR) algorithms, Remote
Sensing, 11, 498, https://doi.org/10.3390/rs11050498, 2019.

Tavakoli, F. and Olfert, J. S.: An instrument for the classification
of aerosols by particle relaxation time: theoretical models of the
aerodynamic aerosol classifier, Aerosol Sci. Technol., 47, 916–
926, https://doi.org/10.1080/02786826.2013.802761, 2013.

Verhaege, C., Shcherbakov, V., and Personne, P.: Retrieval
of complex refractive index and size distribution of
spherical particles from Dual-Polarization Polar Neph-
elometer data, J. Quant. Spectrosc. Ra., 110, 1690–1697,
https://doi.org/10.1016/j.jqsrt.2009.01.004, 2009.

Waldram, J. M.: Measurement of the photometric prop-
erties of the upper atmosphere, Transactions of
the Illuminating Engineering Society, 10, 147–187,
https://doi.org/10.1177/147715354501000801, 1945.

Atmos. Meas. Tech., 16, 3653–3678, 2023 https://doi.org/10.5194/amt-16-3653-2023

https://doi.org/10.5194/amt-12-5289-2019
https://doi.org/10.3390/rs11050498
https://doi.org/10.1080/02786826.2013.802761
https://doi.org/10.1016/j.jqsrt.2009.01.004
https://doi.org/10.1177/147715354501000801

	Abstract
	Introduction
	Instrument description and experimental setup
	uNeph
	Experimental setup for uNeph calibration and validation

	uNeph data processing
	Image data reduction
	Dark signal corrections
	Scattering angle calibration
	Angular signal extraction

	Angular signal processing
	Selection of valid signals
	Normalization of the signal by exposure time and laser power
	Subtracting stray light interference
	Signal averaging to mitigate random signal fluctuations
	Air background subtraction


	Instrument calibration and error model
	Calibration equations
	Radiometric calibration using gas samples
	Refining calibration using PSL size standards
	Measurement error assessment

	Instrument validation and example application
	Validation of phase function absolute values
	Validation of phase functions using quasi-monodisperse aerosol
	uNeph–GRASP retrieval of aerosol properties

	Conclusions
	Appendix A: Image data reduction
	Appendix A1: Hot-pixel removal
	Appendix A2: Dark signal characterization
	Appendix A3: Scattering angle calibration procedure
	Appendix A4: Image transformation and signal integration limits
	Appendix A5: Evaluation of uNeph measurement error components

	Code and data availability
	Supplement
	Author contributions
	Competing interests
	Disclaimer
	Acknowledgements
	Financial support
	Review statement
	References

