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Magnetostriction results from the coupling between magnetic and elastic degrees of freedom. Though it
is associated with a relatively small energy, we show that it plays an important role in determining the site of
an implanted muon, so that the energetically favorable site can switch on crossing a magnetic phase
transition. This surprising effect is demonstrated in the cubic rocksalt antiferromagnet MnO which
undergoes a magnetostriction-driven rhombohedral distortion at the Néel temperature TN ¼ 118 K. Above
TN, the muon becomes delocalized around a network of equivalent sites, but below TN the distortion lifts
the degeneracy between these equivalent sites. Our first-principles simulations based on Hubbard-corrected
density-functional theory and molecular dynamics are consistent with the experimental data and help to
resolve a long-standing puzzle regarding muon data on MnO, as well as having wider applicability to other
magnetic oxides.
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The coupling between the magnetization and the lattice
can result in a deformation, called magnetostriction. This
magnetostructural interaction is rather weak and, for
example, in insulating magnets containing transition-metal
ions, is dwarfed by the much larger magnetic super-
exchange interaction between localized magnetic moments.
A commonly used technique to study such magnetic
materials is muon-spin spectroscopy (μSR) [1], in which
a spin-polarized positive muon is implanted in a sample
primarily under the effect of electrostatic forces (therefore
preserving its spin polarization while losing kinetic
energy). For this reason, it has not been expected that
the much smaller magnetostructural couplings should play
any role in determining the experimental signal. In this
Letter, we demonstrate the surprising fact that, below a
magnetic phase transition, exchange-driven effects can
drastically change the nature of the muon state, so that
the muon switches its energetically favorable position as
the sample is cooled through the Néel temperature TN. Our
study is focused on the prototypical antiferromagnet
manganese oxide (MnO), but we describe an approach
that has wider applicability in other magnetic oxides.
Magnetic order in MnO was identified over 65 years

ago [2] and later progressively refined with numerous
studies [3–10]. For temperatures above TN ¼ 118 K,

MnO has the cubic rocksalt structure (Fm3̄m). Below
TN a magnetic transition to antiferromagnetic (AFM)
ordering (type-II) occurs, with Mn moments aligned
ferromagnetically along (111) planes (likely along the ½112̄�
direction [5]), and antiparallel between adjacent planes,
which induces a small distortion. This magnetostrictive
effect, associated with a deviation of ∼0.6° from the 90°
angle in the cubic structure [11,12], results in a rhombohe-
dral distortion that is further refined by neutron scattering
experiments into the monoclinic C2=c symmetry of the
magnetically ordered phase. An additional modulation of
the atomic positions further reducing the symmetry to C2
has also been suggested [5].
Previous experiments on MnO using μSR [1] show that

(i) in zero applied field (ZF) a single precession frequency
is observed for all T < TN [13,14], which up to now has
been interpreted to imply a highly symmetric muon site,
identified as the ð1

4
; 1
4
; 1
4
Þ interstitial ð8cÞ of the conventional

cubic cell, and (ii) transverse field (TF) measurements for
T > TN reveal a large negative Knight shift which is not
proportional to the susceptibility [15,16], but shows an
unusual time dependence, so that the estimate of the Knight
shift depends on the time interval used to fit the exper-
imental asymmetry [17]. This latter observation can be
rationalized [15] by assuming that the muon exhibits a
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thermally activated diffusion between sites and ends up
close to a Mn vacancy [18,19], with the analysis of the time
dependence of the Knight shift yielding an activation
energy for this process of about 800 K [15,20]. An
additional transition between 400 and 600 K has been
detected in the exponential depolarization rate of the ZF
signal [21] and may be related to a change in the orbital
occupation of Mn-3d orbitals [22,23], though this inter-
pretation has not been supported by a quantitative pre-
diction. Moreover, the suggested muon site at the interstitial
ð1
4
; 1
4
; 1
4
Þ position would place the muon surprisingly far

from the electronegative oxygen atoms, but displacing it
from this symmetrical position was assumed to lead to
more than one local field at the muon site below TN, in
contrast with experiment. The single precession frequency
for T < TN is confirmed by our new results collected on a
single crystal of MnO (characterized in Ref. [24]). The
effect is demonstrated both in the raw muon asymmetry
[Fig. 1(a)] and in its Fourier transform [Fig. 1(b)]; see the
Supplemental Material (SM) [25] for further details.
To interpret the experimental data, we performed den-

sity-functional theory (DFT) [26,27] simulations using
Hubbard corrections [28,68], in particular using extended
Hubbard functionals [29]. The electronic structure of MnO
is described using the PBEsol functional [30], while self-
interaction errors are alleviated using on-site U ¼ 4.84 eV
and intersite V ¼ 0.36 eV Hubbard parameters for
Mnð3dÞ and Mnð3dÞ − Oð2pÞ, respectively, computed

self-consistently using density-functional perturbation
theory [31,32]. The additional intersite parameter V ¼
0.50 eV is obtained for Mnð3dÞ − Hð1sÞ when considering
the muon. For ab initio molecular dynamics (MD) simu-
lations, used to train machine-learned force fields, and for
nudged elastic band simulations (see SM [25]), we used the
PZ-LDA functional [33] and an averaged on-site Hubbard
U ¼ 5 eV.
The rhombohedral distortion of the antiferromagnetic

phase [69], predicted by DFT as reported in many previous
studies [3,12,70–74], is well reproduced and the PBEsolþ
U þ V unit cell volume of 22.14 Å3 (21.89 Å3 within
LDAþ U) deviates from the experiment only by ∼2%.
The addition of a gradient correction in the exchange-
correlation term and the intersite contribution in the
Hubbard correction alter the position found for the muon
by a small margin (< 0.1 Å), slightly alter the contact term
(by ∼15%), and enhance embedding site energy differences
(by ∼40%).
From an analysis of the muon embedding sites two

important points emerge, providing a novel interpretation
of the experimental findings: (i) μþ does not stop in the
ð1
4
; 1
4
; 1
4
Þ position and the stable locations are instead closer

to the oxygen atoms, and (ii) different equilibrium positions
are observed in the low-temperature rhombohedrally dis-
torted structure and in the high-temperature cubic lattice
(with Wyckoff site symmetries 2c and 6h in the rhombo-
hedral ½R3̄m� and 32f in the cubic ½Fm3̄m� phases). The
equilibrium positions (Table I) for both structures are
shown in Fig. 2, and, collectively, they form a cube around
each oxygen atom. Two colors are used to distinguish the
geometrically inequivalent sites in the rhombohedral cell,
while the numbers identify sites with different absolute
values of the local field in the AFM phase. In the
rhombohedral phase there are only sites of kind 1 (orange
spheres) since the higher energy sites (green spheres) are
unstable owing to the absence of any barrier separating
them from the lowest energy sites (see SM [25]). The direct
consequence of this observation is that these interstitial
muon sites close to oxygen atoms produce a single
precession frequency in the AFM phase, compatible with
experimental observations without requiring the μþ to stop
far away from the O atoms in ð1

4
; 1
4
; 1
4
Þ and thus solving

one of the parts of the puzzle. This frequency can be
estimated from Bμ ¼ Bdip þ Bcont, which is the sum of the
dipolar and Fermi contact contributions. The first term, due
to the dipolar interaction of the muon with the distant 3d
spin-polarized electrons, is computed assuming (classical)
magnetic dipoles m at the Mn atomic positions. We set
jmj ¼ 4.9μB following the recent experimental estimates
[4,75–77] and we consider the displacement due to the
presence of the interstitial positive muon [78]. The contact
term is instead evaluated from DFT [79] (reported as Bcont),
or obtained experimentally (see SM [25]).

FIG. 1. (a) Muon asymmetry AðtÞ of single crystal MnO at
selected temperatures. The black line is a fit to the function
AðtÞ ¼ Ab þ Ao cosðγμBμtÞ expð−λtÞ, where Bμ is the local field
at the muon site, γμ is the muon gyromagnetic ratio, and the
baseline (Ab) and oscillating (Ao) amplitudes depend on the setup
of the experiment. (b) Fourier transform of AðtÞ at various
temperatures. The red and black arrows are the prediction of
the local field at the muon site obtained from DFT considering
ab initio or experimental contact field, respectively, while the
dipolar part is computed assuming 4.9μB per Mn atom. Data for
various temperatures are displaced vertically on both panels for
clarity.
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The estimated local fields at the muon sites are summa-
rized in Table I. The local field at the muon site appears to be
slightly underestimated, with a predicted value of Bμ ¼
0.8 T instead of the 1.17 T observed experimentally for
T → 0 K, as shown by the red arrow in Fig. 1(b). Notably,
the (negative) contact hyperfine coupling estimated from
Hubbard-corrected DFT is slightly larger than the one
obtained from TF experiments [16]. This discrepancy is
not surprising [34] and the estimate may possibly be
improved by taking into account anharmonic effects [35].
The smaller contact field contribution obtained in Ref. [16]
improves the experimental agreement, as shownby the black

arrow in Fig. 1(b). The additional monoclinic distortion of
the structure [5] does not alter this picture, but the further
modulation of atomic positions discussed in Ref. [5] would
result in a ∼250 mT splitting of the local field at the muon
site,much larger than the observedwidth of 50mT; however,
this proposed modulation was not identified in a recent
magnetic pair distribution function study [80].
In the high-temperature cubic phases, modeled using the

same spin texture but constraining the lattice angles to 90°,
the situation is reversed: the lowest energy sites are the ones
labeled 2 and 3 in Fig. 2 (the green spheres, sites 1 are
32 meV higher in energy; see Table I and SM [25]). These
sites have almost zero hyperfine contact term (estimated
from DFT) and different Bdip contributions. Note that the
average local field experienced by a muon hopping between
sites 1, or 3, or among sites 2would vanish. The average field
would vanish a fortioriwhen hopping among all three kinds
of sites. This clearly does not happen in the rhombohedral
structure up to TN, since the internal field is detected up to
the transition. The energy difference between geometrically
equivalent sites is a direct consequence of themagnetic order
that breaks the cubic symmetry and induces a substantial
electron-density redistribution [81] observed experimen-
tally [82,83] even in the high-temperature cubic phase [84].
Therefore, contrary to naive expectations, the muon local
energy landscape is ultimately dictated by the magnetic
exchange interactions, despite the small energy associated
with magnetostriction [85]. The effect is highly nontrivial
since it manifests itself in a combination of magnetostrictive
lattice distortion and charge order. The latter lifts the
degeneracy of the eight equivalent muon sites in the cubic
crystal, and even makes some of them (the green ones in
Fig. 2) unstable in the rhombohedral structure. This assign-
ment reconciles the observed μSR signal with the general
expectation that positive muons occupy positions close to
electronegative atoms.

FIG. 2. Muon sites in MnO. The arrows on Mn (purple) spheres
show the magnetic order; oxygen is shown as red spheres. The
muon sites are shown by orange and green spheres (to distinguish
symmetrically inequivalent sites 2c and 6h in the rhombohedral
cell) and labeled 1, 2, and 3 to identify muon sites with the same
jBμj in the AFM phase.

TABLE I. Results of ab initio analysis of muon sites. Energies are in meV relative to the lowest energy site and local fields are in Tesla.
Sites are labeled according to Fig. 2 and their position is in crystal coordinates with respect to the 2 × 2 × 2 conventional cubic or
rhombohedral supercell where Mn is at the origin. Bdip is the dipolar field at the muon sites computed in the locally distorted lattice.
Bcont is the contact field obtained from DFT simulations. The last two columns are the absolute values of the dipolar contribution and the
total field at the muon site in the AFM phase.

Lattice Site Position E − E0 Bdip Bcont jBdipj jBdip þBcontj
Rhombohedral 1 (0.19,0.19,0.19) 0 ð−0.47;−0.47; 0.94Þ ð0.1; 0.1;−0.2Þ 1.13 0.8

(0.31,0.31,0.31) ð0.47; 0.47;−0.94Þ ð−0.1;−0.1; 0.2Þ
Cubic 1 (0.19,0.19,0.19) 32 ð−0.42;−0.42; 0.84Þ ð0.1; 0.1;−0.3Þ 1.12 0.8

(0.31,0.31,0.31) ð0.42; 0.42;−0.84Þ ð−0.1;−0.1; 0.3Þ
2 (0.31,0.19,0.31) 0 ð0.68;−0.30;−0.81Þ < 0.1 1.13 1.1

(0.31,0.19,0.19) ð0.30;−0.68; 0.81Þ
(0.19,0.31,0.19) ð−0.68; 0.30; 0.81Þ
(0.19,0.31,0.31) ð−0.30; 0.68;−0.81Þ

3 (0.31,0.31,0.19) 0 (0.13,0.13,0.58) < 0.1 0.57 0.6
(0.19,0.19,0.31) ð−0.13;−0.13;−0.58Þ
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Having clarified the description of the ZF results in the
magnetically ordered phase, we focus now on the tempera-
ture dependence of the ZF depolarization rate and on the
Knight shift in the paramagnetic phase. As already men-
tioned, the peculiar time-dependent behavior of the Knight
shift [17,20] and the slow temperature variation of the ZF
relaxation rates observed in the range TN < T < 300 K can
be interpreted using a diffusion model that assumes single
hops to a second “site” with a different Knight shift [15]. In
addition, a second jump in the ZF depolarization rate at
540 K was reported [21]. Both effects can be understood in
the light of multiple interstitial sites present in the cubic
phase around the oxygen atoms, all separated by small
energy barriers (see SM [25]). A thermally activated
delocalization of the muon on the energy minima around
the oxygen forms in the cubic phase: This new state is
expected to show zero dipolar contribution to the Knight
shift for symmetry reasons. At even higher temperatures the
muon will diffuse incoherently throughout the crystal and
possibly reachMnvacancieswhere a differentKnight shift is
probed.We therefore expect two distinct dynamic processes,
a locally confined dynamics around a single O atom and a
second regime of classical hopping among sites coordinated
to different O atoms, thereby explaining both experimental
observations. A quantitative estimation of the consequent
time-dependent Knight shift is hardly possible owing to the
large uncertainty in the impurity concentration [86,87] and
the parameters of the diffusion process reported below.
An accurate description of the muon states as a function

of temperature, which involves also the analysis of the
structural transition, is beyond the scope of the present
work, since it requires detailed, computationally very
intensive estimations of the vibrational contributions to
the free energy (from both the lattice and the muon) as a
function of temperature. However, qualitative support for
the existence of two states may be obtained with molecular
dynamics simulations, using machine-learned force fields
trained from ab initioMD in the cubic symmetry. Classical
MD is inappropriate at low temperatures owing to the small
mass of the muon (about 1=9 of the proton), but the
quantum contribution to the dynamics becomes progres-
sively less relevant at higher temperature.
A 64-atom supercell plus the muon is initialized in the

lowest energy configuration, assigned random velocities
according to the Maxwell-Boltzmann distribution, thermal-
ized using a Nosé-Hoover thermostat for 50 fs, and even-
tually evolvedwithmicrocanonical dynamics to rule out any
possible influence of the thermostat on the dynamics. From
the MD trajectories we first compute the angular autocorre-
lation function ϕμ−OðτÞ ¼ hr̂ðtÞ · r̂ðtþ τÞi for the muon
bound to an oxygen using

ϕμ−OðτÞ ¼
1

Ns − nτ

XNs−nτ

j¼1

r̂μ−Oðtj þ τÞ · r̂μ−OðtjÞ; ð1Þ

where r̂μ−O is the unit vector joining the muon and the
oxygen atom it binds to,Ns is the total amount of molecular
dynamics steps, and nτ ¼ τ=Δt, where Δt is a time step of
the simulation. The maximum nτ is set to Ns=2 in Eq. (1) in
order to accumulate enough statistics and thus reduce the
uncertainty [36] of the autocorrelation function.
Representative curves are shown in Fig. 3(a), while

results presented in Fig. 3(c) are obtained with additional
averages obtained over 4 realizations. As demonstrated in
Fig. 3(a), the angular autocorrelation function decreases
rapidly with temperature and its trend is captured with fits

FIG. 3. Results from MD simulations. (a) Angular autocorre-
lation function, Eq. (1), for a muon bound to an oxygen, with
solid fit curves (see text). Shaded areas display the uncertainty.
(b) The MSD of the muon. Solid lines are linear fit to the data
highlighted by opaque points. (c) Muon diffusion coefficient
(brown squares) and decay rate of the angular autocorrelation
function (turquoise circles) as a function of the inverse temper-
ature, together with fits to Arrhenius equations (see main text).
Finally, the inset shows the values obtained for the exponent of
the stretched exponential fits shown in (a).
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to a stretched exponential ϕμ−OðτÞ ¼ exp½−ðλtÞβ� which
can reproduce the long time tail (for t → 0, μ − O vibra-
tions induce fast oscillations [67]). The values of λ and β are
shown in Fig. 3(c) as a function of the inverse temperature.
The muon mean square displacement MSDμ is instead
obtained from ab initio MD and is estimated as

MSDμðτÞ ¼
1

Ns − nτ

XNs−nτ

j¼1

jrμðtj þ τÞ − rμðtjÞj2; ð2Þ

and the diffusion coefficient, defined by Dμ ¼
limτ→∞MSDμðτÞ=ð6τÞ, is obtained from the MSD as the
slope of the linear fits in the region highlighted in Fig. 3(b),
obtained following Ref. [37], to ensure both linearity of the
MSD at large τ [38] and exclusion of ballistic regime at
small τ. Both λ and Dμ follow an activated behavior,

DμðTÞ ¼ D0e−E
D
A =kBT; λðTÞ ¼ λ0e−E

ϕ
A=kBT; ð3Þ

as shown in Fig. 3(c). The activation energy obtained for the
two processes is Eϕ

A ∼ 44ð1Þ meV and ED
A ∼ 0.23ð16Þ eV

and the infinite-temperature limits are λ0 ¼ 0.01ð1Þ fs−1
and D0 ¼ 0.01ð3Þ Å2 fs−1. The results for the former
process can be roughly compared with the experimental
estimates for the activation energy Eexp

A ¼ 61 meV and
preexponential time 1=τexp0 ¼ 0.169 fs−1 of an activated
hopping process [15,88]. Most importantly, the MD simu-
lations show the presence of two diffusion mechanisms, one
localized around oxygen atoms leading to the effective new
site resulting from the motion average and experimentally
observed above the magnetic transition and a second,
conventional, diffusion process among oxygen atoms that
justifies the second transition observed at high temperatures.
We stress that the quantitative predictions should be taken
with a grain of salt, since the quantum contributions to the
muon motion are expected to be far from negligible in the
temperature interval of rotational diffusion.
In conclusion, we have clarified the interpretation of the

μSR signal of MnO—a puzzle that remained unsolved for
over 40 years. The solution is naturally obtained from the
accurate description of the magnetostriction effect that
plays a fundamental role not only in the structural phase
transition but also in the stabilization of different interstitial
sites in the two phases of MnO. This leads to the
observation of a single precession frequency below TN
and explains the unusual behaviors observed at higher
temperatures. Indeed the particular network of muon sites
stabilized in the cubic phase gives rise to two diffusion
regimes, qualitatively captured by our MD simulations, that
explain the low-temperature time dependence of the Knight
shift and the second diffusion process observed experi-
mentally above 500 K.
Our results highlight the fact that relatively small

energy differences can play a fundamental role in the

determination of the muon-sample interaction. This con-
clusion is applicable to the magnetic state of other
transition-metal oxides whose μSR interpretation is still
lacking [89,90] and provides an important ingredient to be
considered in the analysis of experimental results of
magnetic oxides that have recently attracted scientific
attention owing to muon-induced effects [91,92].
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