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**Abstract**

The objective of this work is to demonstrate the feasibility of 2D dosimetry using optically stimulated luminescent (OSL) films based on MgB$_4$O$_7$:Ce, Li and to identify current limitations of this material for this application. A small quantity of test films was produced and read using a laser-scanning OSL reader after irradiation. The OSL luminescence and dosimetric properties were also investigated. The results demonstrate the advantage of the fast luminescence lifetime associated with Ce$^{3+}$ emission ($\sim$31.5 ms) for 2D dosimetry based on laser-scanning readout, since it minimizes the need for pixel-bleeding correction. The signal could be bleached satisfactorily using a fluorescence lamp and a long-pass filter. A dose response curve could be obtained with pieces of films simulating steep dose gradients and the dose response obtained using the signal from the center of such piece films was linear up to 10 Gy. Short and long-term phosphorescence components were observed in the luminescence signal of MgB$_4$O$_7$:Ce, Li, but their contribution with respect to the fast OSL signal is relatively small and should decrease with increasing laser scan rates. In spite of the high OSL sensitivity and linear response, the main disadvantage of MgB$_4$O$_7$:Ce, Li at the moment is the lack of a better understanding of the processes responsible for the sensitivity changes and fading of the OSL signal. Although the bleaching applied here allowed to reduce the residual OSL signal to minimum levels (<1 mGy), the sensitivity of the films increased with previous dose. Fading has also been observed affecting the initial OSL intensity to a larger extent than the OSL area. This work also highlights the need to investigate in more detail the luminescence mechanisms of MgB$_4$O$_7$:Ce, Li to better understand how the performance of such films can be improved.

1. Introduction

In modern radiation therapy, increasingly complex dose distributions can be created to improve the treatment. Nevertheless, the convenient acquisition of high-precision and accurate 2D dosimetry data with high spatial resolution to verify such dose distributions is to date still not a reality in practice, as can be seen from a discussion on available techniques [1,2]. Furthermore, new challenges arising from the need to measure dose distributions at very high dose rates (>100 Gy/s) as proposed in FLASH radiotherapy [3-6] or in the presence of magnetic fields in magnetic-resonance-guided radiotherapy (MRgRT) [7-11] makes the development of techniques that can cope with these extreme conditions even more urgent.

Radiochromic films [12] and ionization chamber or diode arrays [13-15] have intrinsic limitations. Radiochromic films are not re-usable and have a very limited dynamic range due to the intrinsic signal of the un-irradiated films on the low dose range (typically equivalent to >100 mGy), and signal saturation at the high-dose range; for examples of dose response curves, see Refs. [16-18]. Dosimetry using radiochromic films also requires a triple-channel algorithm to eliminate the effect of film non-uniformities, which in turn requires calibration of the three channels for each film batch [18]. Ionization chamber or diode arrays provide only sparse dose information (>mm spacing) and include non-tissue equivalent components [19,20]. The above techniques are also problematic in the case of high dose rates or in the presence of magnetic fields [21-23].
Because of the above limitations, several groups have attempted to take advantage of the intrinsic properties of optically stimulated luminescence (OSL), a technique widely used in dosimetry and for imaging in computed radiography for 2D dosimetry [24–29]. In addition to providing a wide linear dynamic range and intrinsically no background (zero dose) signal, OSL also allows the development of re-usable films [29]. At the moment, no data on the effect of extreme dose rates on OSL detectors is available. Nevertheless, because the techniques is based on solid-state detection, it is expected to show little to no dose-rate dependence and is, therefore, of interest for dosimetry in FLASH radiotherapy.

OSL relies on radiation-induced trapped charges in inorganic crystalline insulators, which can be read out in laboratory by stimulation with light; see Botter-Jensen et al. [30], Yukihara and McKeever [31] or Kry et al. [32] for more details on the technique. Because the OSL signal is usually measured at shorter wavelengths than the stimulation light, the OSL measurements have low background, showing no intrinsic signal when not irradiated [30]. This means that the ubiquitous Stokes-shifted luminescence observed from plastic, dust, and other photoluminescence processes within the crystal are not detected and the background is typically only instrumental, due to dark counts in the photomultiplier tube (PMT) or leakage of stimulation light into the detection system. This is in strong contrast with other techniques such as radiochromic films, which have inherently a high intrinsic background even without exposure [20]. Furthermore, the OSL signals are linear from the minimum doses that can be detected up to tens or hundreds of grays. OSL-Ds have also been shown to be essentially independent of the magnetic field [33] and, up to now, no dependence on dose rate has been reported.

OSL has already been used for imaging in computed radiography (CR), but the material used in CR is not suitable for dosimetry because of the high effective atomic number (Z_eff of BaFBr = 56 and Z_eff of CsBr is 49) [34,35]. The use of such films for 2D dosimetry is generally problematic because of the strong photon energy dependence in the energy range below 300 keV. Fading of such materials also need mitigation [29, 36–39]. New phosphors have been attempted, but also with similar problems (e.g. SrS:Ce,Sm, KCl:Eu2+, NaMgF2:Eu2+) [28,30,40].

To avoid the pitfalls above, we previously focused on a widely used dosimetric material, Al2O3:C, and its related compound, Al2O2:C,Mg, for 2D dosimetry. Films containing either Al2O2:C or Al2O2:C,Mg were produced by Landauer Inc. and a laser-scanning system was built to carry out feasibility tests and identify the main limitation of using such materials for 2D dosimetry [42]. An algorithm was developed to circumvent the main disadvantage of Al2O2 for laser-scanning readout, which is the long luminescence lifetime (35 ms) of the main luminescence centers, F-centers [43], and to implement other needed corrections [44]. The performance of the algorithm is aided by the presence of a fast luminescence centers, F*-centers (lifetime <6 ns), particularly in Al2O2:C,Mg, allowing the use of scan speeds orders of magnitude faster than what would be possible due to the 35 ms lifetime of the F-centers. The pixel dwell time (time the laser spends in each pixel) used was 326 μs, in comparison with the ~100 ms that would be required if the pixel dwell time were three times the luminescence lifetime, which is recommended to avoid pixel bleeding [45]. The system was tested using a 6-MeV clinical photon beam [24] and showed linearity from the minimum detectable dose (<1 mGy) up to >1 Gy followed by a supralinear behavior, but no saturation up to >70 Gy. The system was also demonstrated for ion beam therapy [46].

In spite of the results above, laser-scanning readout of Al2O2:C presents still some limitations. The spectral overlap between the fast F*-center emission and the slow F-center emission has so far prevented isolation of the fast luminescence center exclusively by using optical filters, which would mitigate the pixel-bleeding problem. Furthermore, the luminescence from F*-center is relatively weak in comparison with the F-center emission, even in Al2O2:C,Mg materials, and its luminescence (broadband centered at 330 nm) is not well transmitted by plastic light guides. The proposed pixel-bleeding correction algorithm also introduces additional noise to the data.

For the above reasons, we tried to identify and develop new materials with the proper combination of host and dopant to achieve the appropriate dosimetric properties and fast luminescence for laser scanning. The best candidate identified so far is MgB4O7:Ce, Li, a matrix with low effective atomic number (Z_eff = 8.4). The material present OSL intensity comparable to Al2O2:C. The dominant TL peak is situated at ~210 °C (at 1 °C/s) and is associated with the OSL signal. The dose response is linear up to ~10 Gy and saturation only occurs above ~1000 Gy [47]. The OSL emission is from Ce3+, with a lifetime of 31.5 ms [48]. The material has also been produced by other groups using solid state reaction and was identified as a promising material for OSL dosimetry [49].

In spite of its interesting properties of MgB4O7:Ce, Li for 2D dosimetry, there are still two phenomena that affect the performance of MgB4O7:Ce, Li: sensitization and fading. Sensitization refers to the increase in sensitivity with repeated use and fading is the decrease in signal at room temperature. The mechanism behind these phenomena is complex and still under investigation [47,48]. Nevertheless, it is important to determine the degree of sensitization and fading under the current conditions.

The objective of this work is to demonstrate the feasibility of 2D dosimetry using films containing MgB4O7:Ce, Li and to identify current limitations. A small quantity of test films were produced by Agfa NV (Mortsel, Belgium) using MgB4O7:Ce, Li produced at Oklahoma State University (Stillwater, Oklahoma, USA). We investigated the performance of the films using laser-scanning readout and the luminescence and dosimetric properties that affect its performance. This work focuses exclusively on the luminescence properties; a complete demonstration of the clinical application is outside the scope of this work, as it would require the production of a larger quantity of films and further optimization of material and of the film casting process. Nevertheless, we hope that the results presented here will motivate further developments in this direction.

2. Materials and methods

2.1. Samples

MgB4O7:Ce, Li powder was prepared as previously described using high purity reagents and a nominal concentration in the starting solution of 0.3 mol% Ce and 10 mol% Li [48].

Examples of the film and samples cut from the films are shown in Fig. 1. To prepare the films, 21.50 g of a 20% Kraton® FG1901X solution (Kraton Co.) in toluene and 0.40 g of a Baysilone® (low molecular weight methyl polysiloxane; OMG Borschers GmbH) solution in toluene were added to 16.3 g of toluene. 2.7 g of MgB4O7 phosphor and 9.1 g of Lancom® Wax TF1780 (The Lubrizol Co.) were dispersed in the obtained binder solution. The dispersion was homogenized for 5 min using an Ultra Turrax mixer (IKA®-Werke GmbH & Co., Staufen, Germany)

Fig. 1. Film samples produced by Agfa NV using MgB4O7:Ce, Li synthesized at Oklahoma State University, as well as additional samples prepared for the investigations described here.
operated at 9600 rpm. The homogenized lacquer was filtered over a filter cloth with a mesh size of 75 μm. The obtained lacquer was coated on a 175 μm clear PET substrate by doctor-blade coating. Wet thickness was 550 μm. The coated layer was left to dry at room temperature. Al₂O₃:C and Al₂O₃:C,Mg films described in Ahmed et al. [46] were also used for comparison.

2.2. Characterization equipment

2.2.1. 2D OSL reader

The laser-scanning system used for imaging the OSL films was described by Ahmed et al. [42] and later updated [44]. The system consists of a 532 nm DPSS laser (model GMLN-532-100FED, 100 mW output power, Lasermate Group, Inc.) for stimulation. A 2D galvanometer mirror system (model GVS002, Thorlabs, Inc.) is used to reflect and scan the laser to the OSL film placed on top of a Schott GG-495 long-pass filter (15.0 cm × 15.0 cm × 3.5 mm, Schott Glass Corporation). A Hoya U-340 band-pass filter (15.0 cm × 15.0 cm × 3.0 mm thick, Hoya Corporation) is placed on top of the film to keep the films flat. An additional 5.0-mm thick Hoya U-340 filter is placed in front of the PMT (PMT; 51 mm diameter, 9235QA, Electron Tubes Inc.) to block any laser light reaching the PMT. The signal recorded by the PMT is amplified by a pre-amplifier (model SR-445, Stanford Research Systems) and digitized using a multichannel scaler (model SR-430, Stanford Research). During a readout, consecutive rows of the film are scanned in opposite directions separated by ~0.17 mm (~13.0 cm total scan length, 751 bins). Each scanned row is divided into 1024 bins with each bin equivalent to 327.68 μs (bin width) and ~0.13 mm (~13.0 cm total scan length, 1024 bins). Because the laser scan is performed based on angle variation of the two galvo mirrors, the raw images do not correspond to linear dimensions. Geometrical distortion correction is required to transform the images to true linear dimensions; see Ahmed et al. [44] for more details. The laser power is constantly monitored with a photodiode during scanning (model DET10A, Thorlabs, Inc.).

2.2.2. Risø readers

Luminescence characterization of the detectors were performed using two Risø TL/OSL readers (DTU Nutech, Denmark). The Risø reader model TL/OSL-DA-15 at Oklahoma State University is equipped with a 1.48 GBq ⁹⁰Sr/⁹⁰Y beta source delivering a dose rate of ~69.5 mGy/s to the sample position. The emitted light from the sample was detected using a photomultiplier tube (PMT, model 9235QA, Electron Tubes) using Hoya U-340 filters (7.5 mm thickness, Hoya Corporation) in front of the PMT. Blue (broad band centered at 470 nm, ~30 mW/cm²) or green LEDs (broad band centered at 525 nm, ~10 mW/cm²) were used for stimulation.

Further measurements were performed using a Risø reader model TL/OSL-DA-20 at the Paul Scherrer Institute, which is equipped with accessories for lifetime measurements. This reader is equipped with a 1.48 GBq ⁹⁰Sr/⁹⁰Sr, but the dose rate is ~35 mGy/s because of a larger source-to-sample distance. The samples were stimulated with blue LEDs (broad band centered at 470 nm, irradiance of 81 mW/cm² at the sample position) and the light was detected using an ET Enterprises PMD9107Q-AP-TTL photomultiplier tube (PMT). Hoya U-340 filters (Hoya Corporation, 7.5 mm thickness) were used in front of the PMT. The reader is equipped with a software-controlled Detection and Stimulation Head (DASH) [50]. The Risø TL/OSL-DA-20 reader is also equipped with a Photon Timer attachment (Time-Correlated Single Photon Counter board, PicoQuant TimeHarp 260) for lifetime and time-resolved measurements [51]. The samples were stimulated with 150 μs blue LED pulses every 2000 ms for 2000 s. Each photon is time-tagged and the photon arrival time can be plotted for various bin widths to analyze the luminescence signal during and after the LED pulses.

2.2.3. Bleaching unit

The OSL bleaching unit consists of two halogen lamps, the lamp output being filtered using Schott GG-400 long-pass filter (3.0 mm thick, Schott Corporation). The average irradiance at the sample position was ~2.4 mW/cm².
2.3. Irradiations

In addition to the $^{90}$Sr/$^{90}$Y sources in the Risø readers (Section 2.2.2), film irradiations were carried out using a 90 kVp cabinet X-ray system (10–110 kV output voltage, 3 mA continuous current, Faxitron 43805 N, Hewlett-Packard, air kerma rate of ~38 mGy/min, ~46 cm source-to-sample distance) because of the larger irradiation area. Irradiations of small detectors were also carried out using a stand-alone 100 mCi $^{90}$Sr/$^{90}$Y beta irradiator (~1 mGy/s, ~10 cm source-to-sample distance) because of the more uniform dose rate.

2.4. Data analysis

The image reconstruction algorithm was identical to the one described by Ahmed et al. [44], except that in the case of MgB$_4$O$_7$:Ce, Li the lifetimes of the slow components (slow luminescence centers or phosphorescence) and relative ratio between fast and slow luminescence centers used in the pixel-bleeding algorithm [43] were adjusted. Because of the geometrical distortion introduced by the galvo mirrors setup, the data points are not equally spaced in the film plane and, therefore, the bin position in the raw images cannot be converted into linear dimensions (e.g. cm) by a simple factor, requiring a complex model of the imaging system [44]. After correction for the geometrical distortion to obtain the linear dimensions, the data points are averaged within 0.25 mm x 0.25 mm pixels (~100 dpi) to obtain points equally spaced in the film plane and facilitate further analysis.

3. Results and discussion

3.1. Comparison of raw images

OSL films (10.0 cm × 10.0 cm) based on carbon-doped aluminum oxide (Al$_2$O$_3$:C), aluminum oxide doped with carbon and magnesium (Al$_2$O$_3$:C,Mg) and magnesium borate (MgB$_4$O$_7$:Ce, Li) were irradiated in air using the 90 kVp X-ray source with an air kerma of ~0.76 Gy and read using the 2D OSL system (see Section 2.2.1) in the same readout conditions, with fast scanning in alternate horizontal directions with a pixel dwell time of 327 μs bin$^{-1}$. Fig. 2 compares the raw (uncorrected) images of an MgB$_4$O$_7$:Ce, Li film with those of Al$_2$O$_3$:C and Al$_2$O$_3$:C,Mg films. Since the scanning area is larger than the film size, the different influence of pixel bleeding can be observed particularly at the edges of the film in the fast-scan direction (horizontal). Whereas pixel bleeding due to the slow luminescence lifetime of F-center (~35 ms) is evident in the Al$_2$O$_3$:C (Fig. 2a) and Al$_2$O$_3$:C,Mg images (Fig. 2b), the MgB$_4$O$_7$:Ce, Li image (Fig. 2c) shows essentially no pixel bleeding. Al$_2$O$_3$:C,Mg films show less pixel bleeding than the Al$_2$O$_3$:C films because of the larger relative concentration of fast F$^-$-centers, but pixel bleeding correction is still necessary because of the difficulty to completely separate the F and F$^-$-center emission bands in Al$_2$O$_3$.

In these raw images the signal at the center is more intense and the film shape outline is distorted because the images were not yet corrected for the light collection efficiency and geometrical distortion of the system [44].

The relative amount of pixel bleeding can be better visualized in the normalized profiles shown in Fig. 3, calculated from the raw images from Fig. 2 using only scans in the positive direction. The figure shows the scans (average of 10 rows) in the fast-scan directions (horizontal or x-direction).

Both Al$_2$O$_3$ films show a distorted profile and a tail of luminescence after the film ends (~pixel 900) due to pixel bleeding. The MgB$_4$O$_7$:Ce, Li film shows both a fast rise at the beginning of the scan (~pixel 110) and a sharp drop at the end of the scan (~pixel 900), thus demonstrating the improved imaging provided by the fast Ce$^{3+}$ emission centers.

Fig. 3. OSL signal profiles (average of 10 consecutive profiles spanning ~2.0 mm) in both x and y-directions, calculated from the data shown in Fig. 2.

The OSL from the MgB$_4$O$_7$:Ce, Li film in Fig. 3 is less intense, but this is partly due to its lower effective atomic number ($Z_{eff} = 8.4$) in comparison to Al$_2$O$_3$ ($Z_{eff} = 11.3$), which leads to a lower energy absorption upon X-ray exposure.

3.2. Basic luminescence properties of MgB$_4$O$_7$:Ce, Li

3.2.1. OSL signal depletion per readout

The OSL signal depletion per readout is important because it determines the OSL signal read during each scan and the signal remaining for re-evaluation of the film. By controlling the laser intensity, one can increase how much signal is read per scan, but this consequently decreases how much signal is left for re-evaluation (if needed).

Therefore, the OSL depletion per readout was compared in the current experimental conditions (laser power, wavelength and scan speed) for the three different films (MgB$_4$O$_7$:Ce, Li, Al$_2$O$_3$:C and Al$_2$O$_3$:C,Mg films) by irradiating them in air using the 90 kVp x-ray source with a total dose of ~0.76 Gy and then reading them nine times in sequence using the 2D OSL system. The images were then corrected using the image reconstruction algorithm (Section 3.3).

Fig. 4 compares the OSL signal in a 1.0 cm × 1.0 cm region of interest (ROI) as a function of the readout number. In the current experimental conditions, only ~25–30% of the OSL signal is read per scan for all three film types. If the signal intensity is sufficient for 2D dosimetry, this means that the films can be repeatedly scanned to re-measure the dose profiles in the future, provided a correction for depletion is applied. Repeated scans can also be performed for improved statistics.

Nevertheless, the data also shows that the MgB$_4$O$_7$:Ce, Li films are bleached more slowly than the Al$_2$O$_3$ films. Shorter wavelengths or higher stimulation intensities can be used to increase the amount of signal per scan. Blue light is more appropriate to stimulate the OSL in MgB$_4$O$_7$:Ce, Li [48] than the green light used here. In the case of Al$_2$O$_3$:C, green light is preferable, as blue stimulation leads to unwanted photo-transfer effects [52].

3.2.2. Luminescence lifetime components

Time-Correlated Single Photon Counting (TCSPC) (Section 2.2.2) measurements of MgB$_4$O$_7$:Ce, Li, Al$_2$O$_3$:C and Al$_2$O$_3$:C,Mg films irradiated with ~2.1 Gy were performed to compare the relative contribution of fast and slow luminescence components in the different samples. The luminescence was measured for a total of 1000 s using 150 μs blue LED pulses every 200 ms (a total of 5000 pulses). The data were analyzed using the PAnalyse software (DTU Nutech, Risø Campus, Denmark) with 512 ns bin width to observe the fast luminescence component and with 32.8 μs to observe the slow luminescence component.
Al₂O₃:C is characterized by a clear 35 ms decay component associated with laser power. The depletion was then fitted with a double exponential. The samples were read using 100% laser power.

Fig. 5 shows data for the fast (Fig. 5a) and slow luminescence components (Fig. 5b). During the LED pulse, all three samples show a fast response due to the fast luminescence centers (Ce³⁺ in the case of MgB₄O₇:Ce,Li and F⁺-centers in the case of Al₂O₃) (Fig. 5a). After the LED pulse, Al₂O₃:C is characterized by a clear 35 ms decay component associated with the F-centers (Fig. 5b). Al₂O₃:C,Mg is characterized by an additional (2.4 ms) component due to trapping centers below room temperature as well as a higher vertical offset due to long lifetime components associated with shallow traps above room temperature [53]. MgB₄O₇:Ce,Li shows some small short lifetime component immediately after the LED pulse (Fig. 5a) likely due to shallow traps below room temperature, lower luminescence in an intermediary timescale (∼0.5-100 ms) and a larger offset than Al₂O₃:C likely due to shallow traps above room temperature. In the case of MgB₄O₇:Ce,Li, ∼54% of the light was emitted during the 150 μs LED pulse, whereas in the case of Al₂O₃:C and Al₂O₃:C,Mg only 17% and 22% of the light is emitted during the LED pulse. The results of the fittings are presented in Table 1.

This demonstrates that MgB₄O₇:Ce,Li is a more appropriate material for laser scanning applications from the point of view of the luminescence lifetime, although some slower components likely associated with shallow traps below room temperature may have to be corrected for. The lifetime components of MgB₄O₇:Ce,Li films could not be unambiguously determined; depending on the timescale of the acquisition, a different value for the lifetime is obtained. This may be an indication that the luminescence does not have one dominant component. That would be the case if the slow luminescence components associated to shallow trapping centers with a broad activation energy distribution. In this case, the lifetime needs to be determined for the specific parameters used in the film readout.

### 3.2.3. Phosphorescence signal

To characterize the phosphorescence components, five sets each with three 7.0-mm diameter MgB₄O₇:Ce,Li samples were irradiated with different doses and read out immediately after irradiation using the Risø TL/OSL-DA-15 reader. The phosphorescence signal was measured for an hour after each sample's irradiation.

Fig. 6 presents the phosphorescence intensity after irradiation, normalized to the initial OSL intensity during readout. The error bars indicate the standard deviation between the three samples used for each dose. Immediately after irradiation, the phosphorescence signal is ∼10% of the OSL signal for the samples irradiated with 0.069 Gy dose, but it decreased to <1% within 15 min after irradiation for all the doses delivered.

The results indicate that a 15 min wait between irradiation and readout should be used for MgB₄O₇:Ce,Li films to allow for the decay of the prompt phosphorescence. A similar waiting time is recommended for Al₂O₃:C OSLDs [32].

### 3.3. Other corrections needed

As demonstrated and discussed in the previous Sections, MgB₄O₇:Ce,Li requires no correction for pixel bleeding, but some phosphorescence is still observed, probably due to retrapping of the charges at shallow traps associated with thermoluminescent peaks below room temperature. These can be corrected using the pixel-bleeding algorithm described by Yukihara and Ahmed [43], with the difference that, instead of the lifetime of 35 ms of the F-center in Al₂O₃, one would use the

---

**Table 1**

<table>
<thead>
<tr>
<th>Parameters</th>
<th>MgB₄O₇:Ce,Li</th>
<th>Al₂O₃:C</th>
<th>Al₂O₃:C,Mg</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>(243 ± 4)×10¹</td>
<td>5910 ± 3</td>
<td>(402 ± 2)×10¹</td>
</tr>
<tr>
<td>b</td>
<td>(238 ± 3)×10²</td>
<td>*</td>
<td>4105 ± 9</td>
</tr>
<tr>
<td>c</td>
<td>224 ± 3</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>t₁</td>
<td>1.24 ± 0.01</td>
<td>35.09 ± 0.03</td>
<td>2.38 ± 0.02</td>
</tr>
<tr>
<td>t₂</td>
<td>0.166 ± 0.002</td>
<td>*</td>
<td>33.07 ± 0.10</td>
</tr>
<tr>
<td>t₃</td>
<td>29.27 ± 0.06</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>y₀</td>
<td>487.4 ± 0.6</td>
<td>183.5 ± 1.0</td>
<td>2155.8 ± 1.7</td>
</tr>
</tbody>
</table>
MgB$_4$O$_7$:Ce,Li phosphorescence lifetimes determined for the specific setup. For the corrections, the lifetime was estimated using the 2D laser scanning system and the results obtained were 4.5 ms and 93 ms.

In the current 2D OSL reader prototype other system corrections are still necessary. Examples are the light collection efficiency correction and the geometrical distortion [43]. In this case, the same corrections applied by Ahmed et al. [44] were used, since these are not material dependent.

To demonstrate these corrections in the case of the MgB$_4$O$_7$:Ce,Li films, Fig. 7 shows the image before and after the corrections. The image reconstruction algorithm was able to correct for the contribution due to phosphorescence signal in the raw image of the MgB$_4$O$_7$:Ce,Li film.

This data is, of course, just a demonstration, since the MgB$_4$O$_7$:Ce,Li films uniformity is not yet optimal and the exposure was not homogeneous. Nevertheless, the objective is to show that the correction algorithm developed for Al$_2$O$_3$ films also works for MgB$_4$O$_7$:Ce,Li with small adjustments for the material characteristics. The phosphorescence correction required for MgB$_4$O$_7$:Ce,Li is much smaller than the pixel bleeding correction required for Al$_2$O$_3$ films. The parameter $R$ [43], the

![Graph](image)

**Fig. 6.** Phosphorescence signal from five sets of three MgB$_4$O$_7$:Ce,Li samples immediately post irradiation with beta doses of 0.069 Gy-34.5 Gy relative to the initial OSL intensity.
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**Fig. 7.** (a) Raw image from the 10.0 cm $\times$ 10.0 cm MgB$_4$O$_7$:Ce,Li film irradiated using 90 kVp x-ray source in air with $\sim$2.0 Gy total dose and (b) two signal profiles through the center of the image (average of 2 mm). (c) and (d) are similar data after image correction. The bin sizes in the raw images (a and b) are $\sim$0.13 mm $\times$ $\sim$0.17 mm in the x and y directions (see Sections 2.2.1 and 2.4), whereas the pixel size in the corrected images (c and d) are 0.25 mm $\times$ 0.25 mm.
ratio between the slow components (phosphorescence and F-center emission in Al₂O₃) and the fast component, was found to be $R \approx 0.01$–0.05 for MgB₄O₇:Ce,Li compared to $R \approx 0.5$ and 0.35 for Al₂O₃:C and Al₂O₃:C,Mg films, respectively. Again, this demonstrates that the amount of pixel bleeding correction is minimized for MgB₄O₇:Ce,Li.

The laser scanning reader used here was developed for Al₂O₃:C and Al₂O₃:C,Mg and optimized for these materials, particularly regarding the choice of the scan speed. The scan speed or pixel dwell time could not be reduced below 327 μs because of the long luminescence lifetime of the F-centers in Al₂O₃ (35 ms) and the pixel bleeding correction [43,44]. In the case of MgB₄O₇:Ce,Li, however, this scan speed can be increased because of the fast Ce³⁺ luminescence lifetime (31.5 ns). This has also the advantage that faster scanning speeds lowers the contribution from phosphorescence components and reduces the need to correct for it.

To demonstrate that, five 3.0 cm × 3.0 cm MgB₄O₇:Ce,Li film pieces were irradiated with a total dose of ~55 Gy using the 90 kVp x-ray source and read out with pixel dwell times of 20 μs, 40 μs, 81 μs, 163 μs, and 327 μs. Fig. 8a shows the signal profiles (average of 2.0 mm at center) from the images obtained with different scan speeds. With faster scans the signal also becomes weaker, as less trapped charges are stimulated, which may become insufficient for dosimetry of lower doses. This can be compensated by increasing the laser power or decreasing the stimulation wavelength, or both. Multiple scans can also be performed, but then without gain in readout time.

Nevertheless, with faster scan times we also see a decrease in the relative contribution of phosphorescence. This can be seen in Fig. 8b, which shows the signal profiles normalized to the mean signal at the center over a ROI (1.0 cm × 1.0 cm).

### 3.4. Dosimetric properties

Even though the MgB₄O₇:Ce,Li films are not yet optimized,
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Fig. 9. (a) Image obtained from readout of three sets of small pieces of MgB₄O₇:Ce,Li detectors (~1.0 cm × 1.0 cm). Three samples were irradiated at each dose. (b) Signal profiles from the three detectors from each material type MgB₄O₇:Ce,Li, Al₂O₃:C and Al₂O₃:C,Mg in y-direction of the image. Each signal profile is averaged over a width of ~2.0 mm from the center of the image. (c) Dose response curve of the MgB₄O₇:Ce,Li, Al₂O₃:C and Al₂O₃:C,Mg detectors. Each data point is an average signal calculated over 5.0 mm × 5.0 mm (~20 pixels × 20 pixels) around the central axis. The error bars in (c) represent the standard deviation of the mean based on the signal from three detectors.
preliminary tests were performed to evaluate their dosimetric properties and identify potential problems.

3.4.1. Dose response

The dose response study was performed using 21 samples of MgB4O7:Ce,Li, Al2O3:C and Al2O3:C,Mg films each, of approximately 1.0 cm × 1.0 cm. The detectors were irradiated with doses ranging from 0.1 Gy to 10 Gy (100 mGy 90Sr/90Y beta source) using three detectors for each dose. The samples were read simultaneously two days after irradiation using the 2D reader. The objective here is not only to determine the dose response of the material, but also to test the dose response in conditions that simulated very steep dose gradients between the regions of the film with and without samples.

Fig. 9a shows the reconstructed image after all corrections for MgB4O7:Ce,Li detectors. Each column of detectors correspond to one dose, the doses increasing in the positive x-direction. The image shows a good separation between the detector pieces. The background signal around the samples increases with the dose, probably due to stimulation of the film by laser light scattered in the optical filters. Fig. 9b shows signal profiles, averaged over a width of ~2.0 mm from the center of each row of dosimeters, for the three sets of detectors. Profiles based on Al2O3:C and Al2O3:C,Mg (images not shown) are also included for comparison. The image shows a good repeatability of the data.

Fig. 9c shows that the dose response of MgB4O7:Ce,Li is linear over the dose range investigated, whereas for the Al2O3 films supralinearity sets in. The figure shows the average signal of three detectors for each dose calculated over 5.0 mm × 5.0 mm (~20 pixels × 20 pixels) around the central axis. The error bars represent the standard deviation of the mean signal of three detectors. In fact, the dose response of MgB4O7 is reported to be linear until ~10 Gy, becoming supralinear at higher doses with no saturation until 1000 Gy, whereas Al2O3:C depart from the linearity >1 Gy with saturation around 100 Gy [47]. The results from Fig. 9c confirm this finding. The lower sensitivity of these MgB4O7:Ce,Li films point to a lower material surface density as the cause, since the lower effective atomic number does not play a role in the beta irradiations. The sensitivity can still be optimized by increasing the film thickness or changing the readout parameters (increasing stimulation intensity or decreasing the stimulation wavelength, or both), but at the moment the sensitivity seems to be sufficient for 2D dosimetry in radiography.

3.4.2. Re-usability of the films

In spite of the low signal depletion per readout reported in the Section 3.2.1, the OSL signal from MgB4O7:Ce,Li films could be bleached by optical stimulation using the bleaching unit described in Section 2.2.3. To demonstrate that, a 7.0 cm × 7.0 cm MgB4O7:Ce,Li film previously irradiated with dose of ~10 Gy was bleached overnight using the bleaching unit and read using the 2D OSL system (Section 2.2.1). At this point we just want to demonstrate that the signal can be bleached. The amount of time required for bleaching depends on the lamp spectrum and intensity; more detailed information can be found in Jursinic [54].

Fig. 10 shows the raw image of the bleached film (a) as well as the central dose profiles (b), where the dose was calculated using the calibration curve presented later in Section 3.4.1. Although the central part of the film is clearly visible (Fig. 10a), the average film background was only 0.02 counts bin⁻¹, which is equivalent to less than 0.5 mGy (Fig. 9c). This residual dose level is negligible compared to the typical doses used in radiation therapy.

3.4.3. Sensitization

The sensitization was determined using twelve MgB4O7:Ce,Li samples (7.0 mm diameter discs) irradiated repeatedly with beta dose of 0.69 Gy, 2.07 Gy, 6.9 Gy and 20.7 Gy. After each irradiation, the samples were read and bleached overnight using the bleaching unit (Section 2.2.3). This cycle was repeated for five runs.

Fig. 11 shows the initial OSL intensity and OSL area normalized to the first measurement for samples irradiated with repeated doses of 0.69 Gy, 2.07 Gy, 6.9 Gy and 20.7 Gy. The degree of sensitization is clearly dose-dependent, increasing with increasing doses. The average of the last 10 s of stimulation were used as background and subtracted from the signal.

It has been proposed that sensitization of the OSL signal in MgB4O7:Ce,Li is likely due to the incomplete bleaching of trapping centers [48], but this has not yet been investigated in detail. Bleaching can be sufficient to reduce the OSL signal to background levels, but not necessarily to empty all trapping centers which can affect the sensitivity.

3.4.4. Fading

Fading of the MgB4O7:Ce,Li OSL films was determined by irradiating

---

Fig. 10. (a) Raw OSL image from a bleached 7.0 cm × 7.0 cm MgB4O7:Ce,Li film previously irradiated with dose of ~ 10 Gy. The image was processed using 5 pixels × 5 pixels Wiener filter to reduce noise. (b) Signal profiles (average of all rows and columns) in both x and y direction from the MgB4O7:Ce,Li image in (a).
4. Conclusions and future developments

The results demonstrate the fast luminescence lifetime associated with Ce³⁺ emission (~31.5 ns) offers an advantage for 2D dosimetry for laser-scanning readout, minimizing the importance of pixel-bleeding correction. The OSL signal could be satisfactorily bleached using a bleaching unit consisting of fluorescence lamps and a long-pass filter. A dose response curve could be obtained with pieces of films simulating steep dose gradients and the dose response obtained using the signal from the center of such piece films was linear up to 10 Gy. Short and long-term phosphorescence components were observed in the luminescence signal of MgB₄O₇:Ce,Li, but their contribution with respect to the fast OSL signal is relatively low and should decrease with the increase in the laser scan speed.

The main disadvantage of MgB₄O₇:Ce,Li at the moment is the lack of understanding of the processes responsible for the sensitivity changes and fading of the OSL signal. Although the bleaching unit used here allowed to reduce the residual OSL signal to minimum levels (<1 mGy), the sensitivity of the films increased with previous dose. Fading has also been observed affecting the initial OSL intensity more than the OSL area.

Therefore, the results demonstrate the potential of developing a convenient 2D dosimeter based on the OSL of MgB₄O₇:Ce,Li. Nevertheless, future research should aim at identifying the causes for the sensitivity changes and fading, so that these problems can be minimized by the use of appropriate bleaching or pre-readout procedures, or by further material developments to reduce the trapping centers associated with these processes.
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