Energy spread blowup by intrabeam scattering and microbunching at the SwissFEL injector
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We present high-resolution measurements of the electron beam energy spread at the SwissFEL injector as a function of the electron bunch charge, the optics, and the longitudinal dispersion of the lattice. The measured values are in general an order of magnitude higher than what is predicted by standard simulation codes. The measured dependences indicate that the energy spread blowup is caused primarily by intrabeam scattering and microbunching instabilities, effects not covered in the conventional modeling of radio-frequency injectors. We present further a numerical model that qualitatively reproduces the experimental data and an approach to mitigate the energy spread deterioration. The work underlines the importance of considering the energy spread in the optimization and design of high-brightness electron beam sources and the need to develop new models to adequately understand and simulate the observed physics effects.
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I. INTRODUCTION

High-brightness electron beam sources are fundamental for scientific applications such as electron diffraction [1,2], gamma-ray, or x-ray sources based on inverse Compton scattering [3,4], and x-ray free-electron lasers (FELs) [5–7]. Radio-frequency (rf) photoinjectors [8] (for a more recent review, see [9]), where electrons are generated via the photoelectric effect by a laser impinging on a photocathode placed in an rf gun, are the state-of-the-art technology to produce intense bright electron beams. There is extensive worldwide research to improve the brightness of rf photoinjectors [10–12] and to develop alternative ultrabright solutions such as plasma sources [13–15].

The electron beam brightness $B$ can be expressed as [16]:

$$B = \frac{2I}{\varepsilon_{n,x}\varepsilon_{n,y}\sigma_\gamma},$$

where $I$ is the electron beam peak current, $\varepsilon_{n,x}$ and $\varepsilon_{n,y}$ are, respectively, the horizontal and vertical normalized emittances, and $\sigma_\gamma = \sigma_E/(m_ec^2)$ is the uncorrelated energy spread of the electron beam expressed in terms of the Lorentz factor $\gamma$, with $m_ec^2$ being the rest energy of an electron (0.511 MeV). From the above expression, we see that a high-brightness electron beam corresponds to small normalized transverse emittances, high peak current, and low energy spread.

In this article, we focus on the impact of the electron beam energy spread in x-ray FEL facilities. The energy spread is a crucial parameter for at least four reasons. First, for an efficient FEL process, the uncorrelated relative energy spread of the electrons $\sigma_\gamma/\gamma$ at the undulator has to be smaller than the Pierce parameter $\rho$ [17], which for x rays has typical values between $10^{-4}$ and $10^{-3}$. Second, once this limit has been fulfilled, the lower the energy spread, the better the FEL performance will be. Third, the initial energy spread limits how much an electron bunch can be compressed. In general, the beam can only be compressed to within the regime where the condition $\sigma_\gamma/\gamma < \rho$ is fulfilled. When the beam is compressed, the energy spread increases at least proportionally to the compression factor $C$ but $\rho$ only increases with $C^{1/3}$. Moreover, the energy spread limits how short the electron beam can be for full compression [18]. And finally, the energy spread is fundamental in externally seeded FELs.
employed to produce fully coherent FEL radiation for
wavelengths much shorter than the seed wavelength
[19–21]. The energy spread sets a lower limit to the
required seed power to induce a certain energy modulation
(the larger the energy spread the higher the required power).
On the other hand, the seed-induced energy modulation
increases the final energy spread, thereby limiting in turn
the shortest achievable wavelength.

In a typical x-ray FEL facility, rf photoinjectors generate
electron beams with energies of 5–10 MeV, peak currents
of 10–20 A, and design energy spread values at the keV
level or below. The beam is then accelerated and com-
pressed in the linac to reach the GeV energies and kA peak
currents necessary for lasing in the undulator. The energy
spread is increased in the linac to the MeV level as a result
of compression. Liouville’s theorem calls for the conser-
vation of longitudinal emittance in terms of uncorrelated
energy spread and bunch length. Therefore, the energy
spread increases in proportion to the increase in peak
current. Moreover, certain detrimental effects such as
intrabeam scattering (IBS) [22–31] or microbunching
instability (MBI) [28–42] may cause an additional increase
of the energy spread.

The uncorrelated energy spread of the electron beam is
normally obtained by measuring the slice (time-resolved)
transverse beam size of the electrons at a dispersive location
[28,38,40,41,43–46]. To access the slice energy spread,
rf transverse deflectors (TD) are typically used to streak
the electron in the plane orthogonal to the transverse
dispersion. The standard approach consists in obtaining
the relative energy spread as \( \sigma_E / E = \sigma_m / D \), where \( \sigma_E \)
is the measured energy spread, \( E \) is the mean energy of
the electrons, \( \sigma_m \) is the measured rms transverse beam size, and
\( D \) is the dispersion. Three methods have recently been
proposed to improve the measurement resolution below
1 keV: by performing the beam size measurement for
different electron beam energies [44], dispersion values
[45], or transport matrices between the reconstruction and
measurement locations [46]. A high-resolution measure-
ment also needs to take into account the energy spread
induced by the rf deflector [47], which can be achieved
by reconstructing the energy spread for different rf
voltages [40,44–46].

Contrary to expectation, high-resolution measurements
of the uncorrelated energy spread at different injectors have
shown energy spread values much larger than predicted by
particle tracking. At SwissFEL, we reconstructed a 15-keV
energy spread (without compression at the photoinjctor end) for the standard operation mode employing 200 pC
bunch charges and 6 keV for 10 pC beams [44]. This
contrasts sharply with the results obtained with the ASTRA
code [48], which predicts values below 1 keV. For
comparison, slice energy spread values of 6 keV were
measured at the European XFEL for bunch charges of
250 pC [45]. More recently, similar measurements at the

The article is organized as follows: In the next section,
we will briefly discuss the current state of theory and
modeling of IBS and MBI. Later we present the measure-
ment setup and procedure, followed by the experimental
results. After that we present simulation results from a
simplified model of IBS and MBI that fit the experimen-
tal data.

II. CURRENT STATE OF THEORY AND
MODELING OF IBS AND MBI

IBS is the multiple small-angle Coulomb scattering of
charged particles in accelerators, leading to a potential
growth of the beam energy spread. There are quite a
number of publications presenting the IBS theory and analytical expressions to estimate the energy spread increase due to IBS, see for instance [22–31]. Assuming effectively constant beam properties along the lattice, the energy spread induced by IBS ($\sigma_{\gamma,\text{IBS}}$) can be expressed as [25]:

$$\sigma_{\gamma,\text{IBS}} = \left( \frac{2\pi^2 N_e}{e_n \sigma_{s,\gamma}} \right)^{\frac{1}{2}} \alpha \left( \frac{I}{e_n \sigma_{\gamma}} \right)^{\frac{1}{2}}, \quad (2)$$

where $r_e$ is the classical electron radius, $N_e$ is the number of electrons in the bunch, $e_n$ is the transverse emittance averaged over the horizontal and vertical planes ($e_n = \sqrt{\epsilon_{n,x,\gamma}/\epsilon_{n,y,\gamma}}$), $\sigma$ is the average transverse beam size ($\sigma = \sqrt{\epsilon_{x,\gamma}/\epsilon_{y,\gamma}}$), $\sigma_s$ is the bunch length, and $z$ is the longitudinal distance along the accelerator. The transverse beam size can be expressed as $\sigma_\gamma = \sqrt{\beta \epsilon_{n,\gamma}}$, where $\beta$ is the mean $\beta$ function of the lattice. Thus we may write

$$\sigma_{\gamma,\text{IBS}} \propto I^{\frac{1}{2}} \beta^{\frac{1}{2}} z^2. \quad (3)$$

We note that the model described by the above Eqs. (2) and (3), based on the dynamics in a storage ring, may not be fully applicable in linear accelerators.

A full treatment of IBS is extremely challenging since it requires running one-to-one simulations. Running simulations with fewer electrons than are present in the actual bunch would lead to unphysically strong scattering events if not properly filtered numerically (scaling by the square of the macroparticle charge), resulting in excessively large scattering amplitudes. This type of simulation requires computational times that are impossible in practice for standard bunch charges (e.g., 200 pC or $1.25 \times 10^9$ electrons). A possible approximation, as done in [12] for the GPT code [50], consists in scaling down all beam dimensions such that the beam density stays constant and assuming that the resulting IBS effects are valid for the original beam. In [12], a full one-to-one simulation was performed for a scaled-down 100-FC beam representing a target of 100 pC. This approach entails some uncertainty since IBS does not depend exactly on the electron beam density as shown in previous Eq. (3). The authors of Ref. [12] acknowledge that this approximation can lead to errors at the 50% level.

MBI consists of the amplification of initial small-scale nonuniformities of the charge distribution due to longitudinal space charge and coherent synchrotron radiation effects. MBI affects the longitudinal phase space of the electrons. For high frequencies that cannot be resolved with temporal diagnostics, this appears as an increase in the uncorrelated energy spread. A similar effect appears at lower frequencies for existing longitudinal dispersion ($R_{sL}$) in the beamline resulting in an overbunching.

If the resulting energy bands cannot be resolved, they also appear as an increase in the uncorrelated energy spread.

Similar to IBS, there are numerous publications on MBI theory and associated analytical expressions, see for instance [28–35,37,42]. In the 1D approximation, the energy spread induced by MBI ($\sigma_{\gamma,\text{MBI}}$) accumulates with the distance $z$ for given bunching $b(k)$ at a given spatial frequency $k$; i.e.,

$$\sigma_{\gamma,\text{MBI}} \propto I b(k) z. \quad (4)$$

MBI is significantly driven by $R_{sL}$ at dispersive locations such as the bunch compressors of x-ray FEL facilities. The $R_{sL}$ affects $b(k)$ depending on the energy modulations in the bunch. For high frequencies relevant for our case, the driving space-charge forces have some dependence on the transverse beam size but typically much less than in the IBS case.

A complete treatment of MBI requires integrating the instability over different frequencies and carry over the bunching $b(k)$ and energy modulation $\delta\gamma(k)$ through the whole lattice. The equations relating the bunching and energy modulation from $j$th to $(j+1)$th step separated by $\Delta z_j$ are

$$b_{j+1}(k) = b_j(k) - i \frac{k R_{sL,j}}{\gamma_j} \delta\gamma_j(k) e^{-\frac{i}{2} k R_{sL,j} z_j^2}; \quad (5)$$

$$\delta\gamma_{j+1}(k) = \delta\gamma_j(k) - \frac{I}{e \pi I_k} \frac{Z_j(k)}{Z_0} \Delta z_j b_j(k). \quad (6)$$

$Z_j(k)$ is the impedance of the longitudinal space charge

$$Z_j(k) = i \frac{Z_0}{\pi k \sigma_j} \left[ 1 - 2 I_1 \left( \frac{k \sigma_j}{\gamma_j} \right) K_1 \left( \frac{k \sigma_j}{\gamma_j} \right) \right]. \quad (7)$$

where $Z_0$ is the impedance of free space, and $I_1, K_1$ are modified Bessel functions of the first order.

The energy spread due to MBI can finally be computed as

$$\sigma_{\gamma,\text{MBI}} = \sqrt{\frac{1}{2} \sum_k \delta\gamma^2(k)}. \quad (8)$$

Since we are interested in the impact on the measured uncorrelated energy spread of the beam, only wavelengths shorter than the longitudinal resolution of the TD are relevant.

Unlike in the IBS case, one-to-one simulations of MBI are possible within a reasonable computational time. As an example, MBI has been simulated using IMPACT-T [51] for a realistic beam for the LCLS case in 10 h [52]. These simulations reproduced the experimental data presented in [40] quite well.
In recent work, Litvinenko and coauthors proposed that MBI can also occur along a straight trajectory, i.e., when there is no longitudinal dispersion [53]. There can be a resonant coupling between energy and transverse position in a periodic focusing channel when the plasma and betatron wave numbers are comparable. This is, however, negligible in most rf photoinjectors, as in our case, where the ratio between plasma and betatronic wave numbers is about 1–50.

MBI in x-ray FELs is normally counteracted by increasing the electron beam energy spread at the injector with a so-called laser heater [35,36,38,39,41]. As shown in Eq. (5), an increase in the energy spread reduces the bunching and thus the energy spread variation due to MBI.

IBS and MBI are mostly uncorrelated effects, although the energy spread increase due to IBS enhances the Landau damping for the MBI [28], which is relevant only for very high frequencies. Assuming uncorrelated contributions, we can write

\[ \sigma_\gamma^2 = \sigma_{\gamma,0}^2 + \sigma_{\gamma,\text{IBS}}^2 + \sigma_{\gamma,\text{MBI}}^2, \]

where \( \sigma_{\gamma,0} \) denotes the energy spread of the beam not related to either IBS or MBI.

From the above, we can see that IBS and MBI have different dependences on different beam and lattice parameters. First, on the electron bunch peak current \( I \), \( \sigma_{\gamma,\text{IBS}} \propto I^{0.5} \), while \( \sigma_{\gamma,\text{MBI}} \propto I^1 \). Second, concerning the transverse beam size or \( \beta \) function, IBS has a clear dependence on \( \beta^{-1/4} \). For MBI, the transverse beam size influences the frequency giving the maximum impedance value according to Eq. (7). However, if the accumulated effect is considered over a wide frequency range, as done here, a shift of the maximum position has only little impact. Thus, the MBI effect on the uncorrelated energy spread has a rather weak dependence on the transverse beam size. Third, \( \sigma_{\gamma,\text{IBS}} \) does not depend on the lattice \( R_{56} \), while \( \sigma_{\gamma,\text{MBI}} \) strongly depends on it. Thus, measuring the energy spread as a function of these three parameters will help us understand and ideally decouple the possible contributions of IBS and MBI to the electron beam energy spread. In the following, we assume that the energy spread unrelated to IBS or MBI (\( \sigma_{\gamma,0} \)) is not affected by the \( \beta \) function and the \( R_{56} \) of the lattice. Therefore, we assume that observing a dependence on \( \beta \) or \( R_{56} \) implies the presence of IBS or MBI, respectively.

**III. MEASUREMENT SETUP AND PROCEDURE**

The results presented in the following were obtained from uncorrelated energy spread measurements for uncompressed beams at the SwissFEL injector. SwissFEL is the x-ray FEL facility at the Paul Scherrer Institute in Villigen [54].

A sketch of the SwissFEL injector is shown in Fig. 1. The electron beam is generated in a photocathode rf gun. A calcium fluoride (Yb:CaF₂) laser produces electrons via the photoelectric effect in a cesium telluride cathode deposited on a copper plug. An S band (3 GHz) rf gun accelerates the electron beam to a central energy of 7.1 MeV. In the standard operation mode, the bunch charge is 200 pC and the peak current is around 20 A. After the gun, the electron beam is accelerated with two S band rf structures up to an energy of 150 MeV. Afterward, there is a laser heater, a device consisting of a magnetic chicane, an IR laser, and an undulator. The nominal \( R_{56} \) of the laser heater chicane is \( R_{56,\text{LH}} = 2.2 \) mm. For the measurements presented here, the laser heater was not used (the laser was turned off). Following the laser heater, four additional S band rf structures further accelerate the beam up to an energy of 320 MeV. An X band (12 GHz) rf station is used to linearize the compression [55]. It decelerates the beam to an energy of 300 MeV. Further downstream there is the first bunch compressor, a magnetic chicane consisting of four dipole magnets, with a nominal longitudinal dispersion \( R_{56,\text{BC}} = 63.6 \) mm. In standard operation, the compression is achieved by accelerating the beam off-crest in the third and fourth S band stations to induce an energy chirp along the bunch. For the studies shown here, the S band stations operate at on-crest acceleration, such that the bunch compressor induces no compression at the beam core. Downstream of the bunch compressor there is an S band rf TD used to characterize the time-resolved properties of the electron beam. The longitudinal phase space of the electrons is measured with a Ce:YAG scintillator screen [56] placed at the injector spectrometer following the TD. A quadrupole magnet at the injector spectrometer allows...
the dispersion $D$ at the profile monitor to be adjusted. Between the TD and the beam dump, there are eight C band (5.7 GHz) rf structures that allow us to vary the electron beam energy between practically zero and about 800 MeV. The design optics along the injector has an average $\beta$ function of around 15 m.

Figure 1 shows an example of a single-shot image of the streaked beam at the spectrometer and the corresponding slice beam centroids and sizes for a bunch charge of 200 pC. We divide the extent of the beam in the streaked direction into 31 slices and apply Gaussian fits to obtain the beam size at the TD. The transverse beam size at the TD can be measured as a function of around 15 m.

Between the TD and the beam dump, there are eight C band (5.7 GHz) rf structures that allow us to vary the electron beam energy between practically zero and about 800 MeV. With the optics along the injector, we can vary the electron beam energy between practically zero and about 800 MeV.

Our measurements were done in two different shifts. On the first day, we measured the energy spread as a function of the bunch peak current and as a function of the lattice optics ($\beta$ function) for nominal (nonzero) $R_{36,BC}$ and $R_{56,BC}$. The peak current scan was done for the lowest $\beta$ function optics, while the scan of the lattice optics was performed for the standard 200 pC bunch with a peak current of 20 A. In the second measurement shift, we performed the same scans on beam current and optics but for $R_{36,BC} = R_{56,BC} = 0$ mm. With these scans, we aimed to study the impact of IBS under a reduced contribution from MBI. On this second day, we also measured the energy spread as a function of $R_{36,BC}$ and $R_{56,BC}$ for standard optics and peak current. We performed $R_{56,BC}$ scans on two other occasions and obtained results equivalent to the ones reported here.

For each configuration, we matched the optics at the laser heater location. Before the laser heater, there are approximately 20 m of propagation for which the optics slightly vary for each electron beam current. Nevertheless, we expect this effect to be negligible since the optics variation is rather small and the energy spread growth in this region ($\approx 20$ m) is also small compared to the total growth in the injector ($> 110$ m). The different lattice optics were set according to precalculated values. The electron beam current was tuned by reducing the laser intensity and thus the extracted bunch charge at the cathode. The laser iris was set to 2 mm for all cases except for the lowest peak current case in the first measurement shift (1 A), for which it was set to 0.7 mm. The normalized emittance in both planes measured at the laser heater was between 200 and 300 nm for all cases except for the 1-A configuration. In this case, because of the reduced laser beam size, the emittance improved to 70 nm.

\[
\sigma_T = \frac{\sqrt{m_e^2 \beta_T^2 e_n^2}}{E_T}, \tag{14}
\]

where $\beta_T$ is the $\beta$ function at the structure, $e_{n,T}$ is the normalized emittance in the streaking plane, and $E_T$ is the energy at the deflectors. For slice energy spread measurements, the deflector voltage should be chosen to have an optimum balance between small induced energy spread and enough streaking to overcome the rf curvature effects. Increasing the deflecting voltage for a higher temporal resolution induces more energy spread up to the point where the measured values are dominated by the TD contribution rather than the true energy spread of the beam.

As described in [44], the measurement resolution [Eq. (11)] can be overcome by measuring the slice beam size at different electron beam energies. Moreover, the TD contribution and the true energy spread can be known by measuring the slice energy spread at different TD voltages.

\[
\sigma_m^2 = \sigma_R^2 + \frac{m_e^2 \beta e_n^2}{E} + \frac{D^2 \sigma_{E,m}^2}{E^2}, \tag{10}
\]

where $\sigma_R$ is the profile monitor resolution. Thus, the measurement resolution of the standard approach is

\[
R_{\sigma_{E,m}} = \frac{E}{D} \sqrt{\frac{\sigma_R^2 + \frac{m_e^2 \beta e_n^2}{E}}{E}}. \tag{11}
\]

Besides resolution issues, the measured energy spread $\sigma_{E,m}$ includes the contribution from the TD, $\sigma_{E,T}$, which adds quadratically to the true energy spread of the beam $\sigma_E$:

\[
\sigma_{E,m}^2 = \sigma_E^2 + \sigma_{E,T}^2. \tag{12}
\]

The TD contribution can be computed as [47]

\[
\sigma_{E,T} = e k_T V \cos(\phi) \sigma_T, \tag{13}
\]

where $k_T$ is the wave number of the deflector, $V$ is the deflector voltage, $\phi$ is the TD operating phase (normally the TD runs at the zero crossing so $\cos(\phi) = 1$), and $\sigma_T$ is the average transverse beam size (in the deflecting direction) at the TD. The transverse beam size at the TD can be expressed as

\[
\sigma = \sqrt{\frac{m_e e^2}{E} \frac{\beta}{\epsilon}} \, D. \tag{9}
\]
We expect the slice emittance to be smaller than the projected emittance—around 150 nm for the 2-mm iris size [57]. We measured the electron beam current profile and thus the peak current for each configuration. In all measurements, the electron beam current profile was approximately Gaussian with the peak current value at the core of the bunch.

The measurement optics was similar but slightly different for the two shifts. On the first day, the β function at the TD (βT) was 60 m, while at the screen location, we had a β function of 0.4 m and a dispersion (D) of 1.4 m. For the second shift, βT = 50 m, at the screen β = 0.7 m, and D = 1.5 m. For each measurement condition, we empirically minimized the observed slice horizontal beam size by slightly adjusting the magnetic strength of a relevant focusing quadrupole upstream of the magnetic spectrometer, thus minimizing the natural beam size contribution to the measured beam size without changing the dispersion contribution [see Eq. (10)].

For the condition giving the lowest energy spread values (during the second shift for the lowest peak current of just 0.3 A), we performed a full high-resolution measurement following the procedure described in [44] to determine the true energy spread, the measurement resolution, and the TD contribution. For the rest of the measurements, we measured the energy spread using the standard approach for a beam energy of around 100 MeV and we corrected the values by applying the resolution and the TD contribution found with the high-resolution approach.

At each experimental condition, the slice beam sizes were measured between five and ten shots. We repeated the measurements for certain parameter sets and observed good consistency between different measurements performed under the same conditions. The results shown in the following represent the average and standard deviation over the different shots. In the case where a measurement was repeated for a certain condition, the given numbers correspond to the average and uncertainties over the different repetitions.

A. High-resolution measurement

The high-resolution measurement was done for a peak current of 0.3 A, R_{56,LH} = R_{56,BC} = 0 mm, and standard lattice optics. We measured the electron beam size at the screen for different electron beam energies and TD voltages. For each TD voltage, we fit the energy scan according to Eq. (10) to obtain the energy spread at the screen, the screen resolution, and the betatronic contribution. Once we have the energy spread as a function of the TD voltage, we fit the results using Eq. (12) to reconstruct the true electron beam energy spread and the TD contribution.

The measurements were done for five to six different energies between 70.5 and 604 MeV and voltages between 0.2 and 0.4 MV (in steps of 0.05 MV). For the two highest beam energies, we only measured the beam sizes for two TD voltages. For these two energies, we assume that the beam size for the unmeasured TD voltages was the same as for the closest measured voltage. This assumption is valid considering that the beam size is dominated by screen resolution at high energies and practically not affected by the TD. In fact, the measured beam size was the same for the two measured voltages.

Figure 2 shows the energy scan for one of the TD voltages (V = 0.25 MV) and the TD voltage scan. The profile monitor resolution obtained averaging the results from all energy scans was 37.5 ± 0.5 μm. All energy scans showed a negligible betatronic contribution with respect to the other two components. From the design optics, we would expect a slightly larger beam size contribution. The reason for the smaller effect could be that the empirically optimized optics gave a smaller β function than the design one.

The fit to the TD scan gives an electron beam energy spread of 1.35 ± 0.35 keV and a reconstructed TD contribution σ_{ET} (eV) = k_T σ_T of (6.97 ± 0.59) × 10^{-3}. The reconstructed energy spread using the standard approach for the lowest beam energy (70.5 MeV) at the lowest TD gradient (0.2 MV) would give an energy spread of 2.77 ± 0.02 keV, thus overestimating the true energy spread.

![High-resolution energy spread measurement](image-url)
spread (1.35 keV) by about a factor of 2. The energy spread including the TD contribution is $2.1 \pm 0.2$ keV for a voltage of 0.2 MV. The reconstructed TD contribution is consistent with expectations: from Eqs. (13) and (14), we obtain the same contribution of around $7 \times 10^{-3}$ with $k = 62.8 \text{ m}^{-1}$ for our TD (3 GHz), the design $\beta$ function at the deflector ($\beta_T = 50 \text{ m}$) and a normalized slice emittance of 150 nm.

For the rest of the measurements, we first subtracted the profile monitor resolution of 37.5 $\mu$m from the slice beam size measurement. Here we assume, as we found out in earlier studies [44,57], that the profile monitor resolution does not depend on the electron bunch charge. We then obtained the slice energy spread from the corrected beam size. Finally, we removed the TD contribution to obtain the true energy spread. We note that, for day 1, we corrected the TD contribution taking into account the slightly different $\beta$ function at the screen (60 m instead of 50 m).

**B. Parameter dependence measurements**

For all of the following measurements, the TD voltage was between 0.2 and 0.35 MV. For each case, we display both the energy spread obtained from the standard approach and the one calculated after subtracting the resolution and TD contributions. The numbers quoted in the text refer to corrected data (with resolution and TD contributions subtracted).

Figure 3 shows the measured energy spread as a function of $R_{56,\text{LH}}$ for two different $R_{56,\text{BC}}$: the nominal value of 63.6 and 0 mm (straight chicane). The measurements were done for an average $\beta$ function of around 15 m and for the standard peak current of around 20 A (corresponding to a bunch charge of 200 pC). The figure makes it clear that the energy spread depends on both $R_{56,\text{LH}}$ and $R_{56,\text{BC}}$. The maximum value of the energy spread is about 11.7 $\pm$ 0.3 keV for nominal $R_{56,\text{LH}}$ and $R_{56,\text{BC}}$ and 6.4 $\pm$ 0.1 keV when both chicanes are set to zero strength. Interestingly, an $R_{56,\text{LH}}$ of 0.5 mm gives a lower energy spread than $R_{56,\text{LH}} = 0$ mm (more evident for nominal $R_{56,\text{BC}}$). The reason is that with a small but nonzero $R_{56,\text{LH}}$, one can remove bunching at certain frequencies due to the energy modulation accumulated from the gun to the laser heater [58]. Mathematically the two terms in the square bracket of Eq. (5) compensate each other. Overall, these results indicate a significant impact of MBI, sensitive to the lattice $R_{56}$, on the energy spread.

Figures 4 and 5 display the measured energy spread as a function of the electron beam peak current and average $\beta$ function along the lattice, respectively. In both cases, the values are shown for nominal and zero $R_{56}$ in both chicanes. The peak current scan was done for the optics with the lowest $\beta$ function, close to standard settings. The optics scan was performed for the standard peak current of about 20 A. We measured the energy spread for an average $\beta$ function of 15, 23, and 63 m for nominal $R_{56}$ and 16 and 74 m for $R_{56} = 0$ mm.

One can observe a significant dependence of the energy spread on the $R_{56}$, the peak current, and the optics. In both scans (current and optics), the energy spread values are much higher when the dispersive sections are set to their nominal values. This again points to significant MBI effects.

Looking at Fig. 4, we see that the energy spread significantly increases with the peak current: from 2.8 $\pm$ 0.1 (for 1 A) to 14.2 $\pm$ 0.3 keV (for 19 A) for nominal $R_{56}$, and from 1.4 $\pm$ 0.3 keV (for 0.3 A) to 5.9 $\pm$ 0.1 keV (for 19 A) for zero $R_{56}$. This indicates, first of all, that the energy spread is mostly the result of collective effects. Fitting the current dependence measurements with a power function of the type $a + bF^c$, the measurements for nominal $R_{56}$ yield a coefficient $c = 1.07 \pm 0.09$, while the data for zero $R_{56}$ result in $c = 0.33 \pm 0.11$. These numbers are largely consistent with Eqs. (3) and (4): with nominal $R_{56}$,
we have both MBI and IBS and the power function coefficient is around unity, while with $R_{56} = 0$ mm, there is no significant MBI and mostly IBS plays a role, resulting in a power coefficient closer to the expected 0.5. These results stress that IBS dominates the energy spread behavior for zero $R_{56}$, while MBI does so for nonzero $R_{56}$ (as long as the MBI is large enough).

Figure 5 shows that the energy spread also depends on the $\beta$ function of the lattice: it decreases from $14.2 \pm 0.3$ to $8.9 \pm 0.5$ keV when the average $\beta$ function increases from 15 to 63 m for nominal $R_{56}$ configuration, and from $5.9 \pm 0.1$ to $4.2 \pm 0.2$ keV when the average $\beta$ function goes from 16 to 74 m for zero $R_{56}$. This behavior suggests an impact of IBS, the effects of which depend on the lattice optics. As expected from Eq. (3), the energy spread decreases with larger $\beta$ functions. For this case, there is no enough data for a proper fit of a power function. However, we can scale the values at high $\beta$ function from the measurement at the lowest $\beta$ according to Eq. (3): 14.2 keV for a $\beta$ function of 15 m (nominal $R_{56}$) would correspond to 12.8 keV for a $\beta$ function of 23 m, and to 9.9 keV for a $\beta$ function of 63 m; and 5.9 keV for a $\beta$ function of 16 m ($R_{56} = 0$ mm) are expected to decrease to 4.0 keV for a $\beta$ of 74 m. This fits quite well with the measured data: $11.5 \pm 0.4$ keV for $\beta = 23$ m and $8.9 \pm 0.5$ keV for $\beta = 63$ m (nominal $R_{56}$), and $4.2 \pm 0.2$ keV for $\beta = 74$ m ($R_{56} = 0$ mm).

All in all, the experimental results suggest that both IBS and MBI play a significant role in the energy spread blowup observed at SwissFEL.

C. Comparison to previous results

In Ref. [44], we performed measurements at nominal $R_{56}$ chicane settings for two different bunch charges: the standard bunch charge of 200 pC and a reduced bunch charge of 10 pC. For each condition, we performed an energy scan to consider resolution effects. The measurements were done for a fixed TD voltage. We did not measure the peak current at that time. However, based on previous experience, we expect a peak current of around 20 A for 200 pC and about 3 A for 10 pC. After removing the expected TD contribution, we reconstructed an energy spread of 14.8 $\pm$ 0.3 keV for the standard bunch charge and 6.3 $\pm$ 0.5 keV for 10 pC. The reconstructed screen resolutions were $33 \pm 8$ $\mu$m and $29 \pm 6$ $\mu$m for the two different conditions. The natural beam size contribution was much smaller than the contributions related to screen resolution and energy spread.

These results are consistent with what we obtained here. First, we reconstruct energy spreads between 11.7 $\pm$ 0.3 keV ($R_{56}$ scans on day 2) and 14.2 $\pm$ 0.3 keV (day 1 for 20 A or 200 pC and nominal $R_{56}$ settings), which fits within 15% of the 14.8 keV reported in [44]. We do not have a direct measurement for nominal $R_{56}$ and a peak current of 3 A. By extrapolation of the measured values, we would get an energy spread of around 4 keV. This is significantly lower than the 6 keV reported in [44]. The reason could be the lower emittance we had at that time (we reduced the laser iris aperture and measured a normalized emittance of around 90 $\mu$m), which results in a higher IBS contribution to the energy spread.

Second, we obtain a screen resolution of 37.5 $\pm$ 0.5 $\mu$m, within the error bars of what we reconstructed in [44]. Here we performed measurements for higher electron beam energies (604 MeV compared to 430 MeV), which allowed us to determine the monitor resolution with much higher precision. Finally, the natural beam size contributions in the measurements shown here are also much smaller than the other two components.

We have demonstrated that reducing the $R_{56}$ of the dispersive sections helps to improve the energy spread for the nominal charge and optics case. We get a reduction from about 12 to 6 keV when moving from nominal to zero $R_{56}$. Increasing the $\beta$ function at the injector helps to further reduce the energy spread. Considering the impact of both the chicane $R_{56}$ and the optics, we show a reduction of the energy spread from about 12–14 keV to about 4 keV, i.e., an improvement of more than a factor of 3. The 4 keV are still much larger than what is expected from numerical simulations. Based on our observations and the current modeling, we think that the remaining 4 keV are dominated by IBS. Other contributions may be space charge effects in the low-energy part (that amount to less than 1 keV according to ASTRA simulations), cathode effects, quantum fluctuations due to the emission of synchrotron radiation in bending magnets [59], and the SASE interaction in the laser heater modulator. We estimate that the energy spread induced by the latter two effects is well below 1 keV.

V. MODELING

A full and highly detailed simulation with each electron resolved is extremely challenging and beyond the scope of
this work. Instead, we use a simple model aiming to reproduce the measurement results. To describe the growth due to IBS, we use Eq. (2) with a stepwise integration for the variance of the energy

$$\sigma^2_{r,j+1} = \sigma^2_{r,j} + \alpha \frac{2\gamma^2 N_e}{\epsilon_a \sigma_s \sigma_r} \Delta z_j,$$  

(15)

where the index $j$ indicates the $j$th integration step with a step width of $\Delta z_j$ and $\alpha$ is a possible correction factor to the overall IBS strength. The effective beam size $\sigma_j = \sqrt{\sigma_x \sigma_y}$ is derived in advance from particle tracking. For the beam size calculations, we consider a normalized emittance of 150 nm.

The model used is not directly applicable since it is based on the dynamics in a storage ring, where Coulomb scattering events occur over many turns at any position in the ring. This is different for an injector since most of the time the electron motion is predominantly laminar with crossings of the electrons’ trajectories only at certain locations, namely the waists in the beam transport. With sufficient betatronic phase advance along the injector, however, the model should become more and more valid. Additionally, Eq. (15) is an approximation in the sense that it limits the maximum relative energy transfer of an electron-to-electron scattering event to $10^{-5}$. We take this into account by fitting the numerical model to our experimental results when all dispersion sections were turned off. The resulting correction coefficient is $\alpha = 2.4$ and will be used for all further calculations. This value indicates that assuming a maximum relative energy transfer of $10^{-5}$ may be too stringent for our case.

For the MBI model, we evaluate the impedance of the longitudinal space charge for various wave numbers and propagate the bunching $b(k)$ and energy modulation $\delta \gamma(k)$ stepwise according to Eqs. (5) and (6). The effective $R_{56}$ per step is calculated as

$$R_{56,j} = \frac{\Delta z_j}{\gamma_j} + \hat{R}_{56}(z_j).$$  

(16)

It combines the run-time difference of a drift and the explicit $\hat{R}_{56}$ for the laser heater, the bunch compressor and injector spectrometer. As with the IBS model, the energy $\gamma_j$, beam size $\sigma_j$, and $R_{56,j}$ are precalculated, while the uncorrelated energy spread, due to IBS, $\sigma_{r,j}$ is taken from the evaluation of Eq. (15).

Since there is no coupling between the different wave numbers, we can initialize each bunching component with its mean value of $b_0 = 1/\sqrt{N_e}$, a bunching phase of zero degrees and an energy modulation $\delta \gamma_0(k) = 0$ eV. We consider wave numbers in the range between $k_{\text{min}} = 2\pi/(100 \ \mu m)$ and $k_{\text{max}} = 2\pi/(1 \ \mu m)$. Since these wave numbers are considered too large for being resolved by the measurement, they effectively contribute to the observed energy spread $\tilde{\sigma}_r$ with

$$\tilde{\sigma}_r = \sqrt{\sigma_r^2 + \frac{1}{2} \sum_{i=M_k}^{N_k} \delta \gamma^2(k_i)}.$$  

(17)

Since the electron bunch has a finite length, we are not allowed to take an arbitrary number of frequency components $N_k$, because only a limited number of modes in frequency space can be regarded as independent. This is estimated with $N_k \approx k_{\text{max}}/k_b$ and $k_b = 2\pi/L_b$, the bunch wave number for a given bunch length $L_b$. The starting index is $M_k \approx k_{\text{min}}/k_b$. We verified that enlarging the range of wave numbers has no significant impact on our results.

We had to fine-tune the model by disabling the Landau damping term in the low-energy part of the SwissFEL injector for the first 7 m, since it lowers the mean bunching factor below the shot-noise level. In reality, the rearrangement in the electron position would form a new bunching with a different phase. This cannot be described correctly with the bunching coefficient represented as a collective parameter in the model.

Figure 6 shows the simulation results using this model for the $R_{56}$ and peak current scans, together with the measurement values (with resolution and TD contribution subtracted). As is evident from the figure, the agreement between the model and the experimental data is rather good. In particular, the model reproduces the energy spread reduction when increasing $R_{56,\text{LH}}$ from zero to slightly above. Although the dependences on the different parameters are generally well reproduced, the model underestimates the energy spread at low beam currents, for moderate $R_{56,\text{LH}}$ with nominal $R_{56,\text{BC}}$, and for large $R_{56,\text{LH}}$ with $R_{56,\text{BC}} = 0$ mm.

Our model does not consider the additional Landau damping in the MBI due to betatron oscillations [37], neither the impact of IBS on the transverse emittances [29,30]. We estimate, however, that these effects are negligible in our case. More importantly, the present modeling based on a collective description of the energy modulation and the bunching factor is not suitable to describe effects such as plasma oscillations and its impact to the bunching factor in the first meters of the injector. A better approach would be based on a particle tracking code with no model assumptions, considering the electrons’ motion in their own space-charge fields. To our knowledge, GPT is currently the only code capable of performing such a consistent tracking. However, the required time to simulate a typical electron beam (e.g., 200 pC) is too high. We hope that our work stimulates further code and modeling development.
In [44], we presented a new method to measure the energy spread with high resolution. We reconstructed energy spread values at the SwissFEL injector much higher than predicted by simulations (15 keV for the standard bunch charge of 200 pC). With the aim to understand this deterioration, we have performed energy spread measurements at the SwissFEL injector as a function of electron bunch peak current, lattice optics, and longitudinal dispersion.

We have experimentally demonstrated the capacity of our measurement approach to reconstruct energy spread values of about 1 keV over coming the resolution limit of the standard approach by a factor of 2. Besides this methodological advance, the measured dependences have shown that the energy spread blowup is caused by both IBS and MBI. The observed dependences can be described by existing IBS and MBI models. For the IBS model, however, a scaling factor of 2.4 is required to fit the results.

For the standard 200-pC case, we have shown that the energy spread can be improved from up to 14 keV to about 6 keV by reducing the $R_{56}$ of the two chicanes and further down to about 4 keV by additionally increasing the lattice $\beta$ function. These 4 keV may be related to remaining IBS, space-charge, or cathode effects. In the future, we may study the possible impact of the cathode material on the energy spread.

Reducing $R_{56,LH}$ from its nominal value of 2.2 to 1.0 mm (the minimum value at which the laser heater can still be operational) improves the SwissFEL performance: thanks to the reduced energy spread the beam can be more compressed and we obtain higher FEL pulse energies. In the future, we plan to move the bunch compressor of the SwissFEL injector upstream from its current location. By reducing the distance from the gun to the bunch compressor, we will reduce the energy spread deterioration before compression due to effects depending on the distance such as IBS and MBI. After compression, the energy spread is naturally increased, therefore IBS and MBI will have much less impact from there on. The design of the SwissFEL injector in principle allows a reduction of the required length by about 30 m, which would provide IBS with only half the distance to accumulate. An additional advantage is that such a change would free up space that may be filled with more rf stations in the main linac. Another measure to reduce the energy spread would be to change the design optics toward larger $\beta$ functions.

The measurements shown here represent the first evidence of IBS and MBI in an FEL injector. Our results show the advantage of operating with lower $R_{56}$, with large $\beta$ functions in the lattice, and with a small distance between the electron source and the first bunch compressor. These findings may be of importance for the design of present and future FEL facilities based on ultrabright electron beam sources (see, e.g., Refs. [15,16,60]). Furthermore, our evaluations indicate that standard tools to model electron beam sources, not covering the observed physics effects, are insufficient and that new approaches are required.
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