Single shot x-ray phase contrast imaging using a direct conversion microstrip detector with single photon sensitivity
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X-ray phase contrast imaging enables the measurement of the electron density of a sample with high sensitivity compared to the conventional absorption contrast. This is advantageous for the study of dose-sensitive samples, in particular, for biological and medical investigations. Recent developments relaxed the requirement for the beam coherence, such that conventional X-ray sources can be used for phase contrast imaging and thus clinical applications become possible. One of the prominent phase contrast imaging methods, Talbot-Lau grating interferometry, is limited by the manufacturing, alignment, and photon absorption of the analyzer grating, which is placed in the beam path in front of the detector. We propose an alternative improved method based on direct conversion charge integrating detectors, which enables a grating interferometer to be operated without an analyzer grating. Algorithms are introduced, which resolve interference fringes with a periodicity of 4.7 μm recorded with a 25 μm pitch Si microstrip detector (GOTTHARD). The feasibility of the proposed approach is demonstrated by an experiment at the TOMCAT beamline of the Swiss Light Source on a polyethylene sample. Published by AIP Publishing.
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X-ray grating interferometry (GI) is capable of providing simultaneously three complementary contrasts: absorption, differential phase, and small-angle scattering. The differential phase signal can reveal differences between materials with similar absorption properties since it is highly sensitive to the electron density variations of the sample. The small-angle scattering signal, also known as dark-field, is able to access unresolved structural variations of the sample in the (sub) micrometer scale which are beyond the resolution capability of the imaging modality. Both the differential phase and the dark field signals have been demonstrated to be capable of providing valuable information additional to the traditional absorption contrast in medical imaging. Material science, and non-destructive testing.

Early phase contrast imaging (PCI) techniques were developed for synchrotron facilities due to the required high beam coherence. It was not until the development of the Talbot-Lau grating interferometer (GI) and later the coded aperture that measuring phase signals with conventional X-ray tubes became feasible. The Talbot-Lau grating interferometer consists of three gratings: an absorption grating $G_0$ placed close to the source that intends to increase the spatial coherence of the source, a phase grating $G_1$ that produces an interference pattern at a certain distance downstream (Talbot effect), and finally, a second absorption grating $G_2$ which is placed at a selected Talbot distance right in front of the detector to sample the periodic signal with a sub-pixel spatial frequency. When a sample is introduced into the beam, it will cause distortions to the interference pattern due to X-ray absorption, refraction, and small-angle scattering. These distortions can be sensed by the so-called phase stepping procedure in which $G_2$ is scanned step by step for one or more periods. At each step, an image is recorded which results in an intensity curve at each pixel. The absorption, differential phase, and small-angle scattering signals can be extracted from two phase stepping curves obtained with and without the sample. Although the utilization of $G_2$ decouples the sensitivity of the interferometer from the detector resolution, it comes at the price of a lower system dose efficiency due to the photon absorption it introduces. Additionally, phase stepping introduces extra mechanical complexity to the system and increased scanning time. Finally, a strict set of requirements concerning $G_2$ renders the successful manufacturing challenging. Specifically, the two limiting factors at the moment are the area and the aspect ratio of the gratings. Medical applications require large imaging field of views (hundreds of square centimeters) which means that dense microstructures have to be produced over a large area with a high uniformity in terms of depth, duty cycle, and period. Nonetheless, to meet the criteria for high phase sensitivity at higher energies, the aspect ratio of the absorbing structures increases dramatically. All of these indicate that a $G_2$-less interferometer has the potential to increase the applicability of PCI.

In this letter, we show that $G_2$ can be omitted ($G_2$-less) when using a charge integrating direct conversion detector where inter-pixel interpolation can be performed (works only for small pitches) and therefore the PCI setup can be significantly simplified. Our approach renders the phase stepping procedure unnecessary and results in a single shot PCI method. Compared to other single shot grating based PCI methods, ours does not compromise the system sensitivity as it exploits much smaller fringe pitch (smaller than the physical detector pixel size). The chosen detector,
GOTTHARD, is a microstrip detector with a strip pitch of 25 μm and single photon sensitivity down to ~2.7 keV photon energy. It is possible to resolve the fringes produced by $G_1$ down to a 4.7 μm pitch directly. This is accomplished by single photon detection and appropriate analysis of the generated charge values which allows the estimation of the photon position beyond the detector channel size. However, the achievable resolution is spatially modulated within each channel pair; for this reason, we developed a phase retrieval algorithm exploiting the Hilbert transform (HT) which allows the analysis of such signals. The proposed method was demonstrated experimentally at the synchrotron.

A $G_1$-less grating interferometer consists of a phase grating ($G_1$) placed directly after the sample and a strip detector placed downstream at a Talbot distance (see Fig. 1). By scanning the sample vertically through the X-ray beam, it is possible to acquire a two-dimensional image. To enhance the image resolution in the scanning direction, the beam is collimated by a 2 μm tungsten slit in front of the detector.

The GOTTHARD detector uses direct conversion sensors, in which X-ray photons are absorbed in the sensor (typically silicon) and produce electron-hole pairs in the semiconductor with a conversion coefficient of $1 e^-/3.62 eV$. The sensor is biased, such that the electrons drift toward the read-out electrodes, where the signal is collected, amplified, and then integrated in the read-out chip of the detector. The initial point-like electron cloud produced at the point of interaction broadens during the transport through the sensor and has an average diameter of 17 ± 3 μm (Ref. 27) at the collection surface of a 320 μm thick silicon sensor. The charge generated from one absorption event is collected by more than one channel for small channel sizes (i.e., in the order of the electron cloud diameter), which is known as charge sharing. If the photon flux is low compared to the frame rate, meaning that the detected photons during the acquisition of a frame are very few, single photon absorption events are separable and can be analyzed individually by evaluating the signal height of adjacent channels. In this single photon regime, the charge integrating circuit allows to determine the energy of the absorbed photon and the interaction position can be retrieved down to a few microns. Repeating this process for many photons allows the acquisition of a high resolution image.

The $G_1$-less PCI experiment consists of three measurements: the blank measurement (no $G_1$, no sample) for position reconstruction calibration, the grating measurement (with $G_1$ only) as a reference for the phase retrieval algorithm and the sample measurement, where both $G_1$ and the sample are present in the beam. The blank measurement and the grating measurement just need to be done once if the setup and measurement parameters do not change.

After acquisition, the frames containing single photon events are post processed to extract photon hits and to determine their positions. Each channel is divided into several virtual channels and the extracted photon hits are assigned to the virtual channels according to their position.

The first step of post-processing is the dark image correction, where a base signal is subtracted from the captured frames accounting for leakage current flowing through the sensor during acquisition. After that, the absorption events are identified if the signal value of a pair of channels exceeds a threshold. For each event $n$, the adjacent channels’ pulse height denoted $L_n$ (left neighbour) and $R_n$ (right neighbour) and the channel index of the left channel $c$ (identifying the channel couple) are extracted. The sum of $L_n$ and $R_n$ is proportional to the photon energy, and the ratio between the values is a non-linear representation of the photon absorption position. To linearise the absorption position, we use the $\eta$ algorithm, a method first used in particle physics and later demonstrated with X-rays in direct conversion detectors. The $\eta_n$ value for each event $n$ is defined as $R_n/(L_n + R_n)$. The distribution $dN/d\eta$ of the $\eta$ values is calculated from the blank measurement, where $N$ is the total number of detected events. For each event of the sample measurement or the grating measurement, the interpolated position of the absorption location is calculated by

$$
x^c(\eta_n) = p \int_{-\infty}^{\eta_n} \frac{dN}{d\eta} d\eta / \int_{-\infty}^{\infty} \frac{dN}{d\eta} d\eta,
$$

where $p$ is the size of a detector channel. The reconstructed high resolution intensity signals of the grating measurement and sample measurement (denoted by $I(x)$ and $I(x)$) correspond to the distribution $dN/dx$ of events in the $x$-dimension of the channel pair $c$. The intensity signals $I(x)$ and $I(x)$ are sampled with the number of virtual channels $N_v$ and a uniform spatial sampling rate of $N_v/p$ as illustrated in Fig. 2.

The aim of the proposed phase retrieval method is to extract the differential phase value for each channel pair. This task exhibits two major challenges when compared to standard single shot Fourier based phase retrieval methods. First, under general imaging conditions, the physical size of a detector channel $p$ (25 μm in our case) will not be a multiple of the projected fringe period, which is a limitation for Fourier based methods. Second, the resolution enhancement is not uniform between two detector channels due to non-linear charge sharing, and this results in a spatial modulation of the visibility of the recorded fringe as seen in Fig. 2. Therefore, more elaborate phase retrieval methods are required. We propose an algorithm that is able to determine the average phase shift of the most prominent frequency in a channel couple. The recorded interference fringe of the channel pair $c$ can be approximated by

![FIG. 1. Setup of the $G_1$-less grating interferometer. The microstrip detector is placed at a distance of $z = 15$ cm downstream of $G_1$. The microstrips have a length of several mm, and therefore, the beam is additionally collimated by a 2 μm tungsten slit directly in front of the sensor.](image)
The Si(111) monochromator was set to the angle and the modulated instantaneous scattering factor. We obtain the complex scattering factor and phase shift. The sample-independent term of the detector with respect to the beam direction. Specifically, it takes into account the localized visibility reduction (contrast loss) of the interference fringe as seen in Fig. 2. Assuming the absorption term is constant, we can determine the dc-offset corrected corrected signal

\[ I'(x_i) = F'(x_i) - \alpha' = b'(x_i)r'(x_i)\cos(2\pi f_1 x_i - \phi'(x_i)) \]

where \( x_i \) is the position of the virtual channel \( i \), \( i \in \mathbb{N} \) with \( 1 \leq i \leq N_x \), \( f_1 \) is the main frequency of the fringe, \( \alpha'(x_i) \) is the sample absorption, and \( b'(x_i) \) and \( \phi'(x_i) \) represent the scattering factor and phase shift. The sample-independent term \( r'(x_i) \) is used to model the non-uniform resolution of a channel pair. Specifically, it takes into account the localized visibility reduction (contrast loss) of the interference fringe as seen in Fig. 2.

\[ \tilde{I}(x_i) = I'(x_i) - \alpha' = b'(x_i)r'(x_i)\cos(2\pi f_1 x_i - \phi'(x_i)) \]

We obtain the complex analytical signal by adding the Hilbert transformed signal as the imaginary part

\[ \tilde{I}'(x_i) = I'(x_i) + i\mathcal{H}(I'(x_i)). \]

\( \tilde{I}'(x_i) \) encodes the instantaneous phase of the fringe \( \phi'(x_i) \) as the angle and the modulated instantaneous scattering factor \( b'(x_i)r'(x_i) \) as the magnitude. For each channel couple \( c \), the differential phase can be extracted from \( \tilde{I}'_x(x_i) \) and \( \tilde{I}'_y(x_i) \)

\[ P^c = \sum_{i=1}^{N_x} w(x_i)\arg\left\{ \frac{\tilde{I}'_x(x_i)}{\tilde{I}'_y(x_i)} \right\} \]

where \( w(x_i) \) is a weighting function accounting for the non-uniform resolution of the reconstruction method with \( \sum_{i=1}^{N_x} w(x_i) = 1 \). In our case, \( w(x_i) \) was chosen as a Gaussian curve with \( \sigma = 1/\sqrt{2} \mu m \).

The presented experiments were performed at the TOMCAT beamline at the Swiss Light Source, Villigen, Switzerland. The Si(111) monochromator was set to 16.7 keV. The beam was attenuated by a 50% filter and a 350 \( \mu m \) aluminum sheet to enter the single photon regime. A silicon \( \pi/2 \) phase grating (produced at the Laboratory for Micro and Nanotechnology (LMN) of the Paul Scherrer Institute, Villigen, Switzerland) with a pitch of 4.7 \( \mu m \) was placed behind the sample of investigation. The GOTTTHARD detector was mounted at the first Talbot distance (15 cm) behind the phase grating. The 1280 microstrips of the read-out chip of the detector were coupled to an equally segmented 320 \( \mu m \) thick silicon sensor, which gives a detection efficiency of 59% at the X-ray energy of 16.7 keV. GOTTTHARD can readout a selected region of 256 strips at 140 kHz frame rate. In the experiment, a region of 31 strips with a pitch of 25 \( \mu m \) was used. This corresponds to a field-of-view of 775 \( \mu m \). Each channel was subdivided into 64 virtual channels.

![FIG. 2. Reconstructed intensity signals for a channel couple c. The exact channel is marked in yellow in Fig. 3(a). The detector resolution depends on the inter-channel position x and is in theory highest at the boundary between two channels. The high resolution region (and also the region with the highest fringes amplitude) is shifted to the left due to the potential misalignment of the detector with respect to the beam direction.](image1)

**FIG. 2.** Reconstructed intensity signals for a channel couple \( c \). The exact channel is marked in yellow in Fig. 3(a). The detector resolution depends on the inter-channel position \( x \) and is in theory highest at the boundary between two channels. The high resolution region (and also the region with the highest fringes amplitude) is shifted to the left due to the potential misalignment of the detector with respect to the beam direction.

![FIG. 3. Polyethylene sphere of 625 \( \mu m \) diameter acquired with the proposed method. (a) Absorption signal \( A' \), (b) differential phase signal \( P^c \), and (c) calculated differential phase signal. (d) Comparison of experimental and theoretical signal calculated using (6) of the line profile indicated in (b) and (c).](image2)

**FIG. 3.** Polyethylene sphere of 625 \( \mu m \) diameter acquired with the proposed method. (a) Absorption signal \( A' \), (b) differential phase signal \( P^c \), and (c) calculated differential phase signal. (d) Comparison of experimental and theoretical signal calculated using (6) of the line profile indicated in (b) and (c).
\[ P_t(c, w) = 4\pi \frac{\delta z_t}{g^2} \frac{(cp - 30p/2)}{\sqrt{r^2 - (cp - 30p/2)^2 - (wq - 30q/2)^2}}. \]  
(6)

where \( \delta = 8.1631 \times 10^{-7} \) for polyethylene at 16.7 keV, \( z_t \) is the distance between the phase grating and the detector, \( g \) is the pitch of the phase grating, and \( r \) is the radius of the sphere. Fig. 3(d) compares the measured and theoretical differential phase profile calculated using Equation (6) for one image line, indicating that the proposed method can retrieve the differential phase information quantitatively.

Unfortunately, the photons absorbed in the center of a strip cause no or little charge sharing, and therefore, the resolution on their positions is worse than the grating's spatial frequency. This reduces the detection efficiency for the phase shift, but not for absorption. A more effective exploitation of all photons for detecting the phase shift and increase in the maximum spatial resolution can be achieved by enhancing the charge sharing, which is larger at lower energies (with the disadvantage that the radiation dose is increased as well) or can be obtained by an optimization of the detector by using smaller strip pitches, thicker sensors (which also increases the absorption efficiency), or the use of lower bias voltages to the sensors. These last expedients will increase the diffusion time for the charge generated by the photons absorbed closer to the backplane, but will not affect the ones absorbed deeper in the sensor bulk, which are still a considerable amount at the energy used in our experiment. Spatial resolution is also affected by the alignment of the sensor compared to the X-ray beam due to the parallax given by the different depth of absorption of the 16.7 keV photons through the 320 \( \mu \)m silicon sensor (~300 nm per 1 mdeg misalignment).

In summary, we experimentally show that a single shot phase contrast imaging without the utilization of the analyzer grating (\( G_4 \)) can be achieved by using a charge integrating direct conversion detector. We show that it is possible to retrieve quantitative differential phase information albeit the interference fringe is sampled in a less optimal way compared to the phase stepping method. As next steps, we plan to quantitatively measure the dose reduction in comparison with a conventional Talbot-Lau grating interferometer, test the performance of our method on conventional X-ray tubes, and extend to two-dimensional detector and two-dimensional gratings.
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