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A B S T R A C T

Ecosystem service (ES) assessments are widely promoted as a tool to support decision-makers in ecosystem
management, and the mapping of ES is increasingly supported by the spatial data on ecosystem properties
provided by Earth Observation (EO). However, ES assessments are often associated with high levels of un-
certainty, which affects their credibility. We demonstrate how different types of information on ES (including EO
data, process models, and expert knowledge) can be integrated in a Bayesian Network, where the associated
uncertainties are quantified. The probabilistic approach is used to map the provision and demand of avalanche
protection, an important regulating service in mountain regions, and to identify the key sources of uncertainty.
The model outputs show high uncertainties, mainly due to uncertainties in process modelling. Our results de-
monstrate that the potential of EO to improve the accuracy of ES assessments cannot be fully utilized without an
improved understanding of ecosystem processes.

1. Introduction

The ecosystem service (ES) concept is increasingly promoted as a
framework to support decision-making (Convention on Biological
Diversity, 2010; European Commission, 2011), in order to improve the
management of ecosystems and maintain the services they provide to
society (Daily et al., 2009; Maes et al., 2012). These efforts are sup-
ported by the growing body of scientific literature on ES assessments
(Schägner et al., 2013; Schröter et al., 2016), and the increasing
availability of spatial data, particularly through Earth Observation
(EO), which provides information on a variety of ecosystem properties
(Andrew et al., 2014; Ayanu et al., 2012). However, the use of ES as-
sessments in planning and decision-making remains limited (Albert
et al., 2014). ES assessments are associated with large uncertainties,
which are often unreported (Schägner et al., 2013), and different ES
assessment methods show inconsistent results (Eigenbrod et al., 2010;
Schulp et al., 2014a), which may affect their credibility as tools for
decision-makers (Andrew et al., 2015).

Ecosystem service assessments combine data on biophysical struc-
tures and processes with models of ecosystem function and measures of
socio-economic value (de Groot et al., 2010; Haines-Young and
Potschin, 2009). Modelling the whole ES cascade (Haines-Young and
Potschin, 2009) comprises not only various types of data and models,

but also various types of uncertainty (Ascough et al., 2008). On the one
hand, uncertainty in these assessments stems from the inherent spatial
and temporal variability of socio-ecological systems (Regan et al.,
2002). This type of uncertainty cannot be reduced, but should be taken
into account in management decisions (Ascough et al., 2008). On the
other hand, ES assessments involve uncertainties that can potentially be
reduced, such as measurement errors, model structure and parameter
uncertainties, and subjective judgment (Regan et al., 2002). To realis-
tically evaluate the level of confidence in ES assessments, all these types
of uncertainty should be integrated (Maier et al., 2008) and finally also
communicated to users. Moreover, understanding how the different
sources of uncertainty propagate to the final assessment can help
identify knowledge gaps and contribute to more robust decision-making
(Neuendorf et al., 2018; Polasky et al., 2011; Uusitalo et al., 2015).

The data most commonly used in ES assessments are proxies de-
scribing ecosystem structure (Eigenbrod et al., 2010; Schägner et al.,
2013), such as land use/land cover (LULC) (Costanza et al., 1997; Troy
and Wilson, 2006), plant functional traits (Lavorel et al., 2011; Schirpke
et al., 2013), or aboveground biomass (Barredo et al., 2008; Nelson
et al., 2009). Such data is subject to uncertainty due to limited sample
sizes, different data collection and processing techniques, and sampling
biases (Ascough et al., 2008). Earth Observation (EO) is expected to
reduce these uncertainties, as it provides spatially explicit and up-to-
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date information on many of these ecosystem properties (Andrew et al.,
2014; Cord et al., 2017; Feng et al., 2010). So far, the EO product most
commonly used in ES assessments is land cover (Cord et al., 2017).
However, several studies have highlighted the shortcomings of LULC-
based ES assessments (Eigenbrod et al., 2010; Plummer, 2009). By
combining LULC with other EO products, such as NDVI, biomass, or
vegetation density, the accuracy of ES assessments can potentially be
improved (Andrew et al., 2014). Nonetheless, EO data also contain
measurement errors or misclassifications that are often not reported
(Ayanu et al., 2012; Petrou et al., 2015). The valuation of ES further
depends on proxies of demand for ES, such as visitor counts or travel-
cost estimates (Koetse et al., 2015; Wolff et al., 2015), or social va-
luation methods such as choice experiments (Brunner et al., 2015;
Garmendia and Gamboa, 2012), where subjective judgment plays an
important role. Furthermore, when categorical variables (such as LULC)
are used, differences in people's definitions of categories lead to lin-
guistic uncertainty (Regan et al., 2002).

A wide variety of approaches is used to link proxies of ecosystem
structure to ecosystem services (Lavorel et al., 2017). Most common are
proxy based approaches, where expert-based look-up tables are used to
link LULC or habitat types to ES provision (Kienast et al., 2009; Seppelt
et al., 2011). More complex approaches combine proxies with spatial
analyses (e.g. Grêt-Regamey et al., 2014). When sufficient data are
available, empirical models are used to predict the distribution of
ecosystem service providers (e.g. species, Schulp et al., 2014b) or to
derive the link between ecosystem traits and ES (e.g. Lavorel et al.,
2011), while process-based models explicitly represent the mechanisms
underpinning ecosystem functioning (e.g. Lautenbach et al., 2013).
However, uncertainties in model parameters and structure are often not
quantified (Schägner et al., 2013), and many ES models are unvalidated
due to a lack of validation data (Schulp et al., 2014a). Large dis-
crepancies have been found between LULC-based ES maps and maps
based on process-based models (Eigenbrod et al., 2010), highlighting
the need to quantify and communicate uncertainties when using ES to
support decision-making (Carpenter et al., 2009; Vorstius and Spray,
2015).

In this paper, we use a Bayesian Network (BN) to model avalanche
protection, an essential regulating service provided by mountain forests
(Grêt-Regamey et al., 2013). BNs can include both expert knowledge
and empirical data, while their transparent graphical structure facil-
itates participatory modelling (Aguilera et al., 2011; Landuyt et al.,
2013). Therefore, BNs have been used to address water management
(Ames et al., 2005; Bacon et al., 2002), land use change (Celio et al.,
2014; Sun and Müller, 2013), and ES modelling (Gonzalez-Redin et al.,
2016; Grêt-Regamey et al., 2013; Landuyt et al., 2013). The probabil-
istic structure of BNs allows the quantification and propagation of un-
certainties (Barton et al., 2012; Borsuk et al., 2004; Kelly (Letcher)
et al., 2013). Accounting for uncertainties is particularly relevant when
modelling ES related to natural hazards, where extreme events at the
tails of probability distributions are important (Straub and Grêt-
Regamey, 2006). We use EO data to model both the provision and
demand for avalanche protection, and disentangle the effects of data
quality and process understanding on uncertainty in the ES assessment.
In addition, we demonstrate how knowledge gaps can be identified and
discuss how understanding the sources of uncertainty can help improve
ES assessment methods.

2. Methods

2.1. Bayesian Networks

Bayesian Networks are directed probabilistic graphs, where nodes
represent the variables of the studied system, and the links between
nodes represent dependencies between them (Kjaerulff and Madsen,
2013). Underlying the graph is a joint probability distribution P(X)=P
(X1, …, Xn)=∏ n

i=1 P(Xi|Pa(Xi)), which consists of a conditional

probability distribution P(Xi|Pa(Xi)) of each node (Xi) for each combi-
nation of its parent nodes' (Pa(Xi)) states. The conditional probabilities
are expressed in conditional probability tables (CPTs) or conditional
continuous probability distributions. The conditional probability of
each node can be quantified independently (Borsuk et al., 2004), which
allows us to integrate various data and model types (Uusitalo, 2007),
and to account for different types of uncertainty. Evidence on any of the
nodes is propagated through the Bayesian network and the joint
probability distribution is updated by applying Bayes’ theorem: P
(X)= ∑Pa(X)P(X|Pa(X)) *P(Pa(X)). Evidence on input nodes will there-
fore result in a new, updated posterior probability distribution of all
other nodes in the network.

To efficiently perform inference, most Bayesian Network software
relies on algorithms such as the Junction Tree algorithm (Lauritzen and
Spiegelhalter, 1988), which are limited to discrete or Gaussian vari-
ables. This means that most continuous variables need to be discretized,
which can lead to a loss of information (Benjamin-Fink and Reilly,
2017; Landuyt et al., 2013; Ropero et al., 2013). At the same time, using
discretized probability distributions means that non-normal or even
multi-modal distributions can more easily be captured (Myllymäki
et al., 2002; Uusitalo, 2007), and non-linear relationships can be ex-
pressed in CPTs. Since increasing the number of discretization intervals
exponentially increases the CPTs, the discretization is a trade-off be-
tween accuracy and computational efficiency.

2.2. Accounting for uncertainty

The probabilistic structure of the Bayesian network allows us to
incorporate uncertainty in the input data of the ES model (Cha and
Stow, 2014), as well as model uncertainties in the links between vari-
ables (Landuyt et al., 2013; Qian and Miltner, 2015). The methods to
account for different types of uncertainty in the BN are summarized in
Table 1. When sufficient data is available to estimate the level of natural
variability, variables in the modelled system are characterized as prob-
ability distributions, instead of single values. For example, the prob-
ability of heavy snowfall is commonly modelled using a Gumbel ex-
treme-value distribution (Salm et al., 1990), which we use as the prior
probability distribution of “Max new snow height” in the network.

When input data represents a measured proxy with a known error
rate, we make the uncertainty explicit by creating separate nodes re-
presenting the observed value (Y) and the actual state (X) of the vari-
able. The observation is caused by the actual state, not vice-versa, and
defining the structure of the network based on this causality helps to
define conditional probabilities. We explain this principle on the ex-
ample of a land cover classification. Classification errors are commonly
expressed in confusion matrices, which contain counts of predicted
classes for objects where the true class is known (e.g. from ground truth
data), with rows representing the classes in reality (c), and columns
representing the classes predicted by the classification (c’). Based on
these counts, we can calculate either backward probabilities P(X= c
|Y= c’) (e.g. the probability that a patch classified as forest is a forest in

Table 1
Selection of methods, which can be used to incorporate different types of un-
certainty in Bayesian Networks.

Type of uncertainty Method to implement in BN

Natural variability Probability distribution
Classification error Confusion matrix
Measurement error Normal distribution
Empirical model Probabilistic equations
Process-based model Learning from Monte-Carlo simulations
Expert knowledge Four-point estimation method (distribution based on

elicited lowest and highest expected value, best estimate,
and confidence)

Linguistic uncertainty Fuzzy logic
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reality); or the forward probabilities P(Y= c’ |X= c) (that a forest
patch will be classified as forest). The backward probabilities depend on
the prior distribution of land cover – if we sample ground truth loca-
tions in a densely forested landscape, it is likely that many of the pat-
ches classified as forest will in fact be forested, leading to a higher
backward probability than if we sample in a sparsely vegetated area.
However, forward probabilities are inherent to the error process in the
remote sensing data and the classification algorithm (Cripps et al.,
2009), and are therefore consistent over the whole area. If we define the
classification node Y as the child of the actual class X, the rows of its
CPT correspond to the forward probabilities P(Y |X).

For continuous variables with a known measurement error rate, we
similarly define the measurement node Y as a child of the actual state of
the variable X. Assuming a normal distribution of errors, we can define
the conditional probability of Y as a normal distribution p
(Y|X= x)=N(x, σ2) where the mean is the value of the actual state (x),
and the standard deviation σ is defined by the measurement error. If we
have no prior information about the actual state of X, a finding on the
child Y (measurement) node will then result in a normal distribution p
(X|Y= y)=N(y, σ2) of the parent X (actual state).

Bayesian networks can incorporate information about links between
variables that is already available in the form of empirical or process-
based models. Empirical models typically include information about the
error in parameter estimates. The model parameters can be included in
the BN not as single values, but as distributions, by specifying equations
such as Y = N(β0, σβ02) + N(β1, σβ12)*X1 + … + N(βn, σβn2)* Xn,
where X1, …, Xn are the parent nodes of Y, β0, …, βn are the corre-
sponding model parameter estimates, and σβ0, …, σβn are the standard
errors of the estimates. The conditional probability distribution of Y can
be derived by repeatedly computing the value of Y for each combina-
tion of its parents’, with parameter values sampled from the parameter
distributions.

Another approach to quantify links between variables is so-called
“parameter learning”. When data on a child variable and its parents is
available, an algorithm such as Expectation Maximisation (Dempster
et al., 1977; Lauritzen, 1995) can be used to estimate the corresponding
CPT. When information about links between variables is available in
the form of process-based models, the model outputs can be used as an
input for parameter learning. The uncertainties in the process-based
model can be captured by learning from Monte-Carlo simulations with
varying input parameters (Ames et al., 2005; Borsuk et al., 2004; Cain,
2001; Kuikka et al., 1999).

When data is limited and no models are available to quantify links
between nodes, the CPTs can be elicited from experts. Expert elicitation
is frequently used in ecology and risk assessments (Kuhnert et al., 2010;
Speirs-Bridge et al., 2010), and uncertainty in expert knowledge can be
addressed by eliciting probability distributions, rather than single va-
lues. While experiments have shown that experts can more accurately
estimate quantiles of a distribution than its mean and variance
(O'Hagan, 2012), the estimates are often affected by overconfidence
(Kuhnert et al., 2010). To limit this problem, Speirs-Bridge et al. (2010)
developed the “four-point estimation method”, where experts are asked
for the lowest and highest value they would expect, the most likely
value, and their confidence that the true value is within this range
(Metcalf and Wallace, 2013). We thus obtain information about the
quantiles and mode of the distribution, as well as its shape, which al-
lows us to fit a suitable distribution (O'Hagan, 2012). Commonly,
normal distributions are used (Metcalf and Wallace, 2013). However, in
our case the elicited expert estimates (for node “Potential detrainment”)
showed an asymmetrical unimodal distribution, so we chose to use a
simple triangular distribution (Johnson, 1997). Other approaches to
quantify uncertainty in expert knowledge involve combining estimates
from several experts (O'Neill et al., 2008; for a review of expert elici-
tation methods see Kuhnert et al., 2010).

Often, expert knowledge is related to qualitative categories rather
than quantitative variables. For example, it may be easier for an expert

to estimate the avalanche protection capacity of forests that are either
“open”, “scattered”, or “dense”, rather than based on a percentage of
crown cover. Linking such categories to numerical values is associated
with a type of linguistic uncertainty (vagueness), where the delineation
between categories is not sharp (Regan et al., 2002). Linguistic un-
certainty is commonly addressed using fuzzy logic (Zadeh, 1965;
Zimmerman, 1992), where membership functions m(y) define the level
of membership (between 0 and 1) in a specific class for continuous
values of y. For example, we define trapezoidal membership functions
m(y) of crown cover (Y) for the classes of forest density (X) (method
adapted from Petrou et al., 2013, see Appendix B). At the expert-de-
fined threshold between a “scattered” and “dense” forest (Y=70%),
the probability of the forest being classified as “dense” is 0.5, while a
forest with 100% crown cover will certainly be classified as “dense” (P
(X=dense)= 1). In the language of Bayesian Networks, the member-
ship function corresponds to the probability of the class (X) given an
observation on Y, P(X|Y= y), and can be used to populate the corre-
sponding CPT. When a class is defined by multiple attributes, mem-
bership functions can be combined through fuzzy OR- or AND-operators
(Zadeh, 1965), as used by Veitinger et al. (2016) to identify potential
avalanche release areas.

There are many methods to quantify uncertainty in the posterior
probability distributions of Bayesian Network model outputs. For con-
tinuous variables, the spread of a distribution is commonly expressed
with its second central moment, the standard deviation. However,
standard deviation is less informative for skewed distributions (Landuyt
et al., 2015). In information theory, Shannon's entropy (Shannon, 1948)
is used to quantify uncertainty in discrete variables:

= −∑=
H p plogi

N
i i1 2 , where pi is the probability of state i and N is the

number of states. To evaluate uncertainty and compare it between
output nodes with different numbers of states, we calculate the even-
ness index (Hill, 1973) of the posterior probability distribution, J=H/
Hmax, where Hmax= log2(N) (Marcot, 2012). The index has values be-
tween 0 and 1, where 1 denotes a uniform distribution between all
possible states (maximum uncertainty), and 0 denotes complete cer-
tainty that the output node is in a specific state.

2.3. Sensitivity analysis and flow of information

In Bayesian Network modelling, sensitivity analysis is often used to
evaluate the influence of variables in the modelled system on the pos-
terior probability distribution of a node of interest (Marcot, 2012;
Uusitalo, 2007). Sensitivity to findings can be measured by the reduc-
tion in uncertainty (e.g. entropy or variance) in the target node due to a
finding on another node. Entropy reduction is expressed by the measure
of mutual information (Kjaerulff and Madsen, 2013):

∑ ∑

= =

=

I X Y H X H X Y H Y H Y X

P Y P X Y P X Y
P X P Y

( , ) ( ) – ( ) ( ) – ( )

( ) ( | ) log ( , )
( ) ( )Y X

2

where H(X) is the entropy of X and H(X|Y) is the entropy of X after a
new finding on Y.

The analysis of sensitivity to findings gives us an indication of which
variables in the system have the highest influence on the outcome of the
model. In addition, we use a stepwise sensitivity analysis to visualize
the flow of information in the network. For each node X, we calculate
the proportion of its entropy that can be reduced by a finding on each of
its parents Pa(X), MI[%]= I(X, Pa(X))/H(X). These relative mutual
information values are used as weights for links between nodes in a
Sankey diagram of the network, which is used to identify the most re-
levant sources of uncertainty in the model. When findings are added to
the network (e.g. setting the value of node Y to state y), this alters the
probability distributions and sensitivities of other nodes, and the sen-
sitivity to node Y becomes zero. Therefore, we also perform the step-
wise sensitivity analysis for specific combinations of input variables, to
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identify sources of uncertainty under different conditions.

2.4. Case study: avalanche protection

We illustrate the approach to quantify uncertainties in EO-based ES
assessments on the example of a regulatory ES, avalanche protection.
The case study is located in the region of Davos, in the eastern part of
the Swiss Alps. The principal town, Davos, is a well-developed urban
and touristic centre, located in the central part of the main valley at an
elevation of 1500m above sea level. The rest of the main valley and the
three side valleys are relatively rural, with a few scattered settlements
and a landscape still strongly dominated by mountain agriculture. Snow
avalanches are the most common natural hazard in the area
(Kulakowski et al., 2011), and mountain forests play a key role in re-
ducing the risk for settlements below through two main functions:
prevention and detrainment. The probability for an avalanche release
depends on topography (Bühler et al., 2013; Veitinger et al., 2016), but
is lower in forested areas (Bebi et al., 2009). When an avalanche flows
through a forest, some of the snow is stopped behind trees (detrain-
ment), which reduces the mass and velocity of the avalanche (Feistl
et al., 2014; Teich et al., 2014). The anthropogenic value of avalanche
protection can be quantified based on the risk to people and buildings
(Planat, 2008). Previous ES valuations indicate that avalanche protec-
tion is among the most valuable ES in the region of Davos (Grêt-
Regamey et al., 2013).

We based our avalanche protection model on previous models de-
veloped for this ES (Grêt-Regamey et al., 2013; Grêt-Regamey and
Straub, 2006), but extended it to incorporate newly available remote
sensing inputs as well as recent developments in modelling forest-
avalanche interactions. The BN structure (Fig. 2) was developed
through an iterative process of literature review, consultation with
experts, and testing the behaviour of the network with different input
values. The BN was constructed in Netica (Norsys, 2010), where we also
performed sensitivity analyses using the function “Sensitivity to find-
ings”.

The data available for modelling the avalanche protection service
are in-situ data on the temporal and spatial distribution of avalanches,
and remote sensing variables, which are proxies for the actual state of
the ecosystem. We accounted for the spatial variability of the avalanche

process by running the BN for each pixel of a 5m resolution raster of
the study area. We used input data that describe the spatial patterns of
the hazard process under a frequent (30-year) and extreme (300-year)
scenario (“Velocity 30y” and “Velocity 300y”), where occurrence of
both scenarios depends on the probability of heavy snowfall. The tem-
poral variability of these events is incorporated through a probability
distribution of maximum new snow heights based on long-term ob-
servations (SLF, 2017). High resolution LiDAR data (August 2015, LMS-
Q780 sensor, ca. 20 points/m2) data was processed using LAStools
(Isenburg, 2016) to derive 1m resolution digital terrain (DTM) and
canopy height (CHM) models, to measure crown cover in forests
(Moeser et al., 2014), and terrain roughness (Sappington et al., 2007),
and to detect buildings. The CHM was combined with an aerial CIR
image (August 2013, Leica ADS 80, 0.25m resolution (swisstopo,
2013)) and a Sentinel2 image from May 2016 (European Space Agency,
2016) for an object-based supervised random forest classification into
non-forested areas, evergreen, and deciduous forests (Fassnacht et al.,
2016). Ground-truth data was collected at 110 plots in the valley to
train the classification and to estimate the measurement and classification
uncertainties in the remote sensing data.

Ecosystem structure and processes were linked to ecosystem func-
tions using fuzzy logic (“Crown cover (class)”, “Release” (Veitinger
et al., 2016),), expert knowledge (“Potential detrainment”), an empirical
model from literature (“Prevention” (Bebi et al., 2001)) and learning
from process-based simulation results (Christen et al., 2010) (“Detrain-
ment”). Since the simulation results showed high spatial autocorrela-
tion, we did not perform the learning directly in the BN software, but
fitted a spatial regression model in R (Pinheiro et al., 2017; R Core
Team, 2013), and used it to populate the CPT. In order to combine both
ecosystem functions, the total per-pixel level of ES provision was ex-
pressed in the quantity of snow (prevented from releasing or stopped),
which is the ES benefit carrier in this case (Bagstad et al., 2013). To
quantify the demand for avalanche protection, we used a probabilistic
risk assessment approach (Grêt-Regamey and Straub, 2006), with va-
lues of risk factors as determined by experts for evaluating protection
measures against natural hazards (BAFU, 2015; Merz et al., 1995). At
each step, the uncertainties are quantified as described in Section 2.2.

The BN for avalanche protection was applied for the lower Dischma,
one of the side valleys of Davos (see Fig. 1). Using an application based

Fig. 1. Map showing the location of the study area on the DTM of Davos, Switzerland (swisstopo, 2015), with an orthophoto of the Dischma valley (swisstopo, 2013).

A. Stritih et al. Environmental Modelling and Software 111 (2019) 300–310

303



on the Netica API (Celio et al., 2014), we set evidence on nodes where
data is available and performed inference for each pixel in a 5m re-
solution raster of the study area. Since the provision and demand for
avalanche protection do not occur at the same location, and spatial
processes could not be modelled in the pixel-based BN, we quantified
provision and demand separately. Thus, we obtained posterior prob-
ability distributions of avalanche protection provision and demand for
each pixel. In order to map the outputs, we calculated the per-pixel
median and evenness index (uncertainty) of the posterior probability
distributions. To illustrate the process of inference in the BN, we show
the joint probability distributions of all variables for some example
pixels in Appendix D.

3. Results

The process of integrating available data, models, and knowledge on
the avalanche protection service resulted in a BN with 37 nodes and 53
links, which is shown in Fig. 2. The inputs to the model are remote
sensing variables and in-situ data on avalanches. These are linked to
intermediate nodes that describe ecosystem structure, the natural ha-
zard process, and risk assessment. The model outputs are posterior
probability distributions of the provision (expressed in height of snow
stopped by the forest) and the demand for avalanche protection (ex-
pressed in CHF). For forested areas, the model predicts a bimodal dis-
tribution of ES provision, with a peak at 0 (corresponding to conditions
with no avalanche events) and another between 0.1 and 0.5 m of snow
prevented from releasing and/or stopped during avalanches. On
average, areas with a predicted value of provision above 0 have a CV of
110%. Descriptions of the BN nodes and their states are provided in the
Supplementary material (Appendix A), as well as examples of posterior
probability distributions (Appendix D) for ES provision and demand.

The spatially explicit model output of ES provision shows a high
spatial heterogeneity (Fig. 3). Areas with a high level of avalanche
protection provision are the steeper, densely forested areas, particularly
at high elevations where larger avalanche releases are more likely.

Although EO inputs (particularly the land cover classification) are more
uncertain in heterogeneous forests near the upper tree line, this pattern
is not reflected in the spatial distribution of uncertainty in the provision
of the avalanche provision. The uncertainty is related to the level of
avalanche protection, where pixels with high levels of provision show
high levels of uncertainty. In addition, there are many areas with a low
predicted value of avalanche protection provision, but a high un-
certainty, indicating that these forests may provide no or only limited
avalanche protection under certain infrequent (extreme) conditions.
Higher levels of certainty are achieved only in areas with a very low or
zero level of protection service.

The factors underlying the spatial distribution of the ES were ana-
lysed using a sensitivity analysis of the target nodes of the BN
(Provision and Demand, Table 2). Provision of avalanche protection is
most sensitive to nodes describing the ecosystem functions and the
avalanche process. The modelled provision is more sensitive to inputs of
in-situ avalanche data (especially the distribution of maximum new
snow height) than to remote sensing variables of ecosystem structure.
Among these, the LiDAR-derived crown cover is most important. Since
inference can run in different directions in a BN, the sensitivity analysis
also shows indirect influences. For example, knowledge about potential
lethality of avalanches on a specific pixel would increase the knowledge
about the potential provision of avalanche protection at that location.
On the demand side, the most influential node is the cost of damage to
buildings, while the most important input are buildings detected from
LiDAR.

Overall, the nodes closer to the target variables have a stronger
influence than nodes farther away. This is due to uncertainty in the
intermediate links. For example, detecting a building from remote
sensing (MI=49.6%) has a smaller effect on the distribution of de-
mand than certain knowledge of a building's location would
(MI= 60.8%). Similarly, certain knowledge of the actual land cover
(MI= 4.98%) would more strongly reduce the uncertainty about pro-
vision than the land cover classification does (MI=1.42%), because
there is some uncertainty in the classification. In order to understand

Fig. 2. Bayesian Network developed to model the ES of avalanche protection. The nodes are grouped and coloured based on the types of variables they represent.
Spatial inputs (shown with a thick outline) are remote sensing and avalanche data, which are linked to variables describing ecosystem structure, avalanche hazard
processes, ecosystem functions, and risk factors. The outputs of the network are the provision and demand for avalanche protection. Arrows represent causalities, not
the flow of information, and are therefore oriented from ecosystem structure variables to the corresponding remote sensing inputs.
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these relationships in more detail, we performed a stepwise sensitivity
analysis.

The results of the stepwise sensitivity analysis are visualized in a
Sankey diagram (Fig. 4). For each node, the thickness of incoming
(from the left) links show how much the entropy on the node can be
reduced by findings on preceding nodes. Mutual information is not
additive, i.e. if both parent nodes can reduce the entropy of a child by
50%, this does not mean that findings on both parents will result in
complete certainty on the child node. Nonetheless, plotting the MI gives
an indication of the main sources of uncertainty in the model. When the
value of MI for all the parents of a node is rather low, this means that
the node will have a wide probability distribution even when the states
of its parents are known, implying high uncertainty in the corre-
sponding links. If such a node has a large influence on the outcome of
the network, this indicates a knowledge gap.

Overall, the uncertainties related to avalanche processes contribute
more to the final uncertainty in ES provision than uncertainties about
ecosystem structure. For example, the node “Release” (describing
whether a pixel is in a potential avalanche release area) has an im-
portant influence on subsequent nodes in the network, but findings on
its parents (“Slope”, “Roughness (measured)” and “Curvature”) can
only reduce a small part of its entropy, so it is a major source of un-
certainty in the model. Some remote sensing inputs have a strong effect
on the knowledge about ecosystem structure (“Gap width” and “Crown
cover”), while others have higher uncertainty (e.g. “Roughness”). There
is high uncertainty in land cover classification, as its mutual informa-
tion with actual land cover is only 29%. However, additional in-
formation on actual land cover is gained from the crown cover class
(MI=59%). The links from ecosystem structure to the potential pro-
vision of ES also contain high uncertainty, regarding both the potential
of a forest to prevent avalanches (empirical model-based “Potential
prevention”) and to stop snow during an avalanche (expert-based
“Potential detrainment”). However, “Potential detrainment” has a re-
latively low influence on the corresponding ecosystem function (process

model-based “Detrainment”). This function is affected more strongly by
the avalanche process (“Velocity”), which in turn is affected by the
natural variability in release conditions (“Max new snow height”).

On the demand side (Appendix C), the remote sensing input
(“Building (detected)”) is rather certain, while uncertainty about the
total risk is most affected by the natural variability of the avalanche
process. Additionally, uncertainty comes from the wide distribution of
building types, which affect the costs of potential damages and number
of people per building, and which could not be differentiated in the
remote sensing input.

The sensitivities of the BN change after we enter evidence, and are
therefore different for each combination of input nodes. Nonetheless,
the general pattern remains the same with high uncertainties related to
the avalanche processes, due to natural variability and model un-
certainty. Furthermore, the uncertainty about ES provision would be
significantly reduced by additional knowledge on avalanche release
areas (“Release” node). Examples of sensitivities for posterior prob-
ability distributions (after input data are added to the network) are
shown in Appendix D for one pixel of ES provision and demand.

4. Discussion

4.1. Uncertainties in avalanche protection

In this study, we used recent developments in EO techniques and
natural hazard modelling to assess avalanche protection by forests, an
important ES in mountain regions. We integrated EO data, empirical
and process-based models, and expert knowledge into a BN, while ac-
counting for the uncertainty in each of these components. Thus, we
were able to quantify the total uncertainty in the ES assessment, and
evaluate the influence of different sources of uncertainty on the model
output. Although high-resolution EO data was available in our study
area, uncertainties in the ES assessment remain high (with a coefficient
of variation well above 100%). While there was some uncertainty in the

Fig. 3. Modelled provision of avalanche protection
in the Dischma valley (5m resolution). The value is
expressed in m of snow, while the uncertainty is
calculated as the evenness index of the posterior
probability distribution. Most areas with a high value
of the service also have a high uncertainty (dark red),
as do some forested areas with a predicted low pro-
tection value (dark blue). Only areas with a zero or
very low (light blue) value of the service show a high
certainty. (For interpretation of the references to
colour in this figure legend, the reader is referred to
the Web version of this article.)
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EO products used, these had a limited effect on the final model output.
The total uncertainty was more strongly affected by the uncertainties
regarding avalanche processes, particularly the variability of snow
heights, the probability of avalanche releases, which was defined using
a fuzzy approach based on expert knowledge (Veitinger et al., 2016),
and avalanche velocities and detrainment in forests, which were
quantified based on a process-based model (Christen et al., 2010).
These uncertainties can be explained in part by the high natural
variability of avalanche hazards, related to complex terrain and tem-
poral variability in snow and weather conditions (Schweizer, 2008). In
addition, currently available avalanche models and expert knowledge
are based on limited observational data (Bühler et al., 2009), which
contributes to high model uncertainty.

4.2. Added value of Earth Observation data

By combining different EO inputs (high-resolution LiDAR, aerial,
and satellite multispectral images), we could include more information
at a higher spatial resolution compared to previous ES assessments in

the region, which relied mainly on LULC data (Grêt-Regamey et al.,
2013). We were able to differentiate tree species and measure terrain
roughness, both of which have an impact on ecosystems’ potential to
provide avalanche protection (Feistl et al., 2014; Teich and Bebi, 2009).
The use of EO data enabled us to model the ES at a 5m spatial re-
solution, which allows us to observe the high spatial heterogeneity of
ES provision in complex terrain, and identify individual forest stands
that are particularly important for avalanche protection.

However, the EO products used, particularly the land cover classi-
fication, contained considerable uncertainties. High error rates are
common in classifications, for example, tree species classifications often
report error rates of around 20% (Fassnacht et al., 2016). Since errors
are propagated to the final model output, it is crucial for EO-product
users that these uncertainties are reported (Petrou et al., 2015; Rocchini
et al., 2010). Uncertainties in EO are spatially heterogeneous, so they
should be reported spatially (e.g. per pixel), which can be achieved by
using fuzzy classifications (Petrou et al., 2013) or random forest clas-
sifiers (Breiman, 2001) that provide a probability distribution of classes
for each classified pixel. Although most ES assessments rely on LULC
classifications, their quality could be further improved by including
other EO-based ecosystem properties (Cord et al., 2017). For example,
we were able increase the certainty about actual land cover by in-
cluding information on LiDAR-based crown cover measurements.

Nonetheless, even if errors in EO data could be reduced, un-
certainties in the avalanche protection assessment would remain high,
due to natural variability, model uncertainty, and limited data avail-
ability. This can be generalized to models of other ES, where complex
socio-ecological systems are modelled (Hou et al., 2013) with limited
data on ES for model calibration and validation (Landuyt et al., 2013;
Schulp et al., 2014a). To address this issue, EO data should be used not
only as a model inputs, but also to calibrate, validate, and update our
models of socio-ecological systems (Plummer, 2000). For example, the
data used to validate avalanche models (Christen et al., 2010; Veitinger
et al., 2016) is mostly limited to individual observations in the field.
Detecting avalanches and their release areas from remote sensing
(Bühler et al., 2013, 2009) could increase the dataset available for
model calibration and validation, thus reducing model uncertainties.

4.3. Advantages and limitations of the Bayesian Network approach

A major advantage of Bayesian Networks as a tool for ecosystem
services modelling is their probabilistic nature (Kelly (Letcher) et al.,
2013), which allowed us to quantify different types of uncertainty in
the ES assessment. An additional type of uncertainty that we did not
explicitly address is structural uncertainty, which relates to the selec-
tion of variables relevant to the model, and the causal relationships
between them (Ascough et al., 2008). Unlike model parameter un-
certainty, structural uncertainty is difficult to quantify, particularly
when validation data is lacking (O'Hagan, 2012), so it is often not
discussed, or only evaluated through expert assessment (Uusitalo et al.,
2015). BNs can facilitate discussions about model structure with experts
through the graphical representation of the variables and causalities in
the network (Barton et al., 2012; Bromley, 2005; Landuyt et al., 2013;
Voinov et al., 2016). The stepwise sensitivity analysis supports this by
visualizing the strength of the causal relationships, and identifying
nodes with large uncertainties, which may indicate that important
variables are missing from the model.

Although the spatially explicit BN can capture uncertainties at the
level of an individual pixel, it is not able to take into account spatial
interactions (Landuyt et al., 2015). This is a major limitation in ES
modelling, where spatial mismatches and cross-scale effects are
common (Bagstad et al., 2013). For example, linking ES provision to
demand would require integrating the provision across service-pro-
viding areas (Villa et al., 2014), in this case avalanche tracks. This re-
quires a spatial analysis that cannot be performed within the BN, so
information about probability distributions is lost. Johnson et al. (2012)

Table 2
Sensitivity analysis of the output nodes of the Bayesian Network for avalanche
protection. The values of mutual information MI [%] indicate how much a
finding on a node would reduce the uncertainty (entropy) on the target node.
All nodes with MI > 0 are shown. The nodes are grouped by type, and sorted
by their influence on the target nodes.

Sensitivity - Provision Sensitivity - Demand

Group Node MI [%] Group Node MI [%]

Function Detrainment 77.2 Risk Damage (cost) 96.1
Prevention 19.7 Damage 88.4
Release
prevented

14.2 Building 60.8

Process Velocity 38.1 People present 16.8
Max pressure 37.7 Lethality

(cost)
10.7

Release height 13.2 Building cost 7.72
Release 7.57 Lethality 5.16

Avalanche Max new snow
height

24.1 Building type 3.53

Velocity 30y 5.46 People per
building

3.33

Velocity 300y 0.45 Remote
sensing

Building
(Lidar)

49.6

Ecosystem
structure

Potential
detrainment

5.73 Process Max pressure 18.2

Crown cover
(class)

5.32 Flow velocity 18.1

Land cover 4.98 Release height 0.50
Crown cover 4.06 Avalanche Max new snow

height
12.4

Potential
prevention

2.49 Velocity 30y 2.79

Gap width 1.3 Velocity 300y 0.23
Roughness
(class)

1.01 Function Detrainment 10.3

Remote
sensing

Crown cover
(Lidar)

3.7 Prevention 0.17

Roughness
(measured)

2.49 Target Provision 9.66

Land cover
classification

1.42

Slope 1.39
Gap width
(measured)

1.28

Elevation 0.26
Curvature 0.03

Risk Lethality 9.17
Damage (cost) 0.05
Damage 0.05
Lethality (cost) 0.01

Target Demand 0.05
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address this issue by using stochastic agent-based models to map the
flow of ecosystem services. In some cases, accounting for spatial in-
teractions could also help reduce uncertainties. For example, a pixel is
more likely to be in an avalanche release area if the area is large (Bühler
et al., 2013), i.e. if neighbouring pixels also have a high probability of
release. Such interactions cannot be modelled directly in a BN, but
could potentially be addressed in two steps, by calculating release
probabilities for individual pixels, and then correcting them based on
the number of surrounding pixels with probabilities above a certain
threshold. However, such fuzzy neighbourhood approaches depend on
arbitrary threshold probabilities (Arnot et al., 2004), neglecting the full
information about pixels’ probability distributions.

4.4. Disentangling uncertainties in ES assessments

By performing the stepwise sensitivity analysis, we were able to
identify the components of the ES model where uncertainties are high,
and where these uncertainties have a strong impact on the ES assess-
ment. Identifying such knowledge gaps could help define research
priorities. In the case of avalanche protection, the uncertainties with the
highest influence on the model output are related to the natural hazard
process, both in nodes that were quantified through expert knowledge
(e.g. the fuzzy definition of avalanche release areas), and those based
on models (e.g. the process-based model used to quantify avalanche
velocities and detrainment). Improved identification of potential ava-
lanche release areas under varying snow conditions (Bühler et al., 2013;

Veitinger et al., 2016) would significantly reduce uncertainties about
the ES, while more sophisticated methods of forest type classification
would have only a minor impact on the model output. For other ES,
where the underlying processes are better understood (e.g. food pro-
duction or carbon sequestration), improved EO inputs could sig-
nificantly improve ES assessments (Andrew et al., 2014; Feng et al.,
2010). Applying the same approach to disentangle uncertainties for
other ES would also help determine whether some methods of quanti-
fying links between variables systematically produce higher un-
certainties (e.g., are expert assessments more uncertain than process-
based simulations).

Quantifying uncertainties is also important for potential users of ES
assessments (Carpenter et al., 2009; Polasky et al., 2011), who face
trade-offs between model accuracy and time/data requirements
(Vorstius and Spray, 2015). Their decisions on which models and data
to use require information on the associated uncertainties, and how
they propagate to the final ES maps (Neuendorf et al., 2018). Moreover,
mapping uncertainties can improve model understanding and the
credibility of the modelling results (Grêt-Regamey et al., 2013), and
may affect the decision-making process (Kunz et al., 2011; MacEachren
et al., 2005). Identifying the uncertainties that can be reduced through
better models and data, as well as understanding the uncertainties that
are inherent to the system, could lead to more robust decisions about ES
management (Ascough et al., 2008; Brunner et al., 2017).

Fig. 4. Stepwise sensitivity analysis of the BN, where the width of a link between two nodes corresponds to the relative mutual information (MI %), i.e. the
percentage of the entropy on a node that can be reduced by a finding on a preceding node. The nodes are labelled and coloured by the type of variable represented
(see Fig. 2), while the link colours represent the types of uncertainty taken into account while quantifying the link in the BN. (For interpretation of the references to
colour in this figure legend, the reader is referred to the Web version of this article.)
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