High resolution species distribution and abundance models cannot predict separate shrub datasets in adjacent Arctic fjords
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Abstract
Aim: Improving species distribution models (SDMs) and species abundance models (SAMs) of woody shrubs is critical for predicting biodiversity changes in the Arctic, which is experiencing especially high warming rates. Yet, it remains relatively unexplored if SDMs and SAMs can explain local scale patterns. We aim to identify predictor differences for the distribution versus abundance of two widespread Arctic shrub species with high resolution models and to compare validation approaches to assess the models’ predictive abilities.

Location: Nuup Kangerlua (NK) and Kangerluarsunnguaq (K), two adjacent fjords in Southwest Greenland.

Methods: We conducted two separate field surveys in either fjord to construct high resolution (~90 m) SDMs and SAMs for Betula nana and Salix glauca, analysing the predictive influences of local scale climate, topography and soil moisture indicators. We then alternatively trained and validated models in either NK or K fjord and compared these results with the common split-sample validation approach. Finally, we assessed if including local scale biotic predictors improves SAM performance.

Results: Temperature extremes and precipitation best predicted the distributions of both species, whereas insolation and soil moisture indicators best predicted abundances. Compared to split-sample validation, both SDM and SAM performance was substantially reduced with separate survey validation. Regardless of validation approach, models performed poor to moderately well, and including local scale biotic parameters improved SAM performance.

Main conclusions: Substantial differences in model performance between validation approaches highlight the usefulness of using a separate survey for validating model predictive performance. We discuss various factors that might have caused poor model performance, such as not capturing all relevant predictors or enough local scale heterogeneity in predictor or response variables. We emphasise the need to include predictors relevant at the spatial scale of study, such as local scale biotic interactions, for improved predictions at high spatial resolution.
1 | INTRODUCTION

With climate change-induced shifts in species geographic distributions observed in nearly every biome (Lovejoy & Hannah, 2019), spatial predictive models have become a dominant topic in ecological and conservation research (Araújo et al., 2019; García-Díaz et al., 2019; Pacifici et al., 2015). These models are important tools in understanding what factors influence species distributions (Smith & Santos, 2020) and assessing the effect of climate change on ecosystem composition and biodiversity loss (Bellard et al., 2012). This is particularly important in the Arctic, where exceptionally high warming rates (IPCC, 2014) are causing widespread, yet highly variable, changes in shrub distributions and abundances (Myers-Smith et al., 2020; Post et al., 2019). This ‘shrubification’ phenomenon has ecosystem-wide implications, as taller shrubs can dominate over smaller plants (Elmendorf, Henry, Hollister, Björk, Boulanger-Lapointe, et al., 2012), as well as influence soil moisture, temperature, and snow cover (Lawrence & Swenson, 2011; Liston et al., 2002; Sturm & Douglas, 2005). At a global scale, shifts in Arctic shrub distributions and abundances are expected to have a positive feedback on climatic warming (Pearson et al., 2013). However, our inability to accurately predict local scale distributional and abundance trends (e.g., Elith & Leathwick, 2009) hinders us from drawing robust conclusions on large-scale biodiversity changes in the Arctic as a result of shrubification (Myers-Smith et al., 2011).

Predicting where species ranges will expand or contract is most commonly done by constructing correlative species distribution models (SDMs; Guisan & Thullier, 2005; Guisan & Zimmermann, 2000; Pacifici et al., 2015). These relate a species’ occurrences with the environment in these regions to project the probability of occurrence across a landscape of interest, under current or future environmental scenarios (Booth & McMurtrie, 1988; Guisan et al., 2017; Wiens et al., 2009). Another approach is to construct species abundance models (SAMs) to understand how a species’ abundance varies with environmental factors. Compared to SDMs, SAMs are expected to provide better predictions of trends in species performance under climate change (Morrish & Ehrén, 2015) and these predictions may be mismatched with those from SDMs (e.g., Jarnevich et al., 2021). However, specifically assessing differences in SDM versus SAM predictions has, to our knowledge, not been carried out in the Arctic. Regardless of model type, it remains contentious to what degree model outputs are related to empirical measures of population performance, such as population persistence (Araújo & Williams, 2000), abundance (Dallas & Hastings, 2018; Midolo et al., 2021; Weber et al., 2017), and demographic rates (Csergő et al., 2017; Thuiller et al., 2014). Furthermore, examples of SDMs incorrectly predicting observed distributional trends (e.g., Sofaer et al., 2018) point to the more fundamental questions of how well these models can accurately capture spatial patterns across the landscape and how to best validate this (e.g., Santini et al., 2021).

Given the highly variable response of Arctic shrubs to climate change (Elmendorf, Henry, Hollister, Björk, Bjorkman, et al., 2012; Myers-Smith et al., 2015, 2020), caused by local scale deterministic (e.g. moisture; Ackerman et al., 2017; Myers-Smith et al., 2015) and stochastic variation (e.g., disturbances; Prendin et al., 2020), it is difficult to predict shrub species’ spatial patterns from broad-scale climate factors alone. What further complicates this is that predictors of occurrence may not be the best predictors of abundance for plant and animal species (e.g., Birch, 1953; Nielsen et al., 2005; Randin et al., 2006). Compared to occurrence, abundance might be best explained by factors difficult to measure, such as disturbance history (sensu Jarnevich et al., 2021). However, differences between the apparent drivers of species occurrence versus abundance may also arise as a function of the selected spatial scale of analysis, the available predictors, and other features of the study design. Furthermore, if there is a time lag in species establishment, then this might result in differences in the factors influencing occurrence versus abundance even when none exist.

Studies comparing different modelling resolution scales have observed that grid size can strongly impact conclusions on spatial patterning (e.g., Foxcroft et al., 2009) and projected amount of future suitable habitat (e.g., Gillingham et al., 2012), but we are not aware of studies that have compared how differences in predictors of occurrence versus abundance might change across scales. Observational studies that examine factors influencing both occurrence and abundance do not generally focus on these differences (e.g., Guarino et al., 2012; Lou et al., 2018) or do not find strong empirical trends (e.g., Nielsen et al., 2005; Økland, 1995). To our knowledge, such studies are lacking for the Arctic, except for recent work by Becher et al. (2018) in the Swedish Arctic showing that cryogenic (i.e. freeze-thaw) disturbances are associated with changes in the occurrences of plant species, but that their abundances are dependent on initial plant community composition.

A related, and long-standing, problem is the common mismatch between underlying mechanisms and modelling scale (Levin, 1992). SDMs and SAMs are often parameterised with large-scale regional climatic data (Fridley, 2009; Scherrer & Körner, 2010), but the substantial mismatch between regional versus microhabitat climate fails to capture the importance of microclimate in influencing range shifts (Franklin et al., 2013; Oldfather et al., 2020). However, there have been significant advances in modelling at higher resolutions within smaller geographic regions, illustrating this as a promising approach (D’Amen et al., 2015; Thuiller et al., 2015; Tomlinson et al., 2020). A mismatch can also exist between the factors relevant for species distributions and abundances, such as biotic interactions, and those included as predictors (Boulangeat et al., 2012; Mod & Luoto, 2016;..
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Wisz et al., 2013). While several frameworks for the inclusion of biotic interactions in spatial models have been proposed (e.g., Kissling et al., 2012; Staniczenko et al., 2017; Wisz et al., 2013), more work is needed to implement these in the Arctic (see e.g., Mod & Luoto, 2016).

Properly assessing model performance, and specifically the need to use spatially independent validation data, is a decades-long issue (Fielding & Bell, 1997). Randomly partitioning a dataset into training and validation sets has long been criticised (Chatfield, 1995) and often yields overly optimistic model performance (Roberts et al., 2017; Schratz et al., 2019). Yet, this ‘split-sample’ validation approach remains widely used in SDM studies (reviewed in Araújo et al., 2005; Chardon et al., 2020; Santini et al., 2021). Given the plethora of work examining how validation approaches affect model predictive ability (e.g., Araújo et al., 2005; Morrison et al., 1987; Raxworthy et al., 2003; Roberts et al., 2017), it is surprising that models are rarely validated with independent datasets collected within the training spatial region (Lee-Yaw et al., 2021; but see Angert et al., 2018; Elith et al., 2006), such as those from different survey designs. This is especially relevant in the Arctic, where many of the existing data have been collected with varying survey methods (Walker et al., 2016).

In this study, we use high resolution SDMs and SAMs to examine the distribution and abundance of two deciduous shrub species, Betula nana L. (dwarf birch, Betulaceae) and Salix glauca L. (grey willow, Salicaceae). Both species are widely distributed across the Arctic, and they are the most dominant species in the heaths of western Greenland (Fredskild, 1996; Rune, 2011), making them well-suited for this study. We specifically ask:

1. Do different environmental variables best predict the distributions versus abundances of B. nana and S. glauca?
2. Can SDMs and SAMs trained in one fjord predict distributions and abundances, respectively, in an adjacent fjord, as validated with separate survey data?
3. Does including biotic predictors improve SAM model performance?

To answer these questions, we first conducted separate field surveys in two adjacent fjords in Southwest Greenland, during which we compiled detailed datasets on shrub presence–absence, abundance, species composition, and canopy height. We started with a stratified systematic survey in one fjord and then used the resulting data to construct a preliminary SAM for a stratified random survey in the second fjord. Second, we used the data from each fjord to train high resolution (~90 m) SDMs and SAMs to assess the influence of local scale environmental predictors on B. nana and S. glauca distribution versus abundance within the fjord. We chose predictors based on their known influence on Arctic shrub distributions (Bjorkman et al., 2018; Elmendorf, Henry, Hollister, Björk, Bjorkman, et al., 2012; Gamm et al., 2018; Myers-Smith et al., 2015; Nabe-Nielsen et al., 2017; von Oppen et al., 2021), thus focusing on temperature, precipitation, and indicators of soil moisture. Third, we validated the models in the fjord not used in model training, making ours one of few studies to compare separate survey and split-sample validation approaches. Finally, we included local scale biotic predictors representing plant–plant interactions in our models to assess their impact on model performance. Given the potential discrepancy between SDM and SAM outputs (e.g., Jarnevich et al., 2021), we explore the performance differences of both model types and validation approaches. These comparisons are relevant, for example, in selecting the best approach for upscaling model results for conservation purposes.

2 | METHODS

2.1 | Study area

We chose a ~119 km × 97 km topographically complex study area in Southwest Greenland with feasible terrain access to encompass the Nuup Kangerlua (henceforth, NK; Godthåbsfjord) and Kangerluarsunnguaq (henceforth, K; Kobbefjord) fjords with a general buffer of undefined width (Figure 1). The 160 km long NK and 16 km long K fjords partially overlap in their environmental spaces (see Figures S1.1, S1.2 in Appendix S1 in Supporting Information) despite the large differences in fjord length. One-third (18,800) of Greenland’s population lives in the city of Nuuk (Greenlands statistik, 2021) at the entrance to these fjords, which are used recreationally for hiking and tourism (Elvarsdóttir, 2013).

2.2 | Study species

Our focal species, Betula nana and Salix glauca (see Figure 1i,j), are common and widely distributed deciduous shrub species in the Arctic. B. nana is a monoecious and clonal shrub distributed widely across the Northern hemisphere (Global Biodiversity Facility, 2020). In Greenland, it has a discontinuous distribution on both the west and east coasts, with no occurrences in the South (Böcher et al., 1978; Feilberg, 1984; Halliday, 2019). S. glauca is a low-arctic dioecious shrub with a circumboreal-arctic distribution (Elven et al., 2020; Feilberg, 1984), occurring abundantly along both west and east coasts.

Literature on Arctic shrub ecology and distribution patterns (e.g., Böcher, 2000; Born & Böcher, 2000) indicates that B. nana has a continental preference, possibly relating to precipitation and temperature amplitude, whereas S. glauca has very broad abiotic preferences. However, the role of soil moisture as a determinant of the distributions of these, and other Arctic shrubs, is increasingly acknowledged (Ackerman et al., 2017; Martin et al., 2017; Myers-Smith et al., 2015), as is that of microtopography (Scherr & Körner, 2010; Stewart et al., 2016). Mycorrhizal fungi are also essential to certain species distributions in the Arctic, such as the obligate relationship between Leccinum Gray (Boletaceae) and B. nana (Born & Böcher, 2000). As an indicator species of low-arctic continental heaths, B. nana should prefer relatively warmer summers, colder winters, lower precipitation and acidic soils (Böcher, 2000), but this preference is not reflected...
in the species’ Greenlandic distribution (Bay, 1999; Fredskild, 1996). *S. glauca* is highly morphologically variable and is associated with a variety of shrub species compositional types. The species’ only commonality is that it requires favourably warm summer conditions and moist soils, and suitable soil type ranges from acidic to neutral and general climate from coastal to inland (Böcher, 2000).

### 2.3 | Plant surveys

We conducted two separate plant surveys with different sampling designs in NK and K fjords to use in both model training and validation. In NK fjord, we conducted a stratified systematic plant survey along the length of the fjord over three northern hemisphere summer
seasons (July–August) in 2011–2013 (Figure 1; following Nabe-Nielsen et al., 2017). At five distinct sites, we sampled along elevational gradients to collect data on presences, absences, abundance and species composition of all shrub species using a 0.7 m × 0.7 m pin-point frame (Figure 1e). For model training, we converted these pin-point data into percent cover estimates based on the number of pins dropped (n = 25) for abundance data, and binarised abundance data for presence–absence data. To estimate how much information we lost with this binarisation, we calculated the ratio of Shannon entropy for abundance to presence data. We averaged the abundance data at the ~90 m grid size to match our analysis scale (see next section) for a total of 119 spatio-climatic grids encompassing the plot locations (for details see Appendix S2).

In K fjord, we conducted a random stratified plant survey in Summer (August) 2020. We used a preliminary SAM trained with summed pin counts of B. nana in NK fjord (see Figure S1.3) to stratify the ~27 km × 17 km fjord landscape into predicted low, medium and high abundances classes. We randomly selected ~90 m × 90 m spatio-climatic grids to survey in each class for a total of 200 grids, ensuring that they were accessible by foot or boat (for details see Appendix S2). Within each grid, we sampled three 1 m² quadrats arranged in a randomly rotated equilateral triangle centred on the mid-point of the cell. We used a gridded sampling quadrat with 1% delineations (Figure 1h) to record shrub species presences, absences and composition, estimated percent cover and measured maximum shrub species vegetative height. We calculated Shannon entropy ratios as above. At every plot, we also visually scanned the area in a 20 m radius from the plot and recorded the presence of any additional shrub species to estimate grid-level woody species richness. As in NK fjord, we averaged these data at the grid level (for details see Appendix S2).

2.4 | Predictor variables

We computed high resolution temperature, precipitation and solar radiation at local scales for the study area by statistically downscaleding a climate time series (1982–2013) from the monthly CHELSA V1.2 data. CHELSA (Climatologies at High resolution for the Earth’s Land Surface Areas) is a global temperature and precipitation climatology dataset downscaled to 30 arc sec (~400 m at the latitude of our study) (Karger et al., 2017, 2018). We downscaled these data to our target grid size of ~90 m with geographic weighted regression and using the MEASUREs Greenland Ice Mapping Project (GIMP) Digital Elevation Model (DEM) v. 1 (Howat, Negrete, & Smith, 2014, 2015). We then calculated 30-year averages of the climate parameters: average summer (June–August) maximum temperature, yearly maximum temperature, yearly minimum temperature, temperature continentality (yearly max.–min. temperatures), cumulative spring (March–May) precipitation, cumulative summer precipitation and average summer incident solar radiation (henceforth, insolation). For calculation details see Appendices S2, S3 and Appendix S2 in von Oppen et al. (2021).

In addition to the climate data, we calculated several topographic and terrain wetness indices at a local scale. We derived slope, aspect and the SAGA wetness index (hereafter TWI; Boehner et al., 2002; Boehner & Selige, 2006) from the GIMP DEM. TWI is an inferred measure of how ‘wet’ an area is, based on water drainage from the surrounding landscape. We also calculated the tasseled cap wetness component (hereafter TCW; Crist & Cicone, 1984) from satellite images (for details see Appendices S2 and S3) as an alternative measure of wetness (see Appendix S2 for data references, all of which are publicly available). We generated raster layers for each of these predictor variables for use in prediction mapping and extracted point values for each survey location for model training and validation.

To assess if biotic predictors improve model performance, we calculated local scale biotic variables from the plant survey data collected in NK and K fjords. We calculated shrub species richness, diversity and competition (i.e. sum of non-B. nana or non-S. glauca percent cover) with the grid-level averages from the survey data. In K fjord, we also calculated canopy height as the community weighted mean (by abundance) of maximum vegetative shrub height with the grid-level averages from the survey data, again excluding the target species to generate non-circular predictors.

2.5 | Model training and prediction

We constructed SDMs and SAMs with two contrasting modelling techniques, boosted regression trees (BRTs) and generalised linear models (GLMs). We fit the machine learning algorithm BRT (Fried, 1995; Freund & Schapire, 1997; Friedman et al., 2000; Schapire, 1990) and identified the most influential environmental predictors described above (see Table S1.1a) on B. nana and S. glauca distribution and abundance. We tuned the BRT hyperparameters learning rate and bagging fraction (see Table S1.2) following Elith et al. (2008). We fit the logistic regression GLM (McCullagh & Nelder, 1989) and identified the most parsimonious model containing uncorrelated (Pearson’s correlation coefficient <0.5) variables with Akaike’s information criterion (AIC; Akaike, 1973, 1974) for each species’ distribution and abundance by fjord (see Appendix S3 for details). For each modelling technique, we generated four high resolution (~90 m) SDMs and SAMs per species for our study region, training models in either fjord. We tested spatial autocorrelation in the residuals with Moran’s I in all models, ensured that the variance inflation factor for each GLM < 4, and checked GLM residual assumptions following Zuur et al. (2010).

The two modelling techniques we used have different advantages and disadvantages. The non-parametric BRT optimises predictive performance with a ‘boosting’ technique by fitting multiple simple regression trees in an ensemble modelling approach (Fried & Schapire, 1997). It makes no data assumptions and can fit complex nonlinear relationships (Elith et al., 2008). Because GLMs are parametric and are further constrained by the link function, they produce smoother response curves than BRTs (Elith & Graham, 2009). When extrapolating outside the training environmental space, BRTs predict
a constant value from the last observed environmental condition, whereas GLMs continue the fitted trend into the new environmental space (Elith & Graham, 2009). Both algorithms can perform well in new environmental spaces (reviewed in Yates et al., 2018).

We report all additional modelling details in Appendix S2, Table S1.2 and provide an ODMAP Protocol in Appendix S3 (following Zurell et al., 2020) for standardised and reproducible model documentation (Fitzpatrick et al., 2021). Unless otherwise noted, all these and subsequent data processing and analyses were conducted with R v. 4.0.2 and 4.1.1 (R Core Team, 2021). We specify R functions and packages in Appendix S2. The data corresponding to these analyses are available in Appendices S4 and S5 and stored in the public repository EnviDat (Chardon et al., 2022). Our computer code is available on GitLab (https://gitlab.com/nathaliechardon/gl_microclim).

2.6 | Model validation

We validated predictions from the final models with (i) five repetitions of random split-samples of the data used to train the model (retaining ⅓ of the data for validation) and (ii) separate survey data from the fjord not used in model training (Figure 2). To account for differences in the environmental predictor spaces between the two fjords (see Figure S1.1), we also validated models in the adjacent fjord using only the data within the same environmental space as the training data.

We compared validation approaches with standard statistics of the true skill statistic (TSS = sensitivity + specificity – 1; Allouche et al., 2006) and the area under the receiver operating characteristic curve (AUC; DeLeo, 1993; Elith et al., 2002; Zweig & Campbell, 1993) for SDMs, and correlation between observed and predicted values for SAMs (following Potts & Elith, 2006). To binarise SDM output, which predicts probability of occurrence, we chose the default presence-absence threshold (0.5) to facilitate comparisons of TSS, sensitivity (correctly predicted presences), and specificity (correctly predicted absences) between models (see Appendix S2 for details). This threshold also maximised sensitivity, thus reflecting our greater confidence in spotting species presences over absences. Eight other thresholds all gave the same qualitative results for BRTs (see Table S1.3). We calibrated SDM predictions following Dormann (2020), and we report these results in Table S1.4 due to only slight differences in model performance results compared to uncalibrated predictions.

**Figure 2**  We validated our *Betula nana* and *Salix glauca* species distribution models (SDMs) and species abundance models (SAMs) with split-sample (a, d) and separate survey (c, f) approaches. A detailed example view of the split-sample validation is shown for Nuup Kangerlua (b) and Kangerluarsunnguaq (e) as indicated in (a) and (d), respectively. Shown are training (black) and validation data (red) on a background map in Polar Stereographic (EPSG 4326) projection. See Figures. S1.2, S1.4, S1.5 for comparisons of the environmental predictor space for each validation method.
2.7 Including biotic predictors

To assess whether local scale biotic predictors improve model performance, we re-trained the final SAMs as described above in either NK or K fjord and added one of: richness, diversity, competition, or canopy height (see Table S1.1b). We calculated competition and canopy height for each focal species separately, excluding either value of B. nana or S. glauca in the predictor calculations used in that species’ SAM. We added one variable at a time to assess if certain predictors play a greater role in improving model performance. We quantified model performance for each of the four resulting models with five repetitions of split-sample validation. We did not test if adding these biotic predictors improved the separate survey validation approach, because these biotic variables were collected with too different of methods in either fjord for such a prediction to be useful.

3 RESULTS

In general, SDMs performed better than SAMs, GLMs outperformed BRTs, and models for B. nana were better than for S. glauca (Table 1). In almost all cases, the split-sample validation approach yielded slightly to substantially higher performance metrics than the separate survey validation approach. Split-sample validation of our models produced moderate to good B. nana SDMs (TSS 0.27–0.76; AUC 0.69–0.94) and weak SAMs (correlation 0.38–0.57). Calibrated SDM predictions yielded very similar results (TSS 0.38–0.71; AUC 0.72–0.91; Table S1.4). Split-sample validation produced poor to moderate S. glauca SDMs (TSS 0.01–0.20; AUC 0.58–0.78) and weak SAMs (correlation 0.09–0.37) (Table 1). Calibrated SDM predictions again yielded very similar results (TSS 0.08–0.36; AUC 0.57–0.79; Table S1.4). In all cases except the GLM SDM and BRT SAM for S. glauca (both trained in NK fjord), separate survey validation resulted in slightly to substantially poorer SDMs (differences in TSS 0.01–0.76; AUC –0.08 to 0.40) and SAMs (differences in correlation −0.04 to −0.51) for both species (Table 1).

With the split-validation approach, models were trained and validated in almost identical environmental spaces (see Figures S1.4 and S1.5). With the separate survey validation approach, models were trained and validated in only partially overlapping environmental spaces (see Figures S1.1 and S1.2). Validating models within the subset of overlapping environmental space from the adjacent fjord produced similar results (Table S1.5), with the split-validation approach still far superior for all but the BRT and GLM S. glauca SAMs trained in NK fjord (differences in TSS 0.01–0.76; AUC 0.01–0.30; cor −0.09 to 0.44). A Moran’s I test of model residuals showed no significant spatial autocorrelation in any of the models, except in both of the B. nana BRT SDMs trained in K fjord (p < .001) so we were cautious in comparing these model results. Our visual assessment of residual distribution plots showed that GLM residual assumptions were moderately well met. Binarising abundance data to presence–absence data yielded a substantial loss in information, with high Shannon entropy ratios of abundance to presence–absence data (B. nana in NK: 4.8; S. glauca in NK: 4.8; S. glauca in K: 5.4).

| TABLE 1 Validation results of Betula nana and Salix glauca species distribution models (a: SDMs) or species abundance models (b: SAMs) trained in Nuup Kangerlua (NK) or Kangerluarsunnguaq (K) fjords and validated in the same fjord (split-sample) or the adjacent fjord (separate survey) |
|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| (a) Train       | Species         | Validation      | BRT TSS (SD)    | GLM TSS (SD)    | Separate survey | BRT TSS (SD)    | GLM TSS (SD)    |
| NK              | B. nana         | NK              | 0.27 (0.13)     | 0.74 (0.08)     | 0.33 (0.07)     | 0.69 (0.07)     | K               | −0.12           | 0.54            | −0.02           | 0.66            |
| NK              | S. glauca       | NK              | 0.09 (0.19)     | 0.58 (0.07)     | 0.20 (0.05)     | 0.59 (0.04)     | K               | −0.02           | 0.53            | 0               | 0.67            |
| K               | B. nana         | K               | 0.76 (0.06)     | 0.94 (0.03)     | 0.64 (0.07)     | 0.90 (0.02)     | NK              | 0              | 0.54            | 0               | 0.71            |
| K               | S. glauca       | K               | 0.01 (0.02)     | 0.78 (0.06)     | 0.14 (0.18)     | 0.78 (0.03)     | NK              | 0              | 0.63            | 0               | 0.58            |
| (b) Train       | Species         | Validation      | BRT Correlation (SD) | GLM Correlation (SD) | Separate survey | BRT Correlation | GLM Correlation |
| NK              | B. nana         | NK              | 0.57 (0.09)     | 0.50 (0.10)     | K               | 0.06            | 0.2             |
| NK              | S. glauca       | NK              | 0.09 (0.13)     | 0.26 (0.9)      | K               | 0.13            | 0.18            |
| K               | B. nana         | K               | 0.38 (0.15)     | 0.43 (0.4)      | NK              | 0.34            | 0.41            |
| K               | S. glauca       | K               | 0.37 (0.07)     | 0.36 (0.03)     | NK              | 0.19            | 0.12            |

Note: We validated SDMs with the true skill statistic (TSS) and the area under the receiving operator characteristic Curve (AUC). We validated SAMs with Pearson’s correlation coefficient calculated between the observed and predicted values. Validation is either with a random split-sample (average of five repetitions of ½ validation holdout with standard deviation (SD) reported) or separate survey approach. We based TSS calculations on the default threshold of 0.5. The higher performance metric(s) of the two validation approaches are in bold.
NK: B. nana in K: 3.2; S. glauca in NK: 6.1), and we considered this when comparing SDM to SAM results.

### 3.1 | Different predictors of distributions vs. abundances

In all but one case for BRTs, different local scale environmental parameters best predicted B. nana and S. glauca distribution versus abundance (Table 2a). Temperature extremes and precipitation best predicted the distributions of both species, whereas insolation and soil moisture indicators best predicted abundance. However, a similar suite of environmental parameters in BRTs predicted distributions and abundances in both fjords, with many of the same predictors seen as influential in each. GLMs also used a similar predictor set for distributions versus abundances, and all but one predictor (maximum yearly temperature) used in GLMs was also used in final BRTs. The most parsimonious GLMs fit far fewer predictors (n = 1-2) than the BRTs (n = 4-10) (Table 2b). The relationships between environment and distribution or abundance depended on the training fjord and modelling technique, with BRTs showing less smooth response curves than GLMs (see Figures S1.6 and S1.7).

The BRTs showed yearly minimum temperature and spring precipitation as being the most important predictors of both B. nana and S. glauca distributions with the highest relative variable contributions in both models. Summer insolation or spring precipitation best predicted B. nana abundance in NK or K fjords, respectively. TCW best predicted S. glauca abundance, regardless of fjord. Out of all variables tested, only summer temperature and TWI were important for distribution, but not abundance. The most parsimonious GLMs also showed spring precipitation as being an important predictor for distribution and abundance, although not always in both fjords. In NK fjord, temperature continentality and slope best predicted B. nana distribution, and spring precipitation and summer insolation best predicted B. nana abundance. In K fjord, maximum yearly temperature and spring precipitation best predicted both B. nana distribution and abundance. In NK fjord, temperature continentality best predicted S. glauca distribution, and TCW and slope best predicted S. glauca abundance. In K fjord, spring precipitation best predicted both S. glauca distribution and abundance, with summer insolation being an additional best predictor of abundance.

### 3.2 | Separate survey validation yields lower model performance than split-sample validation

Compared to the split-sample validation approach, both BRTs and GLMs validated with separate survey data poorly predicted distribution and abundance in the fjord not used in model training (Table 1). The difference in performance metrics between the validation approaches was especially high for SDMs, which showed substantially lower TSS (difference up to 0.76) and lower AUC (difference up to 0.40) values with the separate survey validation approach.

For both the BRT and GLM SAMs, the overall differences between validation approaches were lower than for SDMs, with only half of the models showing substantial differences in performance metrics. This difference was highest for the B. nana BRT SAM trained with the stratified systematic plant survey data in NK fjord (correlation difference 0.51), the S. glauca GLM SAM trained with the stratified random data from K fjord (0.24), and the S. glauca BRT SAM trained in NK fjord (0.18). The other two SAMs (S. glauca trained in NK and B. nana trained in K) showed only a slight difference in model performance (−0.04 to 0.08).

The S. glauca BRT SDM trained in NK fjord and validated in K fjord had good sensitivity and the other three SDMs had better specificity (Figure 3). SDMs trained in K fjord and validated in NK fjord yielded only presences when binarised with a threshold, and the B. nana SDMs had slightly higher sensitivity than the S. glauca SDMs (see Figure S1.8). SAMs generally overpredicted abundance and predicted a much smaller range of values than observed (Figure 4). SAM performance only improved in two cases when evaluating predictions at correctly predicted presences by the species’ corresponding SDM.

### 3.3 | Including biotic predictors improves SAM performance

Including local scale biotic predictors at the shrub level (species richness, Shannon diversity, competition and canopy height) marginally to substantially improved both BRT and GLM SAM performance in 18 out of 32 cases (Table 3). Canopy height, competition, and diversity generally had the largest effects on model performance, whereas richness yielded no to slight increases. In 14 cases, adding a biotic predictor had no, or a negative, impact on model performance.

### 4 | DISCUSSION

We constructed two sets of high resolution SDMs and SAMs with BRTs and GLMs for Betula nana and Salix glauca, two widespread Arctic shrub species. We used data from NK fjord or the adjacent K fjord in turn to train the models and validated these with data from the other fjord. We found substantial model performance differences between the split-sample and separate survey validation approaches, illustrating that split-sample validation can overestimate performance metrics, and that separate survey approaches are valuable. Due to poor model performance with separate survey validation, especially for SAMs, we are cautious in our interpretations of which local scale factors best predict the distribution versus abundance of either species. Adding local scale biotic predictors improved model performance in most cases, illustrating the usefulness of including biotic predictors in predictions of species distributions and abundances.
We conclude that using abundance data in our study system does not improve predictive power, even though SAMs are a useful tool in understanding how species respond to environmental changes (Morris & Ehrlén, 2015) and can generate good predictions within overlapping training and validation environments (Waldock et al., 2022). In our system, the information content was substantially reduced when binarising the abundance data for the SDMs. The SDMs were therefore tasked with predicting simpler binary presence-absence data compared to the SAMs, which were tasked to predict the more complex abundance data. The increased complexity in the abundance data likely contributed to the reduced performance of the SAMs compared to the SDMs.

### TABLE 2

(a) Boosted regression tree relative percent variable contributions and (b) generalized linear model coefficient estimates (and standard errors) with p-values in final *Betula nana* and *Salix glauca* species distribution models (SDMs) and species abundance models (SAMs) trained in Nuup Kangerlua (NK) or Kangerluarsunnguaq (K) fjords, chosen from the full parameter set examined (see Table S1.1a)

<table>
<thead>
<tr>
<th>(a) Training data</th>
<th><strong>B. nana</strong></th>
<th><strong>S. glauca</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SDM</td>
<td>SAM</td>
</tr>
<tr>
<td></td>
<td>NK (%)</td>
<td>K (%)</td>
</tr>
<tr>
<td>JJA temp&lt;sup&gt;a&lt;/sup&gt;</td>
<td>2.8</td>
<td></td>
</tr>
<tr>
<td>Max temp&lt;sup&gt;a&lt;/sup&gt;</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Min temp&lt;sup&gt;a&lt;/sup&gt;</td>
<td>41.4</td>
<td>3.9</td>
</tr>
<tr>
<td>Temp cont&lt;sup&gt;a&lt;/sup&gt;</td>
<td>16.6</td>
<td>6.1</td>
</tr>
<tr>
<td>JJA precip&lt;sup&gt;a&lt;/sup&gt;</td>
<td>4.1</td>
<td></td>
</tr>
<tr>
<td>MAM precip&lt;sup&gt;a&lt;/sup&gt;</td>
<td>16.7</td>
<td>64.6</td>
</tr>
<tr>
<td>JJA insol&lt;sup&gt;a&lt;/sup&gt;</td>
<td>8.5</td>
<td>4.1</td>
</tr>
<tr>
<td>TWI&lt;sup&gt;a&lt;/sup&gt;</td>
<td>3.3</td>
<td>4.7</td>
</tr>
<tr>
<td>TCW&lt;sup&gt;a&lt;/sup&gt;</td>
<td>4.0</td>
<td>15.5</td>
</tr>
<tr>
<td>Slope</td>
<td>16.8</td>
<td>4.4</td>
</tr>
<tr>
<td>Aspect</td>
<td>3.2</td>
<td>9.8</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>(b) Training data</th>
<th><strong>B. nana</strong></th>
<th><strong>S. glauca</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SDM</td>
<td>SAM</td>
</tr>
<tr>
<td></td>
<td>NK</td>
<td>K</td>
</tr>
<tr>
<td>JJA temp&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.33 (0.14)*</td>
<td>0.94 (0.35)**</td>
</tr>
<tr>
<td>Max temp&lt;sup&gt;a&lt;/sup&gt;</td>
<td></td>
<td>0.23*</td>
</tr>
<tr>
<td>Min temp&lt;sup&gt;a&lt;/sup&gt;</td>
<td></td>
<td>(0.13)***</td>
</tr>
<tr>
<td>Temp cont&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.57</td>
<td>0.23*</td>
</tr>
<tr>
<td>JJA precip&lt;sup&gt;a&lt;/sup&gt;</td>
<td></td>
<td>(0.13)***</td>
</tr>
<tr>
<td>MAM precip&lt;sup&gt;a&lt;/sup&gt;</td>
<td>-0.53</td>
<td>-0.50</td>
</tr>
<tr>
<td>JJA insol&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.63 (0.15)***</td>
<td>0.27 (0.07)***</td>
</tr>
<tr>
<td>TWI&lt;sup&gt;a&lt;/sup&gt;</td>
<td></td>
<td>0.004</td>
</tr>
<tr>
<td>TCW&lt;sup&gt;a&lt;/sup&gt;</td>
<td>-0.09</td>
<td>0.2 (0.13)*</td>
</tr>
<tr>
<td>Slope</td>
<td></td>
<td>(0.03)**</td>
</tr>
<tr>
<td>Aspect</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*p*-Values should only be interpreted as informational because we used a variable selection approach to identify best models. Note that climate variables are correlated with elevation and proximity to the fjord mouth, with spring (MAM) precipitation increasing with elevation and proximity to the fjord mouth. Variables with the highest relative contributions (a) are in bold.

<sup>a</sup>June–August average maximum temperature (JJA temp), yearly maximum temperature (Max temp), yearly minimum temperature (Min temp), temperature continentality (Temp cont = yearly maximum – minimum temperatures), June–August precipitation (JJA precip), March–May precipitation (MAM precip), June–August average insolation (JJA insol), SAGA Wetness Index (TWI), Tasseled Cap Wetness (TCW).
Our SDMs, which showed reasonable AUC values with split-sample validation, indicate that *B. nana* and *S. glauca* distributions are best predicted by the climate parameters yearly minimum and maximum temperatures, temperature range, temperature continentality, and spring precipitation. This suggests the importance of considering climate parameters beyond annual means, such as seasonal precipitation and climatic extremes (Stewart et al., 2021; Zimmermann et al.,...
This is reflected in other Arctic studies, which have found plant responses to both climatic extremes and seasonal variables (Berner et al., 2020; Niittynen et al., 2020; von Oppen et al., 2021). In particular, a recent exploratory analysis of the NK fjord data by some of the authors found that both B. nana and S. glauca abundances increase with temperature range, and that S. glauca abundance also increases with TWI, a proxy for soil moisture (von Oppen et al., 2021). We also found that temperature continentality and TCW, another indicator of soil moisture, are influential predictors of both species' abundances. Our findings are in line with other work that emphasises the importance of soil moisture in limiting arctic shrub distributions and abundances (Ackerman et al., 2017; Elmendorf, Henry, Hollister, Björk, Björkman, et al., 2012; Elmendorf, Henry, Hollister, Björk, Boulanger-Lapointe, et al., 2012; Kemppinen et al., 2019; Myers-Smith et al., 2015; Nabe-Nielsen et al., 2017) as well as B. nana and S. glauca growth (Gamm et al., 2018).
Table 3: Adding biotic predictors to the final predictor set generally improved both boosted regression tree (BRT) and generalized linear model (GLM) Species Abundance Model (SAM) performance

<table>
<thead>
<tr>
<th>Training data</th>
<th>Species</th>
<th>Model</th>
<th>Abiotic only</th>
<th>+ richness (grid)</th>
<th>+ richness (plot)</th>
<th>+ diversity</th>
<th>+ competition</th>
<th>+ canopy height</th>
</tr>
</thead>
<tbody>
<tr>
<td>NK</td>
<td>B. nana</td>
<td>BRT</td>
<td>0.57</td>
<td>0.07</td>
<td>0</td>
<td>0.06</td>
<td>0.08</td>
<td>NA</td>
</tr>
<tr>
<td>NK</td>
<td>B. nana</td>
<td>GLM</td>
<td>0.5</td>
<td>-0.01</td>
<td>-0.02</td>
<td>-0.02</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>NK</td>
<td>S. glauca</td>
<td>BRT</td>
<td>0.09</td>
<td>0.01</td>
<td>0.07</td>
<td>-0.07</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>NK</td>
<td>S. glauca</td>
<td>GLM</td>
<td>0.26</td>
<td>-0.04</td>
<td>0.07</td>
<td>-0.2</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>K</td>
<td>B. nana</td>
<td>BRT</td>
<td>0.38</td>
<td>0.08</td>
<td>0.12</td>
<td>0.09</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>K</td>
<td>B. nana</td>
<td>GLM</td>
<td>0.43</td>
<td>-0.01</td>
<td>0.01</td>
<td>0.04</td>
<td>-0.03</td>
<td>NA</td>
</tr>
<tr>
<td>K</td>
<td>S. glauca</td>
<td>BRT</td>
<td>0.37</td>
<td>-0.06</td>
<td>0.01</td>
<td>0.04</td>
<td>0.19</td>
<td>0.27</td>
</tr>
<tr>
<td>K</td>
<td>S. glauca</td>
<td>GLM</td>
<td>0.36</td>
<td>0</td>
<td>0</td>
<td>0.02</td>
<td>0.12</td>
<td>0.27</td>
</tr>
</tbody>
</table>

Note: We report the differences in Pearson's correlation coefficient between the SAM with only abiotic predictors (first column, as reported in Table 1) and the corresponding SAM with the indicated added biotic predictor. We calculated the correlation coefficient using predicted and observed values in five repetitions of ⅔–⅓ split-sample validation of models trained in either Nuup Kangerlua (NK) fjord or Kangerluarsunnguaq (K) fjord. Each biotic predictor represents indices at the shrub species community level (i.e., excluding non-shrub species), which we added to each SAM one at a time. Note that we did not collect all biotic data in NK fjord.

*Grid = richness calculated from grid-level scans for species presences; plot = richness calculated from species presences within sampling plot; competition = sum of abundances of all shrub species excluding the target species; canopy height = community weighted mean (by abundance) of maximum vegetative shrub height excluding the target species.

SDM outputs are often used to infer species' population performance, such as abundance, or ecological function, such as plant functional traits (e.g., Araújo & Williams, 2000; Lee-Yaw et al., 2016; Thuiller et al., 2009; Van Couwenbergh et al., 2013; VanDerWal et al., 2009; Weber et al., 2017). As many others (Chardon et al., 2020; Csergő et al., 2017; Dallas & Hastings, 2018; Thuiller et al., 2014), we did not find strong support for such relationships (Table S1.6).Species height and shrub canopy height had the highest correlations with SAM outputs (Pearson's correlation coefficients 0.30–0.75), and species height might be a meaningful population performance parameter to infer from these model outputs since it can be correlated with growth rate (Paradis et al., 2016). We recommend further exploration of whether SAM predictions tend to be superior to those of SDMs when inferring population performance or ecological function, although we urge caution in relying on this inference given the many contrasting results that recent review studies have produced (e.g., Dallas & Hastings, 2018; Lee-Yaw et al., 2021; Weber et al., 2017).

4.2 Separate survey data as a useful validation approach

In our study, split-sample validation yielded overly optimistic SDM and SAM performance compared to the separate survey validation approach, in line with other work showing that independent validation data yield more realistic, but weaker, results (e.g., Dobrowski et al., 2011; Eskildsen et al., 2013; Roberts et al., 2017; Schratz et al., 2019). This highlights the importance of using separate survey data for spatially independent validation (Hijmans, 2012). Yet, few studies use independent and distinct datasets collected across the range of predictions for model validation (Araújo et al., 2005; Elith et al., 2006, 2020; Lee-Yaw et al., 2021; Santini et al., 2021), even though this would be ideal (Araújo & Guisan, 2006). Separate survey validation in our system illustrated poor model predictivity within fully overlapping to non-overlapping environmental predictor spaces (see Figures S1.1 and S1.2), even though the ranges of observed response variables are similar in both fjords (see Figure S1.9). While decreasing spatial dependence between training and validation data can be achieved by spatially or temporally cross-validating an available dataset with independent training-validation portions (Araújo et al., 2005; Gogol-Prokurat, 2011; Martínez-Meyer et al., 2004; Morán-Ordóñez et al., 2017; Rapacciuolo et al., 2012; Raxworthy et al., 2003; Sofaer et al., 2018), this would have yielded substantial model transference in NK fjord (see Figure S1.10).

Our separate survey validation was based on environmental spaces that only partially overlap with the respective training spaces (see Figure S1.1), and this could be a contributing reason to why our models predicted so poorly in adjacent fjords (e.g., Duque-Lazo et al., 2016; Pearson et al., 2006; Randin et al., 2006; Werkowska et al., 2017). In particular, the two contrasting modelling techniques we employed extrapolated differently outside the environmental training space. BRTs extrapolate at a constant value from the last observed point in environmental training space, and GLMs continue their fitted function (Elith & Graham, 2009). However, when we validated our models with the separate survey approach in the subset of the adjacent fjord's environmental space that overlaps with the training space, the separate survey validation still yielded substantially poorer results than split-sample validation (see Table S1.5). As model validation with this subset data decreased statistical power, we are cautious in our conclusions here. While others have used different datasets to train and validate models (e.g., Angert et al., 2018; Araújo et al., 2005; Elith et al., 2006; Eskildsen et al., 2013), to our knowledge we are the first to compare validation approaches within the overlapping space.
training environmental predictor space and we urge more research on this approach.

### 4.3 | Relevance of predictors and spatial scale

An additional explanation for poor model performance with the separate survey validation is that our models perhaps did not include all relevant predictors, and that we did not capture enough local scale heterogeneity in predictor and response variables with the relatively small extent of our two surveys. Including biotic predictors generally improved performance in our models, as it does in other studies (e.g., Mod et al., 2015), and is not surprising given the well-documented lack of relationship between the distribution of *S. glauca* and abiotic factors (Böcher, 2000; Born & Böcher, 2000). However, data on potentially important biotic predictors are often lacking at the landscape level needed to parameterise spatial models, although advances in remote sensing are closing this gap (Randin et al., 2020). This points to the need for data collection specifically aimed at understanding the relevant abiotic and biotic factors driving species responses, such as soil temperature (Lembrechts et al., 2020), herbivory (Prendin et al., 2020), or mycorrhizal associations (Gardes & Dahlberg, 1996).

Constructing high resolution models, especially in data-poor areas such as the Arctic, should be accompanied by careful consideration of response variables and meaningful predictors at relevant spatial scales (Levin, 1992). The potential difference in the drivers of species’ distribution and abundances at broad (e.g., 1 km) versus local (e.g., 90 m) scales means that such models should be parameterised with scale-specific predictors (e.g., Gillingham et al., 2012). The broad climatic predictors used in low resolution models might not be the most relevant drivers of local scale distribution and abundance patterns (Marcer et al., 2012), which are often better described by microhabitat abiotic and biotic factors (Körner, 2003; Louthan et al., 2015; Suvanto et al., 2014). There might also be a scale mismatch between the variation in broad climate and that in local distribution and abundance patterns. Furthermore, down-scaled precipitation data are more error-prone in topographically complex areas, such as our study region, and can thus misrepresent local scale climate (Baker et al., 2017). Properly parameterising high resolution models thus requires an increased understanding of the factors driving species’ variable, and sometimes even stochastic, responses at local scales.

Our interdependent survey design (see Appendix S2) did not allow us to test for the effects of sampling design and it remains insufficiently explored how sampling design affects model predictions, despite the potential for contrasting sampling designs to differentially capture landscape heterogeneity (e.g., Schweiger et al., 2016). One of the few studies that has explored the role of sampling design did so by computationally selecting data from global occurrences, but did not find an effect of different designs on model performance (Tessarolo et al., 2014). We encourage more work exploring the effects of sampling design on model predictions, to provide guidelines for the optimal collection of species distribution data along ecological gradients in future studies.

There is momentum towards constructing spatial models at higher resolution (D’Amen et al., 2015; Thuiller et al., 2015; Tomlinson et al., 2020), which might better represent local scale drivers of species distributions and improve model transferability (Manzoor et al., 2018). However, such high resolution models can show little agreement with low resolution ones (Franklin et al., 2013) and even perform similarly to or worse than low resolution models (Pradervand et al., 2014; Thuiller et al., 2015). We suggest that poor model performance could be tied to predictor and response variables failing to capture relevant heterogeneity or the appropriate spatial scale, however this problem may also depend on algorithm choice. Although machine learning approaches, such as BRT, have several advantages (Elith et al., 2008), they can create uncertain estimates of variable contributions (Smith & Santos, 2020). Furthermore, while machine learning approaches generally resist overfitting, such tree-based models are not immune to overfitting the training data and they might poorly predict in new environmental spaces (Friedman et al., 2000; but see Yates et al., 2018). GLMs can outperform classification trees (Meynard & Quinn, 2007; Thuiller et al., 2003; Duque-Lazo et al., 2016; but see Valavi et al., 2021) but can provide unrealistic estimates outside the training space (reviewed in Yates et al., 2018). Ultimately, the choice of modelling approach largely depends on the aim (Merow et al., 2014) and generating robust predictions is best done with ensemble approaches (Araújo & New, 2007; Thuiller et al., 2019).

### 4.4 | Spatial models in biodiversity conservation

While SDMs have been widely used in conservation planning and management decisions (e.g., Guisan et al., 2013; Rodríguez et al., 2007; Tulloch et al., 2016), to our knowledge they are not applied in Arctic conservation. As vegetation is closely linked to the movement and distribution of caribou and muskox (e.g., CAFF, 2013; Raundrup et al., 2018), accurate modelling of changes in plant communities and their distribution patterns could play a central role in the long-term management for these large herbivores. Changes in dominant vegetation types, such as shrubs, could impact higher trophic levels (Klein et al., 2008), yet our poor understanding of vegetation shifts makes for uncertain estimates of how herbivore populations will change (e.g., Cuyler et al., 2020). Work on modelling the habitat suitability of muskox has indicated that their most suitable habitat is in areas that are vegetated, among other criteria (Beumer et al., 2019), and a decrease in caribou offspring success has been linked to a reduction in the spatial variability of plant phenology (Post et al., 2008). Our work suggests that, at the spatial resolution and with the predictors we examined, SDMs are a superior choice to SAMs in describing the spatial patterning of dominant shrub species.

We specifically focused on two contrasting algorithms and a split-sample validation approach to reflect common SDM modelling practices (Santini et al., 2021; Thuiller et al., 2019) but did not
find large differences between algorithm types. We further sought to compare SDM and SAM performance, and in our system SDMs outperformed SAMs. The pronounced differences in model performance between the standard split-sample validations with the rarely employed separate survey validation highlight the latter as a useful, more independent, validation approach. We encourage more work to further explore this, as well as the effect of sampling design on model performance to guide the collection of ecological data for predictive models. We furthermore urge ecologists and biogeographers to carefully choose relevant predictors at meaningful spatial scales. Finally, we recommend conducting more work to elucidate how species respond to their surrounding local and regional scale habitat, and taking great care when upscaling results to get a better understanding of the impacts of climate change on biodiversity.
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