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Data on projected climate conditions for the future is essential for many applications 
in climate change impact studies. Yet, with the release of the CMIP6, the increasing 
amount of data poses challenges for users to access and process the data. Here we 
present the chelsa_cmip6 package to create bioclimatic variables and climatological 
normals based on CHELSA ver. 2.1 and cloud based CMIP6 data for user defined geo-
graphical extents. The package offers simple access to CMIP6 data on cloud servers. It 
aggregates the CMIP6 data to climatological normals and downscales it from its native 
resolution to a 30 arcsec grid resolution using the delta change method for user defined 
future periods. Based on the climatological normals, it creates a set of bioclimatic 
variables that represent long term climatic means or variability in air temperatures and 
precipitation. The package offers users a simple way of creating climate change projec-
tions for user defined geographical extents and time periods.

Keywords: bioclim, bioclimatic variables, climate projections, climatologies, global 
climate model, socio-economic pathway

Background

With the release of the Coupled Model Intercomparison Project Phase 6 (CMIP6) 
(Eyring et al. 2016) a large amount of new data became available for studying the 
effects of projected climate change on future ecosystems. Compared to CMIP5, 
CMIP6 involves a larger number of participating research institutions, climate mod-
els, socio-economic scenarios, and experiments (O’Neill et al. 2016). While CMIP5 
included the output of 20 different climate models, CMIP6 will include the output 
of approximately 100 climate models. The number of different institutions involved 
increased from 20 to 49 (wcrp-cmip.github.io/CMIP6_CVs/docs/CMIP6_institu-
tion_id.html), and CMIP6 now also includes eight shared socioeconomic pathways 
(SSPs) (Gidden et al. 2019) instead of the four representative concentration pathways 
(RCPs) that were used in CMIP5 (van Vuuren et al. 2011).

The output from the different climate models is generally at too coarse spatial reso-
lution, compared to the spatial details needed by most climate impact studies, such as 
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ecological studies on organisms that are often implemented 
at a 1 km resolution or finer (Hurlbert and Jetz 2007). To 
produce high resolution climate data for impact studies, vari-
ous approaches exist (Maraun et al. 2010) that mainly fall 
into two categories: 1) dynamical downscaling of global cli-
mate models using regional climate models (RCMs), and 2) 
statistical downscaling.

Dynamically downscaling of global climate model output 
using RCMs (Sørland et al. 2021) is usually computationally 
demanding and requires in-depth knowledge of RCMs and 
their application. Applying a dynamical downscaling is there-
fore often impractical if a large ensemble of models is required 
at high spatial resolution over large geographical extents. In 
addition, many applications investigating the impact of cli-
mate e.g. on biological systems do not require the full range 
of variables that RCMs can provide, but often only rely on a 
limited set of variables (Frieler et al. 2017). Biological studies 
often only use so-called bioclimatic variables (Hijmans et al. 
2005, Karger et al. 2017), which describe means or variabili-
ties in climate over long periods of time (usually 30 year cli-
matological normals).

These variables can be created computationally more effi-
ciently by a statistical downscaling, using the so-called delta 
change method, or climatologically informed interpolation of 
anomalies (Hay et al. 2000). This method calculates the anom-
aly for a climatic variable between a specific reference period 
(e.g. the climatological normals for 1981–2010) in a CMIP6 

model and a future period (e.g. the climatological normals for 
2041–2070) of the same climate model (Fig. 1). This anomaly 
is then added to (or multiplied with) a high resolution dataset 
of climatological normals (e.g. Karger et al. 2017) that has the 
same contemporary reference period. This method is compu-
tationally very efficient compared to dynamical downscaling 
and additionally relatively robust towards the inherent bias of 
the models. Delta change corrected CMIP models have long 
become a standard in macroecological research (Hijmans et al. 
2005, Karger et al. 2017). The CHELSA (Karger et al. 2017, 
2020, 2021b) and WorldClim datasets (Hijmans et al. 2005) 
have indeed already been providing delta change downscaled 
CMIP output, contributing largely to the field of macroecolog-
ical research over the last decade. However, it is very demand-
ing to provide downscaled CMIP6 data preprocessed for all 
climate models and SSPs due to the large number of possible 
combinations. Furthermore, both CHELSA and WorldClim 
only provide data for a limited amount of periods (e.g. 2011–
2040, 2041–2070, 2071–2100 in CHELSA ver. 2.1), which 
might not always overlap with the time periods needed in spe-
cific studies. Finally, these currently available high resolution 
delta change-based CMIP6 datasets solely provide a full global 
extent of climate scenarios, which many studies often do not 
need, as these often only require data for a limited geographi-
cal extent. Therefore, a more flexible and automated approach 
to acquire delta change-downscaled CMIP6 data is needed. 
Such an approach should allow for specifically selecting the 
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chelsa_cmip6(activity_id='ScenarioMIP', 
table_id='Amon', 
experiment_id='ssp585', 
institution_id='MPI-M', 
source_id='MPI-ESM1-2-LR', 
member_id='r1i1p1f1', 
refps='1981-01-15', 
refpe='2010-12-15', 
fefps='2041-01-15', 
fefpe='2070-12-15', 
xmin=5.3, 
xmax=10.4,
ymin=46.0, 
ymax=47.5,
output='~/') 
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Figure 1. Example of the delta change method applied on the model MPI-ESM1-2-LR for ssp585, the reference period 1981–2010, and 
the future period 2041–2070 (Example 1). The MPI-ESM1-2-LP gives the low resolution reference period temperature taslow

ref and the low 
resolution future period temperature taslow

fut . The difference between these two temperatures is interpolated to 30 arcsec resolution using a 
qubic-spline CS tas fut

ref( )D  and then added to the high resolution reference temperature tashigh
ref  to get tashigh

fut . The parameters that need to be 
set to achieve the shown delta change downscaling are shown in the upper left corner. Both tashigh

ref  and tashigh
fut  are given as output for a 

specific region that is specified using the arguments: --xmin 5.3 --xmax 10.4 --ymin 46.0 --ymax 47.5 (see Fig. 2).
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desired geographical extent, climate model, SSPs, and time 
period in order to facilitate the easy provisioning of state of the 
art climate data for ecological climate impact research.

A problem with such a flexible and automated approach 
is in the size and quantity of CMIP6 data needed as input. 
End users often neither have the storage capacity nor the 
computational power to store and process all the input data 
from CMIP6 locally. Several approaches have been developed 
recently to allow access of native CMIP6 data through cloud 
servers, and to perform operations on them using lazy loading 
methods. For instance, the Pangeo initiative (https://pangeo-
data.github.io/pangeo-cmip6-cloud/accessing_data.html) 
provides cloud access to CMIP6 model output in the Zarr 
format. This format stores data and metadata as a collection 
of files in compressed chunks that can be read individually 
or in parallel from the cloud without the need of download-
ing it. The metadata of these files can then be processed with 
python tools such as xarrays (Hoyer et al. 2022), which may 
remotely connect to a file and perform operations via lazy 
loading. Zarr files, similar to the original netCDF files of 
CMIP6, are chunked geographically, meaning that only parts 
of the data that encompass a user-defined geographical extent 
need to be downloaded.

Here, we present the ‘chelsa-cmip6’ python package that 
builds up on these new developments of cloud access to 
CMIP6 data and provides a convenient way to create bio-
climatic data for any available model, SSP, experiment, or 
time period covered in CMIP6. It uses xarrays to remotely 
access CMIP6 output from the Pangeo file cloud server and 
only provides climate data for the geographical extent a user 
is interested in, minimizing memory demands, data transfer, 
and storage. The package uses the delta change method with 
the CHELSA ver. 2.1 1981–2010 climatological normals of 
precipitation and mean, minimum and maximum tempera-
tures (Karger et al. 2021a) as high resolution reference dataset 
to create future climatological normals for these variables for 
any given time period. It then uses these climatological nor-
mals to calculate a set of bioclimatic variables for both the 
reference period and the future time period.

Methods and features

Delta change method – climatologically aided 
interpolation of anomalies

The delta change method applied here (Fig. 1) uses the long-
term climatological normals of a reference period (ref) and 
calculates the anomaly (Δ) towards a chosen future long-
term climatological normal period (fut) for a given variable 
(Arnell et al. 2001). For mean daily 2 m air temperatures 
(tas), as well as daily maximum (tasmax) and minimum (tas-
min) 2 m air temperatures, an additive delta change method 
is applied so that the anomaly is given by (Eq. 1):

Dtas tas tasfut
ref

low
fut

low
ref= -   (1)

This calculation is performed at the native resolution of the 
CMIP6 model grid (low). The anomaly Dtas fut

ref  is then inter-
polated to the high 30 arcsec. resolution of a high-resolution 
(high) climatology using a cubic-spline interpolation (CS) 
(Hall and Meyer 1976) and added to the high resolution ref-
erence climatology ( tashigh

ref ), so that (Eq. 2):

tas tas CS tashigh
fut

high
ref

fut
ref= + ( )D   (2)

The same applies for tasmax and tasmin. This calculation is 
done separately for each month from January to December.

For precipitation (pr), an additive delta change method 
would generate values that could be potentially negative. 
The package therefore uses a multiplicative method on the 
derived anomalies. By adding a constant of 0.01 kg m−2 day−1 
to both the reference and the future data to avoid division by 
zero (Eq. 3).

Dpr
pr kg m day
pr kg m dayfut

ref low
fut

low
ref=
+
+

- -

- -

0 01
0 01

2 1

2 1

.

.
  (3)

Similar to temperatures, the anomalies are then interpolated 
using a cubic-spline interpolation to a 30 arcsec. resolution 
and multiplied to a high-resolution reference climatology 
using (Eq. 4):

pr pr CS prhigh
fut

high
ref

fut
ref= * ( )D   (4)

The delta change method as applied here is relatively insensi-
tive regarding individual model bias of the GCM used, as it 
only uses the difference (ratio) for a given variable between a 
reference period and a future period.

Structure of the chelsa_cmip6 package

The ‘chelsa-cmip6’ package consists of three distinct parts. 
The main function chelsa_cmip6.py that calls both the 
GetClim.py module, and the BioClim.py module (Fig.2).
The GetClim.py module connects to remote CMIP6 data and 
calculates climatological normals
The GetClim.py module provides functions to create monthly 
climatologies from climate simulation data from CMIP6 
using climate observation data from CHELSA ver. 2.1 at a 30 
arcsec. grid resolution for a given area of choice. The GetClim.
py module contains functions to connect to CMIP6 data via 
the Google cloud storage provided by the Pangeo initiative 
and to read the data into xarrays. It also creates monthly clima-
tological normals in CMIP6 time series using the delta change 
method for a given time period that can be chosen by the user.

The BioClim.py module calculates bioclimatic 
variables based on climatological normals

The BioClim.py module calculates various bioclimatic 
parameters from climatological data. 19 of these bioclimatic 
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variables originate from ANUCLIM (Xu and Hutchinson 
2013) and WorldClim (Hijmans et al. 2005) and describe 
a range of bioclimatic conditions that are commonly used in 
biological and ecological research. Additionally, the package 
provides a calculation of growing degree days.

Bioclimatic variables based on annual quarters (Q) use a 
definition of a quarter as a running three-month interval. For 
each month, the pro-, and preceding month is used together 
with the focal month. At the end of the year (December) and 
the beginning of the year (January) a quarter is defined using 
the months in the beginning of the year (e.g. when the focal 
month is December, it uses (November, December, January).

The bioclimatic variables included in chelsa_cmip6 are 
defined by:

bio1 – Mean annual temperature. The average daily 2 m 
air temperature over all 12 months. It is given by (Eq. 5):

bio
tas

i
i

1
12

1

12

= =å   (5)

bio2 – Annual mean diurnal range. The mean of the monthly 
temperature ranges between all months. It is given by (Eq. 6):

bio
tasmax tasmin

i
i i

2
12

1

12

=
-( )

=å   (6)

bio3 – Isothermality gives the ratio between the day-to-night 
temperatures range relative to the summer-to-winter temper-
ature range. It is given by (Eq. 7):

bio bio
bio

3 2
7

=   (7)

bio4 – Temperature seasonality – Quantifies the variation of 
temperature over the year and is given by the standard devia-
tion (SD) of tas over all 12 months (Eq. 8):

bio SD tas tas4 1 12= { },...,   (8)

bio5 – Maximum temperature of the warmest month, given 
by (Eq. 9):

bio max tasmax tasmax5 1 12= { }( ),...,   (9)

bio6 – Minimum temperature of the coldest month, given 
by (Eq. 10):

bio min tasmin tasmin6 1 12= { }( ),...,   (10)

bio7 – Annual temperature range. The total range of tem-
peratures over a year, given by (Eq. 11):

bio bio bio7 5 6= -   (11)

bio8 – Mean temperature of the wettest quarter. This variable 
gives the mean temperature during the wettest three-month 
period of the year. First the precipitation of the wettest quar-
ter is determined using Eq. 20. We name i*  the first month 
of the wettest quarter identified in Eq. 20. Then the mean 
temperature for the wettest quarter is calculated by (Eq. 12):

bio
tas

i

i

i
8

3

3

=

+å *

*

*

  (12)

Fig.2 Spatial example of the delta change method using the MIP-ESM1-2-LR model for ssp585 in central Switzerland for the future time 
period 2041–2070 (Example 1). (a) Shows the CMIP6 model mean monthly 2 m air temperature data for June on its native resolution for 
the reference period 1981–2010, (b) shows the same model for the future period 2041–2070 and (c) the air temperature anomaly. This 
anomaly is added to the high resolution temperature climatology of the reference period from CHELSA ver. 2.1 (d) resulting in the high 
resolution future data for the period 2041–2070 (e). Panels (f )–(j) show the same process for July precipitation, only that the ratio instead 
of the absolute difference is used in this case.
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bio9 – Mean temperature of the driest quarter. This variable 
gives the mean temperature during the driest three-month 
period of the year. First the driest quarter is determined using 
the Eq. 21. Here i*  gives the first month of the driest quarter 
identified in Eq. 21. Then the mean temperature for the dri-
est quarter is calculated similar to bio8 by (Eq. 13):

bio
tas

i

i

i
8

3

3

=

+å *

*

*

 (13)
bio10 – Mean temperature of the warmest quarter. This vari-
able gives the mean temperature during the warmest three-
month period of the year by (Eq. 14):

bio max

tas tas tas tas
i

i
i

i
i

i
i

i

10

3 3 3
1

3

2

4

10

12

11

1

=

= = = =å å å å, ,..., ,
33 3

12

2

, i
itas

=åæ

è

ç
ç
ç

ö

ø

÷
÷
÷

  (14)

bio11 – Mean temperature of the coldest quarter. This vari-
able gives the mean temperature during the coldest three-
month period of the year by (Eq. 15):

bio min

tas tas tas tas
i

i
i

i
i

i
i

i

11

3 3 3
1

3

2
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12
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1

=

= = = =å å å å, ,..., ,
33 3

12

2

, i
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=åæ

è

ç
ç
ç
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ø

÷
÷
÷

  (15)

bio12 – Annual precipitation – The sum of all precipitation 
(liquid and solid) that fell within one year, given by (Eq. 16):

bio pr
i

i12
1

12
=

=å   (16)

bio13 – Precipitation of the wettest month, given by  
(Eq. 17):

bio max pr pr13 1 12= { }( ),...,   (17)

bio14 – Precipitation of the driest month, given by (Eq. 18):

bio min pr pr14 1 12= { }( ),...,   (18)

bio15 – Precipitation seasonality. variation in monthly pre-
cipitation over the year given by the coefficient of variation 
CV (Eq. 19):

bio CV pr pr15 1 12= { }( ),...,   (19)

bio 16 – Precipitation of the wettest quarter given by (Eq. 20):

bio max

pr pr pr pr
i

i
i

i
i

i
i

i
i

16

1

3

2

4
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12
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1

12

2

=

= = = = =å å å å å, ,..., , , ppri
æ
è
ç

ö
ø
÷   (20)

bio 17 – Precipitation of the driest quarter given by (Eq. 21):

bio min

pr pr pr pr
i

i
i

i
i

i
i

i
i

17

1

3

2

4

10

12

11

1

12

2

=

= = = = =å å å å å, ,..., , , ppri
æ
è
ç

ö
ø
÷   (21)

bio 18 – Precipitation of the warmest quarter. This variable 
gives the precipitation sum during the warmest three-month 
period of the year. First the warmest quarter is determined by 
Eq. 14. Here i*  gives the first month of the warmest quarter 
identified in Eq. 14. Then the precipitation for the warmest 
quarter is calculated by (Eq. 22):

bio pr
i

i

i18
3

=
+å *

*

*   (22)

bio19 – Precipitation of the coldest quarter. This variable 
gives the precipitation sum during the coldest three-month 
period of the year. First the coldest quarter is determined by 
Eq. 15. Here i*  gives the first month of the coldest quarter 
identified in Eq. 15. Then the precipitation for the coldest 
quarter is calculated by (Eq. 23):

bio pr
i

i

i19
3

=
+å *

*

*   (23)

gdd – Growing degree days. The growing degree days give 
the amount of temperature that accumulates above a given 
threshold temperature over the course of the year . It has been 
used to understand e.g. the phenology of plants and animals 
(Anandhi 2016, Cayton et al. 2015). The function for gdd 
used a B-spline interpolation S(tasi, ti) to approximate daily 
estimates from monthly tas, with ti being a vector of mean 
Julian days of the year marking the middle yearday (Julian 
day) of the month (t ∈ [349, 15, 45, 74, 105, 135, 166, 196, 
227, 258, 288, 319, 349, 15]), tasi being the mean daily 2 m 
air temperature for the respective month, and i ∈ [0, 1, …, 
13]. The growing degree sum is then given as the integral 
(Eq. 24):

gdd max tas tas dt
t

t b= -( )ò 0
0( , )   (24)

where tasb  is the baseline (default is 5°C) temperature and t  
represents Julian day.

Example

We provide examples for two common applications of high 
resolution climate data in macroecology. First, we show how 
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long term normals, i.e. means over periods of e.g. 30 years, 
can be produced using chelsa-cmip6. Such data are often 
used in applications such as species distribution modelling 
for example (Guisan and Zimmermann 2000, Guisan and 
Thuiller 2005). In addition we show how monthly timeseries 
can be derived using chelsa-cmip6. Such monthly timeseries 
are often used as input for dynamic vegetation models such 
as Fate-HD (Boulangeat et al. 2014), LPJ-Guess (Smith et al. 
2014), or MigCLIM (Engler and Guisan 2009).

Step 1: Checking if all needed input data is already 
available from CMIP6

Before using the chelsa-cmip6 function it is important to 
check that all input data is actually provided by cmip6, as 
all climate models from CMIP6 provide all the necessary 
input data needed for chelsa_cmip6.py. chelsa_cmip6.py will 
only work for CMIP6 models that are both available for the 
historical experiment (following the definition of CMIP as 
1850–2015) and the respective activity (activity_id) of inter-
est (e.g. ScenarioMIP that covers the different SSP experi-
ments from 2016 to 2100). This may be verified by using 
the CMIP6 data search interface (https://esgf-node.llnl.
gov/search/cmip6/), with which you can filter the different 
parameters needed by the chelsa_cmip6.py function (e.g. 
experiment_id, activity_id, etc.) and inspect if the dataset 
exists (e.g. by using the parameters given in the example you 
will see that all necessary input data is available). To check if 
the historical data exists for the model, just change the activ-
ity_id to ‘CMIP’ and the experiment_id to ‘historical’. Make 
sure the four variables needed do exist for both the historical 
experiment and the respective experiment from the activity 
chosen:

1) pr (precipitation rate)
2) tas (mean daily 2 m air temperature)
3) tasmax (maximum daily 2 m air temperature)
4) tasmin (minimum daily 2 m air temperature)

The chelsa_cmip6 function only runs for CMIP6 mod-
els for which all needed variables tas, tasmax, tasmin, pr, are 
available for both the user selected reference and the future 
period. The standard reference period is 1 January 1981 to 
31 December 2010. If another reference period is chosen, the 
code conducts a delta change for this period as well. Best prac-
tice would be to choose the standard reference period. If the 
combination of model, experiment, member, etc. is not avail-
able in the CMIP6 data store, the error ‘IndexError: index -1 
is out of bounds for axis 0 with size 0’ will be displayed.

Example 1: Providing the input parameters resulting 
in long term climatological normals 2041–2070

Creating long term climatological normals and the related 
bioclimatic variables that are commonly used in species 

distribution modeling is controlled via the fefps and fefpe 
parameters of the chelsa_cmip6 function. You can use 
function by running the following command in python a 
python prompt (for an tutorial how to use chelsa-cmip6 in 
R [www.r-project.org], see Supporting information). Open a 
python prompt by either typing python in your terminal in 
Linux, or a command prompt in Windows. First import the 
chelsa_cmip6 function into your environment using:

from chelsa_cmip6.GetClim import chelsa_cmip6

Then the chelsa_cmip6 function can be used by providing 
a set of custom parameters. The example parameters here are 
given for future climate data from the CMIP6 model MPI-
ESM1-2-LR for ssp585 (Wieners et al. 2019), and the future 
period of 2041–2070, with the reference period 1981–2010 
and the region between 5.3°–10.4° longitude and 46.0°–
47.5° latitude. The output will be save in your home direc-
tory (~/, on a linux system, or : ‘C:/Users/your_user_name/’ 
on a Windows machine). The parameters of the chelsa_cmip6 
function as follows:

chelsa_cmip6(activity_id='ScenarioMIP',
table_id='Amon',
experiment_id='ssp585',
institution_id='MPI-M',
source_id='MPI-ESM1-2-LR',
member_id='r1i1p1f1',
refps='1981-01-15',
refpe='2010-12-15',
fefps='2041-01-15',
fefpe='2070-12-15',
xmin=5.3,
xmax=10.4,
ymin=46.0,
ymax=47.5,
output='~/')

The output generated by the code consists of netCDF4 files. 
There will be separate files for each variable and two files 
each for the reference (refps–refpe) and the future period 
(fefps–fefpe). Additionally, there will be netCDF4 files for 
the different bioclimatic variables, one each for the reference 
(refps–refpe) and the future period (fefps–fefpe).

Example 2: Providing the input parameters resulting 
in a monthly time series 2016–2100

Creating a monthly timeseries for the same model requires 
only an adaptation of the fefps, and fefpe parameter of the 
function. Here we show an example using a simple loop in 
python. The output will be a netCDF files for each month 
from 2016, 2100 for tas, tasmax, tasmin, and pr, and an 
annual timeseries for the bioclimatic variables.
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for year in range(2016,2101):
chelsa_cmip6(activity_id='ScenarioMIP',

table_id='Amon',
experiment_id='ssp585',
institution_id='MPI-M',
source_id='MPI-ESM1-2-LR',
member_id='r1i1p1f1',
refps='1981-01-15',
refpe='2010-12-15',
fefps=year + '-01-15',
fefpe=year + '-12-15',
xmin=5.3,
xmax=10.4,
ymin=46.0,
ymax=47.5,
output='~/')

Discussion

The chelsa-cmip6 package offers convenient access to the 
entire CMIP6 data archive and downscales it to user 
defined time periods at user defined geographical extents. 
Since the first publication of the CHELSA ver. 1.0 data in 
2017 (Karger et al. 2017) and the associated downscaled 
CMIP5 climatologies, there have been repeated requests 
to make downscaled data for different models, time peri-
ods, or RCPs available. While covering the wide range of 
CMIP5 models and RCPs was still somewhat feasible by 
only providing data for fixed time periods, this approach 
became impractical with the wealth of information pro-
vided by CMIP6. With the CMIP6 data being available 
in the cloud, and accessible via lazy loading procedures, 
the provisioning of a package that utilizes these functions 
now allows application of the downscaling for a limited 
geographical extent on end user’s computers without the 
need of cluster computing or high memory servers. The 
approach applied here does not require downloading the 
entire input dataset needed for the downscaling and pro-
vides an easy solution for researchers to create bioclimatic 
variables for the time series they require for any given 
CMIP6 climate model, time period, or experiment. This 
comes with a large gain in time to make CMIP6 data 
available at high spatial resolution and help researchers 
and practitioners in need of high resolution bioclimatic 
CMIP6 data.

While the package provides easy access to bioclimatic data 
for any time period requested, it should be kept in mind that 
the inherent deficits of the delta change method still need 
to be considered. The delta change method, although robust 
towards inherent model bias, assumes that the high resolu-
tion patterns that are detected in the high resolution refer-
ence climatologies remain similar in the future, which is not 
always realistic in all cases (Christensen et al. 2008). It there-
fore does not account for changes in e.g. wind patterns to 
determine orographic precipitation for example (Karger et al. 

2021b). For such applications, more sophisticated dynamical 
downscaling using numerical regional climate models (e.g. 
Sørland et al. 2021) or terrain-based mechanistic downscal-
ing (e.g. Karger et al. 2022) would be required. The delta 
change method used in chelsa-cmip6 therefore offers a com-
promise between the more exact representation of climatic 
processes derived from computationally expensive and com-
plex numerical models (Schär et al. 2019), and the ability to 
downscale large ensembles for applications in biological or 
ecological studies.

To cite chelsa-cmip6 1.0 or acknowledge its use, cite this 
Software note as follows, substituting the version of the appli-
cation that you used for ‘version 1.0’:

Karger, D. N., Chauvier, Y., Zimmermann, N. E. 2023. chelsa-
cmip6 1.0: A python package to create high resolution biocli-
matic variables based on CHELSA ver. 2.1 and CMIP6 data. 
– Ecography 2023: e06535 (ver. 1.0).
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