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A B S T R A C T   

Debris flows are one of the most dangerous landslide types in mountainous regions. Their destructiveness is 
strongly controlled by their high peak discharge, which can be orders of magnitude larger than for floods. In 
order to reduce the associated hazards, detailed field measurements of natural debris flows are required to better 
constrain discharge and volume of these events. In this study, we used a high-frequency 3D LiDAR (light 
detection and ranging) scanner in combination with video cameras to measure key properties of a debris flow 
that occurred in the Illgraben catchment (Switzerland). Based on the LiDAR and video data, we directly 
measured i) front velocity ii) surge velocity iii) surface velocity and iv) cross-sectional area at sub-second in
tervals. We then estimated discharge and volume using these direct measurements and considering different 
channel bed geometry scenarios. We compared our results to estimates based on conventional methods and 
found that these more established methods substantially underestimate the (peak) discharge and volume for this 
event. Our results will be assessed in the future by analyzing more events, but our LiDAR-based method has the 
potential to provide much more detailed information on hazard-related debris-flow parameters, which will have 
important implications for understanding debris-flow processes and ultimately reducing their risk.   

1. Introduction 

Debris flows are very rapid to extremely rapid surging flows, 
composed of fine- and coarse-grained components, boulders, woody 
debris and water (Hungr et al., 2014). In mountainous regions, they 
represent one of the most hazardous landslide types (Badoux et al., 
2009; Hürlimann et al., 2019) and lead to great destruction and many 
fatalities every year (e.g. Andres and Badoux, 2019; Dowling and Santi, 
2014). Debris-flow hazard is strongly controlled by front velocity, peak 
discharge and event volume (Dowling and Santi, 2014; Jakob and 
Hungr, 2005). However, field scale measurements of these parameters 
are rare, despite being crucial for the design of mitigation measures, 
improved understanding of flow dynamics, the development, calibration 
and validation of debris-flow models, as well as the design of warning 
and alarm systems (Hürlimann et al., 2019; Jakob and Hungr, 2005). 
Here we present the results of a study that uses high-frequency 3D LiDAR 
(light detection and ranging) sensors, originally developed for autono
mous vehicles, to measure these properties at high spatial and temporal 

resolution. This is an emerging technology that has only started to be 
applied to natural hazard monitoring (Aaron et al., 2023; Spielmann, 
2020). 

Various researchers have measured the front and surface velocity of 
debris flows in different catchments worldwide using time-distance 
methods (Arattano et al., 2012; Comiti et al., 2014), video sequence 
analysis (Theule et al., 2018; Yan et al., 2016) or high-frequency radar 
measurements (Cui et al., 2018; Hübl et al., 2018). They found that the 
velocities in debris flows vary greatly, in particular between surge and 
inter-surge phases, with significant implications for estimating debris- 
flow discharge (Lapillonne et al., 2023). 

Debris-flow discharge and volume have also been investigated by 
researchers at various catchments worldwide using a wide variety of 
methods. Many studies focused on peak discharge and analyzed debris 
flows at the event scale (e.g. Chen et al., 2007; Marchi et al., 2021; 
Rickenmann and Zimmermann, 1993). Other researchers focused on 
discharge estimates at the surge scale, as recently also suggested by 
Lapillonne et al. (2023), and assessed the discharge using surge 
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velocities (e.g. Comiti et al., 2014; Li et al., 2017; Liu et al., 2009). A few 
other studies used instantaneous measurements of the (surface) velocity 
from video cameras (Cui et al., 2018) or 2D laser scanners (Jacquemart 
et al., 2017) to derive discharge. Furthermore, some studies did not 
derive the event volume from hydrographs, but directly derived volume 
from digital elevation models before and after an event (e.g. Coviello 
et al., 2020). 

The most detailed methods used to measure debris-flow discharge, 
including those used in the present work, rely on surface measurements 
of the velocity and/or flow depth. These methods are limited by two 
factors, which are spatial and temporal changes in the shape of the 
vertical velocity profile, as well as erosion and deposition of material 
during flow. Recent studies have shown that the vertical velocity profile 
present in debris flows can vary between plug flow, and a profile that 
features internal shearing (Aaron et al., 2023; Nagl et al., 2020). This 
complicates the use of surface velocities when estimating discharge, as if 

the velocity profile features internal shear than the depth-averaged ve
locity, and therefore discharge, will be overestimated (e.g. Cui et al., 
2018). Also the second factor may have a substantial influence on 
discharge estimates as erosion with subsequent deposition can occur 
during an event (Berger et al., 2011a). Here we present a new method of 
estimating debris-flow discharge, which is able to explore the un
certainties related to these two factors. 

While the studies detailed above have provided crucial insights into 
debris-flow velocity and discharge, persistent unknowns remain. In 
particular, the appropriateness of using average front and/or surge ve
locities to estimate discharge has not been rigorously verified. Recent 
advances in autonomous vehicles have provided new sensors and pro
cessing algorithms which can be leveraged to make measurements of 
surface velocity, flow depth and feature trajectories as well as to infer 
the vertical velocity profile of debris flows (Aaron et al., 2023). These 
recent advances have significant potential to overcome many of the 

Fig. 1. Overview of the Illgraben catchment with sub-catchments and the fan. Debris flows initiate in the Illgraben valley sub-catchment. The LiDAR sensor location 
at the monitoring station “Gazodcuc”, roughly 500 m downstream of the fan apex, is indicated in red (Orthophoto: Swiss Federal Office of Topography swisstopo). 
(For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.) 
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limitations described above, and exploring this is the main subject of the 
present work. 

In this study, we develop both manual and automated methods to 
track the debris-flow front over a channel segment and to derive its 
velocity. We further apply automated surface velocity and cross- 
sectional area measurement methods to multiple channel sections to 
derive the discharge over time and in space at three different, closely 
spaced sections upstream of a check dam. We account for potential 
changes in the shape of the channel bed by considering different channel 
geometry scenarios and include presumed changes in the vertical ve
locity profile in our instantaneous discharge derivation. We compare our 
results to discharge estimates based on the front and/or surge velocities, 
which represents a more conventional way to measure discharge, and 
find substantial discrepancies. Finally, we derive the volume of the 
debris flow using our LiDAR-based methodology and compare it to 
conventional approaches. This revealed that compared to the LiDAR- 
based methods proposed here, the conventional methods substantially 
underestimate the volume for the event analyzed in this work. The 
findings of the present study need to be assessed in the future by 
analyzing more events, but our LiDAR-based method has the potential to 
provide much more detailed and accurate information on hazard-related 
debris-flow parameters. 

2. Study site, monitoring setup and data acquisition 

2.1. Study site: Illgraben catchment 

We installed our LiDAR sensor in the Illgraben catchment, which is 
located in the Canton of Valais in south-western Switzerland (Fig. 1). 
According to McArdell and Sartori (2021), the Illgraben is one of the 
most active debris-flow catchments in the Alps, with between two and 
ten debris flows occurring every year since the start of the of the sys
tematic observation by the Swiss Federal Institute for Forest, Snow and 
Landscape Research WSL in June 2000 (Hürlimann et al., 2003). The 
Illgraben is located on the southern side of the Rhone River valley, near 
the village of Susten (Fig. 1). The torrent system extends from the Illhorn 
mountain (2716 m a.s.l.) to the Rhone River (ca. 610 m a.s.l.) and 
comprises a catchment (5.7 km2, Illgraben valley sub-catchment, see 
Fig. 1) and a fan. The Illgraben Valley is located in highly fractured 
bedrock, which consists of Triassic dolomitic breccia, graywacke and 
marbles in the area northwest of the Illgraben stream and of quartzites in 
the southeastern part (McArdell and Sartori, 2021). Debris flows at the 
Illgraben typically occur following heavy rainfall from intense summer 
thunderstorms or weather fronts coming from the southwest (Graf et al., 
2007; Hürlimann et al., 2019). This is typically between May and 
October, even though climate change scenarios project longer debris- 
flow seasons in the future (Hirschberg et al., 2021). 

Several countermeasures, in particular check dams, were built in the 
1970s to stabilize the catchment after a big debris-flow event in 1961 
(Graf et al., 2007; Lichtenhahn, 1971; Missbauer, 1971). One of these 
check dams is commonly referred to as “Gazoduc” as it protects a gas 
pipeline, and is the location of our monitoring station with the LiDAR 
sensor (Fig. 1). The monitoring station “Gazoduc” is part of the WSL’s 
Illgraben Debris-Flow Monitoring Station, which also consists of other 
locations (Hürlimann et al., 2019). These stations are equipped with 
geophones to estimate front velocity and provide trigger signals for data 
loggers; ultrasonic, radar as well as laser stage sensors to determine flow 
depth; a large force plate to measure normal and shear forces and to 
determine (in combination with flow depth measurements) the density 
of a debris flow over time; and various video cameras (Badoux et al., 
2009; Bennett et al., 2013; Berger et al., 2011b; Hürlimann et al., 2003; 
McArdell, 2016; McArdell et al., 2007). The mean slope angle in the 
channel segment immediately upstream of our LiDAR sensor and the 
check dam is 3.7◦ (cf. also Spielmann, 2022). 

2.2. Monitoring setup and LiDAR scanner 

The monitoring station “Gazoduc” is located next to a check dam and 
consists of a LiDAR scanner and a video camera, which are suspended in 
the middle of the channel ca. 6 m above the check dam, and a second 
camera on the channel bank (Fig. 2). The station is triggered by an 
upstream geophone. 

In the present work, we collected data from a moving debris flow 
using an Ouster OS1–64 (Gen. 1) mid-range, multi-beam, high-resolution 
3D LiDAR scanner (cf. also Spielmann, 2022, Spielmann, 2020). As 
indicated in Fig. 2, the LiDAR records at a frequency of 10 Hz and has a 
field of view of 33.2◦ and 64 scan lines distributed across this angle, 
leading to a vertical angular resolution of 0.53◦. The scan lines were set 
to record 2048 points per rotation, which leads to a horizontal angular 
resolution of 0.18◦ (Ouster Inc, 2020). The LiDAR covers an area of ca. 
40 m upstream and 60 m downstream of the check dam, but for the 
purpose of this work, we only analyzed the point cloud data in the 
channel segment upstream of the check dam (cf. Fig. SI 1). The manu
facturer provides precision values for the sensor of ±1.1 cm for ranges of 
1 m – 20 m, and ± 3 cm for ranges of 20 m to 50 m (Ouster Inc, 2020). 

2.3. Acquired data: 19 September 2021, debris-flow event 

On the 19 September 2021, the newly installed LiDAR scanner 
recorded a first debris-flow event (see also Aaron et al., 2023; Spiel
mann, 2022). The automated recording system was triggered at 
08:40:25 (local time, UTC + 02:00) in the morning. The debris-flow 
front arrived at the check dam below the sensor at 08:42:29 (Fig. 3). 
For the purpose of this work, we will refer to the time of the event not in 
the local time format, but rather as event time, i.e. starting with the onset 
of the video and LiDAR recordings at 00:00 (mm:ss) event time, which 
corresponds to 08:40:25 local time. 

The 19 Sept. event was the last debris flow of the 2021 debris-flow 
season. It occurred after several large and fast events in late June, 
July and August and smaller debris flows as well as hyper-concentrated 
flows in May and June (McArdell et al., 2023). A small but clearly 
recognizable pre-surge preceded the actual debris-flow front with its 
large boulders and woody debris. We defined the duration of the event 
as 30 min, which corresponds to the time when a transition to a (water) 
flood was observed. 

A first analysis of this event has been performed by Aaron et al. 
(2023), and a few relevant details from that study are summarized here. 
Aaron et al. (2023) present two methods for automatically estimating 
surface velocity, one which is camera based, and the other which is 
based on hillshade projections of the LiDAR data. They further measure 
the velocity of a large number of boulders and pieces of woody debris. By 
combining these measurements, they show that the camera method 
measures the true surface velocity, whereas the hillshade method ap
proaches the depth-averaged velocity. Further, they infer that the ver
tical velocity profile changes in this event, from a profile similar to plug- 
flow before 07:20, to a profile that features internal shearing after this 
time based on the ratio of 0.6–0.7 between the velocities of rolling 
boulders and woody debris. This increase in flow depth and velocity at 
07:20 was referred to as the “velocity jump” and corresponds to the 
arrival of a second surge. The present work builds on these findings to 
explore the influence of a spatially and/or temporally variable vertical 
velocity profile on debris-flow discharge and volume. 

3. Methods 

We analyzed the point-cloud data to measure the front, surge and 
surface velocities as well as flow cross-sectional area, discharge and 
event volume. An overview of our workflow is shown in Fig. 4. As 
described in the following sections, we first pre-processed the point 
clouds, and then used these data to estimate key flow parameters. 
Further details about the methodology can also be found in Spielmann 
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(2022). 

3.1. Pre-Processing 

For processing, it is convenient to use a bed-parallel coordinate system, 
as it simplifies many steps of the analysis. Further, the point clouds 
contain some artefacts, due to returns off raindrops and vegetation at the 
channel banks. We therefore pre-processed the point clouds prior to the 
main processing steps (Fig. 4). The first step of this pre-processing 
involved rotating the point clouds by the average channel slope angle 
upstream of the check dam (3.7◦, see Sect. 2.1). The resulting bed- 
parallel coordinate system, which has one of the axes parallel to the 
channel slope, was the default coordinate system for this work and all 
the calculations and measurements were carried out using this frame of 
reference (see also Fig. SI 1). 

Following the coordinate transformation, we cropped the original 
point clouds, which included reflections from objects outside of the 

channel bed as well as from the section downstream of the check dam 
(which was not included in this analysis; cf. Sect. 2.2), to a 20 m × 50 m 
× 8 m sized box (along the x-, y- and z-axes, respectively; Fig. SI 1). 

3.2. Front and surge velocity measurements 

3.2.1. Manual front velocity measurement 
The manual identification of the flow-front position was carried out 

in Matlabs’s groundTruthLabeler, using a method similar to the one 
described in Aaron et al. (2023) for features such as woody debris or 
boulders. We labelled the flow front in every fifth point cloud (i.e. at a 
frequency of 2 Hz). The labelling was performed manually by fitting a 
cuboid around the current flow front position (see also Fig. 7). We 
calculated the cumulative displacement of the front over time based on 
the sum of the Euclidean distances between subsequent (i.e. temporally 
0.5 s apart) cuboid center positions. The velocity of the flow front could 
then be determined from the slope of the cumulative displacement over 

Fig. 2. Overview of the Illgraben debris-flow monitoring station “Gazoduc” (see also Fig. 1) with the LiDAR sensor suspended in the middle above a check dam and 
the two video cameras. The LiDAR sensor used here is an Ouster OS1–64 (Gen. 1) with a 33.2◦ field of view and a frame rate of 10 Hz. 

Fig. 3. Video frames of the arrival of the flow front of the 19 Sept. 2021 debris-flow event in the Illgraben at the monitoring station “Gazoduc” (Fig. 1). The frames 
were recorded at 08:42:20 local time (corresponding to 01:55 event time; mm:ss) by a) camera1 and b) camera2 (see Fig. 2). 

R. Spielmann and J. Aaron                                                                                                                                                                                                                   



Engineering Geology 329 (2024) 107386

5

time. 

3.2.2. Automated front velocity measurements 
For the automated front velocity measurements, the point clouds 

recorded during the front arrival were compared to a reference point 
cloud, which had been recorded immediately prior to the arrival of the 
flow front. As the LiDAR scanner has a fixed spatial resolution of 64 ×
2048 points per point cloud, a given point always measures the same 
location in a static scene. We therefore calculated the Euclidean distance 
between each point in the reference point cloud and its corresponding 
point in a point cloud recorded during the event. The points where this 
distance exceeded a geometrical threshold (0.4 m is used in the present 
work, cf. also Spielmann, 2022) were considered part of the moving 
flow. 

Because some individual points not actually belonging to the front 
might exceed this threshold, we applied a filtering function (Matlab’s 
pcdenoise function, cf. also Rusu et al., 2008) to the previously identified 
points. Consequently, for each timestep we obtained a filtered point 
cloud containing all points subject to motion, in which the location of 

the flow front coincides with the points that have the smallest y-co
ordinates (i.e. are closest to the check dam, see also Fig. SI 1). In order to 
further avoid outliers, we isolated 250 points with the smallest y-co
ordinates and determined their mean position in every timestep, which 
corresponds to the position of the flow front. Finally, the distance be
tween subsequent front positions was calculated as Euclidean distance, 
which allowed us to compute the cumulative displacement over time, 
and the velocity of the flow front could be derived by linear fitting to the 
corresponding time-displacement curve. 

3.2.3. Surge velocity measurement 
Even though we have much more detailed velocity measurements 

based on two different automated methods, we measured the velocity of 
a second surge manually as this is a requirement for the surge scale 
discharge methodology (Lapillonne et al., 2023), which we used as a 
comparison. We measured the velocity of the second surge by tracking 
an object at the head of the surge, i.e. a piece of woody debris, which 
could be easily identified and tracked similar to the flow front 
methodology. 

Fig. 4. Overview of the field measurements, pre-processing and processing workflow used in the present work to analyze the 3D LiDAR point-cloud data and to 
measure the relevant debris-flow parameters. For details, please refer to the following sections. 
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3.3. Surface velocity measurement 

We applied two methods to automatically derive the surface velocity 
of the moving flow (see also Aaron et al., 2023) in order to obtain two 
semi-independent measurements of this quantity. We used both methods 
to derive the surface velocity throughout the investigated channel 
segment, but evaluated them only at three channel sections (i.e. y = 5 m, 
y = 10 m, y = 15 m; see Fig. 5) to facilitate the analysis and as the 
measurements are most reliable at these distances (see below and Fig. SI 
2). The first method is based on hillshade-projections from LiDAR point 
clouds and will thus be called the hillshade method. This method has 
already been described in Aaron et al. (2023), and involves creating 
hillshade images of each frame of the point clouds, and using these as 
input into a particle image velocimetry (PIV) algorithm to derive ve
locities (Thielicke and Sonntag, 2021). It is important to note that the 
LiDAR sensor does not cover the full channel width at channel sections 
close to the sensor (i.e. y = 5 m and y = 10 m; due to its limited field of 
view, cf. Fig. 5). Nonetheless, surface velocities can be measured within 
this field of view using the hillshade method and over the full channel 
width using the second method, as described below. 

The second method is based on fusing the LiDAR and video camera 
footage and will be referred to as camera1-ortho (see also Fig. SI 3). The 
overall approach of the camera1-ortho method is to orthorectify the 
video imagery using the point-cloud data. For this, the point-cloud data 
was linearly interpolated to a 5 cm spacing. It was further extrapolated 
using the nearest neighbor method and clipped using the pre-event 
topography from photogrammetric unmanned aerial vehicle (UAV) 
flights (de Haas et al., 2022). This results in a point cloud that spans the 
entire channel, including the banks. Next, the point clouds were colored 
based on the projected video data (Aaron et al., 2023) to create ortho
photos with a 5-cm resolution. These orthophotos were then input into 
PIVLab (Thielicke and Sonntag, 2021), a PIV software that is used to 

derive a dense vector field of pixel displacements between subsequent 
images. We then re-project the 2D orthophoto displacements onto the 
corresponding point clouds to derive the z-component of displacement. 

For both methods, following the derivation of the 3D velocities, we 
filter the velocities to exclude outliers (using limits of − 0.2 m/s ≤ vx ≤

0.2 m/s and − 4 m/s ≤ vy ≤ − 1 m/s for the velocity components along 
the x- and y-axes, respectively), smoothed the timeseries using a 30 s 
moving median and downsampled it to 1 s. We selected these values in 
order to exclude low velocity values / noise in the velocity vector field, 
which results from the PIV algorithm used. Nonetheless, we performed a 
sensitivity analysis with other filtering values, which is shown in the 
Supplementary Information (Fig. SI 7). Both methods have been vali
dated by comparisons to manual measurements of features visible at the 
flow surface (Fig. SI 2). This validation revealed that the automated 
surface velocity measurements are only reliable for sections y = 5 m, y =
10 m and y = 15 m. Therefore, the other channel sections were not 
considered for velocity and, thus, discharge analysis (cf. also Spielmann, 
2022). 

For each of these three analyzed channel sections, we derived the 
average surface velocity across the channel section over the entire event 
based on the 3D surface velocity vector field from both automated 
methods. For each method, we calculated the mean of all velocity vec
tors across a given channel section, which provides us a (spatial) average 
cross-sectional velocity for each section and time. We then derived the 
magnitude of these 3D vectors to get the mean velocity at a given 
channel section over time and for later use in estimating discharge. 

3.4. Cross-sectional area 

We processed the LiDAR data to estimate the cross-sectional area of 
multiple, closely-spaced sections (Fig. 5). This required us to specify 
both 1) the surface of the flow and 2) the instantaneous geometry of the 

Fig. 5. Investigated channel segment with the six channel sections (numbers indicate upstream of sensor distance y in meters), where we measured the cross- 
sectional area (see also Fig. SI 6). The red dots indicate a point cloud recorded by the LiDAR scanner shortly after the front arrival (at 02:20) and were projected 
on a camera image (from camera1, see Fig. 2). The surface velocities were measured only at channel sections y = 5 m, y = 10 m and y = 15 m, as described above (see 
also Fig. SI 2). 
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channel bed. The LiDAR directly measures the surface of the flow, so 
item 1 could be directly derived by isolating the points in the point 
clouds at a given section and interpolating them (Fig. 6b). In order to 
exclude the channel banks, we automatically defined a flow-depth-based 
threshold (z-Threshold, based on the mean elevation of the flow surface 
in the middle of the channel, Fig. 6c) to exclude all the points in the point 
clouds of a given channel section which do not correspond to the moving 
debris flow. However, the LiDAR field of view is limited for the sections 
with y-coordinates <15 m (Fig. 5). To account for this, we extrapolated 
the flow surface from the channel middle to the banks, as the flow 
surface was largely horizontal in this event (see Fig. 6b). 

The instantaneous geometry for the channel bed (item 2) was more 
complicated to derive, as the LiDAR only records the flow surface, and 
the height of the bed changes throughout the event due to erosion and/ 
or deposition (e.g. Berger et al., 2011a). We accounted for this by 
defining three different channel geometry scenarios for each of the six 
channel sections (Fig. 6a, Fig. SI 4 and Fig. SI 5, as well as Jacquemart 
et al., 2017). These scenarios were based on point clouds recorded 
before (pre-event channel geometry) and after (post-event channel geome
try) the 19 Sept. 2021 event. The third scenario, which we called inter
mediate channel geometry, was based on an interpreted combination of 
the pre- and post-event scans (Fig. SI 4 and Fig. SI 5). We derived the 
geometry for these scenarios either by using pre- and post-event LiDAR 
scans (for sections y = 20 m and y = 25 m), or digital terrain models 
(DTMs) from UAV flights (de Haas et al., 2022), for locations where the 

LiDAR field of view is limited (for sections y = 0 m, y = 5 m, y = 10 m 
and y = 15 m, Fig. 5). 

Finally, we combined the points representing the debris-flow surface 
at each channel section with each of the three corresponding channel 
base sections to obtain 2D sections through the debris flow and to 
measure the cross-sectional area. We used Matlab’s alphaShape function, 
which creates a bounding area that envelops a set of 2D points and 
provides the area of a fitted shape, to measure this cross-sectional area 
(Fig. 6c). 

3.5. Discharge 

We used three different approaches to estimate the discharge of the 
19 Sept. 2021 event. First, we present our newly developed LiDAR-based 
method, which uses instantaneous measurements of the velocity and 
cross-sectional area. Next, we describe how we implemented more 
established methods, and compare the results to our new method. These 
conventional methods are commonly used in instrumented catchments 
around the world (e.g. Hürlimann et al., 2019; Lapillonne et al., 2023). 
For each analyzed channel section, we obtained three discharge 
hydrographs, corresponding to the different channel bed geometry 
scenarios described above. 

3.5.1. LiDAR-based discharge derivation 
Discharge was estimated based on the surface velocity and the cross- 

Fig. 6. a) Example of a channel section 5 m upstream of the LiDAR sensor with the three basal channel geometry scenarios (see Fig. SI 4 and Fig. SI 5 for details). b) 
Illustration of the interpolation of the channel base (pre-event from UAV) and interpolation and extrapolation of the debris-flow surface within a region of interest 
(ROI) at y = 5 m (02:20 into the event). c) Interpolated channel base and inter- and extrapolated surface as in c), with measured cross-sectional area (alphaShape; 11 
m2) and flow-depth based (z-threshold) at − 4.8 m, to exclude points at the channel banks above the flow surface. 
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sectional area measurements, described above. Both datasets were 
synchronized by downsampling the measurements to 1 Hz. We derived 
the discharge for sections y = 5 m, y = 10 m, y = 15 m according to Eq. 1, 
and smoothed the results using a 10 s moving mean filter. 

Q(y, t) = A(y, t)⋅v(y, t) = A(y, t)⋅VF⋅vs(y, t) (1)  

where Q(y, t) is the discharge at channel section y at event time t [m3/s], 
A(y, t) is the corresponding cross-sectional area (for a given channel 
geometry scenario; see also Fig. 6) [m2], v(y, t) is the depth-averaged 
velocity [m/s] and VF is the velocity factor used to approximate the 
depth-averaged velocity by the surface velocity vs [m/s], which was 
derived either using the camera1-ortho or the hillshade method. 

The VF reduces the surface velocity according to the hypothesized 
vertical velocity profile, which has been investigated for this event in 
previous work of the authors (Aaron et al., 2023; Spielmann, 2022, 
summarized above). For the camera1-ortho based discharge measure
ments, we did not apply any depth-averaged correction (i.e. VF = 1.00) 
before 07:20, because we assume a plug-flow like velocity profile where 
the surface velocity roughly corresponds to the depth-averaged velocity 
(Aaron et al., 2023). After the arrival of the second surge and the “ve
locity jump” (see Sect. 2.3), we used a VF of 0.75 for the camera1-ortho 
method, a value slightly above to the velocity ratio between large, 
rolling boulders and pieces of woody debris (i.e. 0.6–0.7, cf. Aaron et al., 
2023). We used a value slightly above this ratio, which represents the 
ratio between large boulders (~depth-averaged velocity) and the sur
face velocity (captured by the camera1-ortho approach, see also Sect. 
2.3), to account for friction at the base and drag from the surrounding 
fluid on the boulders. This value is somewhat subjective, however it is 
bounded to a small range given the arguments above. For the discharge 
measurements based on the hillshade surface velocity, we did not apply 
any correction (i.e. VF = 1.00) because it is assumed that the velocities 
derived from the hillshade method approximate the depth-averaged 
velocity (Aaron et al., 2023; Spielmann, 2022). 

3.5.2. Conventional event scale and surge scale discharge derivation 
We estimated the discharge based on an event scale as well as a surge 

scale analysis to compare our new method to more commonly used 
methods (Lapillonne et al., 2023). For the first approach, we only 
consider the velocity of the flow front and assume it to represent the 
depth-averaged flow velocity for the entire event, which is an important 
assumption but commonly used to derive (peak) discharge and volumes 
(e.g. Marchi et al., 2021). For the second approach, which is based on an 
analysis of events on the surge scale as recently suggested by Lapillonne 
et al. (2023), we considered the front velocity (i.e. first surge) for the 
first phase of the event and the velocity of the second surge (after the 
“velocity jump”, i.e. after 07:20) for the second phase. 

It is important to note that all of these measurements were based on 
the LiDAR data. In typical instrumented catchments, these measure
ments would come from travel time–distance velocity estimation 
methods and assumptions about the relationship between flow depth 
and the cross-sectional area (cf. Lapillonne et al., 2023). We therefore 
expect that our estimates are more accurate than those that would be 
typically used. Using the abovementioned parameters, we derived the 
discharge according to Eq. 2. 

Q(t) = u⋅A(t) (2)  

where Q(t) is the discharge at event time t [m3/s], u is the mean front 
and/or surge velocity [m/s] and A(t) is the cross-sectional area at the 
crest of the check dam (i.e. y = 0 m) at t [m2] (cf. also Lapillonne et al., 
2023). 

3.6. Event volume 

The volume of the debris-flow event was calculated by integrating 
the discharge (at a given channel section, for a given channel geometry 

scenario) over the entire duration of the event. Since the discharge 
values were not continuous but discrete (at a frequency of 1 Hz) in time 
(cf. e.g. Hübl and Mikoš, 2018), the total event volume was calculated as 
Riemann sum over subintervals of 1 s. 

We derive three different discharge measurements (based on the pre- 
event, post-event and intermediate channel geometry; cf. also Fig. 6) for 
each of the three analyzed channel sections, for both velocity mea
surement techniques. Consequently, when applying our LiDAR-based 
method, we obtained nine volume values for each velocity dataset, 
which provides an idea of the uncertainty of our measurements. We 
hypothesize that the most accurate event volume is characterized by a 
value with the smallest discrepancy among the different sections, i.e. the 
median value, and therefore use this statistic to finally estimate event 
volume. 

We compare the event volumes computed based on the instanta
neous, LiDAR-based discharge analysis to volumes derived based on the 
conventional methods (event and surge scale discharge methodologies). 
For this purpose, we applied the same integration of the hydrographs 
described above. 

4. Results 

4.1. Front and surge velocities 

Figure 7 shows the arrival of the debris-flow front of the 19 Sept. 
2021 event in the channel segment upstream of the check dam and the 
LiDAR sensor. The flow front position was tracked in the LiDAR point 
clouds using both the manual and automated methods to derive the front 
velocity (Fig. 8). The same manual approach was applied to the second 
surge of the event to derive its velocity. 

4.1.1. Manual front velocity measurement 
Figure 8 shows the cumulative displacement of the flow front ob

tained from the manual measurements (Sect. 3.2.1 and Fig. 7). Two 
different trends in displacement are apparent, with a first phase occur
ring between 01:47–01:54, and a second phase occurring from 
01:54–02:04. In the first phase, the velocity of the flow front (1.2 m/s) 
was greater than in the second phase (0.8 m/s), as can be seen from the 
linear fits to the data on Fig. 8. 

4.1.2. Automated front velocity measurement 
Figure 8 also shows the cumulative displacement of the front based 

on the automated debris-flow front detection technique. The automated 
results show a similar trend as the manual method, i.e. a change in the 
displacement rate from a first to a second phase. Nevertheless, as indi
cated by the trendlines, the automatically derived front velocity in the 
first phase (1.1 m/s) was slightly slower than the manual front velocity 
in the same phase. However, in the second phase, the automatically 
derived velocity was similar to the manual measurements (i.e. 0.8 m/s). 

4.1.3. Velocity of the second surge 
As mentioned above and by Aaron et al. (2023), the 19. Sept. 2021 

event was characterized by a second surge at around 07:20. The velocity 
of this surge was measured manually by tracking a piece of woody 
debris, which was located at the head of the second surge (see feature 
labels in Fig. SI 2). The mean velocity of the log and thus the surge in the 
channel segment upstream of the check dam was around 2.5 m/s. This 
velocity will be used for the conventional surge scale discharge deriva
tions (see also Table SI 1). 

4.2. Surface velocity 

The average surface velocity across each of the three channel sec
tions over time is shown in Fig. 9a and Fig. 9b for the camera1-ortho and 
the hillshade methods, respectively. The measured surface velocities 
vary substantially in time and space. The camera1-ortho-based results 
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Fig. 7. Point clouds (left; colored according to height of z-coordinate) and video images (right) of the front arrival upstream of the 19 Sept. 2021 event just upstream 
of the check dam and LiDAR sensor. The flow front was tracked manually (red box) in the point clouds to derive its velocity. 

Fig. 8. Trajectory of the front from the 19 Sept. 2021 debris flow, manually (every 0.5 s) and automatically (every 0.1 s) identified in the LiDAR point-cloud frames 
over the channel segment ca. 25 m upstream of the check dam. The slopes of the trendlines indicate the front velocity. 
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show two sharp increases in the velocity by ca. 0.5 m/s: the first one (at 
ca. 03:00) after the front arrival (which occurs roughly at 02:00 at the 
check dam, cf. Fig. 8) and the second one with the arrival of the second 
surge (ca. 07:20; Fig. 9a). However, the surface velocities measured at 
the different channel sections differ by up to 0.5 m/s (ca. 20%), with the 
section at y = 15 m showing faster velocities than at y = 10 m and y = 5 
m, i.e. we can observe a slight deceleration towards the check dam in 
Fig. 9a. 

The results from the hillshade method show the same temporal 
pattern described above. Furthermore, the velocities measured at the 
different sections are in relatively good agreement over the first 07:20 of 
the event, i.e. before the arrival of the second surge. However, after 
07:20, substantially faster velocities (ca. 0.2 m/s to 1 m/s) are measured 
at y = 5 m in comparison to sections y = 10 m and y = 15 m, i.e. an 
acceleration of the surface velocity towards the check dam can be 
observed (see also Fig. SI 2). This discrepancy between the two velocity 
measurement methods will be discussed below. 

4.3. Cross-sectional area 

The cross-sectional area of the 19 Sept. 2021 event was measured at 
six channel sections upstream of the LiDAR sensor, considering the 
previously described channel geometry scenarios. In Fig. 10, we show 
the results of these cross-sectional area measurements based on the 

intermediate channel geometry scenario. The measurements based on 
the other scenarios (i.e. pre-event and post-event), which provide an 
idea of the uncertainty of our measurements, can be found in the Sup
plementary Information (Fig. SI 6) along with an overview of the shape 
of the channel bed according to the three channel geometry scenarios for 
each channel section (Fig. SI 4 and Fig. SI 5). 

All cross sections show a similar temporal trend (Fig. 10). A first peak 
in the cross-sectional area is observed shortly after 02:00, followed by a 
decrease in the area up to the second surge arrival at 07:20, which is 
then followed by a final, steady decrease in the cross-sectional area to
wards the end of the event. However, as indicated in Fig. 10, the abso
lute values of the cross-sectional area measured for the different channel 
sections vary substantially among the different sections: We can observe 
a clear decrease in the cross-sectional area of the flow towards the 
sensor, i.e. towards the check dam. 

4.4. Discharge 

Figure 11 shows the LiDAR-based discharge hydrographs for the 
three analyzed channel sections based on the different channel geometry 
scenarios at each section and the two velocity measurement methods. 
Furthermore, as a comparison, we show results from conventional 
discharge methodologies based on the mean front velocity (Fig. 11c, 
event scale analysis) as well as based on the front and second surge 

Fig. 9. Automated surface velocity measurements for three selected channel sections (upstream of sensor distance y; Fig. 5) based on a) camera1-ortho and b) 
hillshade surface velocity measurement methods (see Sect. 3.3) for the 19 Sept. 2021 debris flow. The values shown here for each channel section represent average 
values across the entire section for a given time and were smoothed with a moving median over 30 s. 
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velocities (Fig. 11d, surge scale analysis). 
The results from the camera1-ortho method (Fig. 11a) clearly show 

the arrival of the front, with peak discharge values between 18 m3/s and 
21 m3/s (intermediate channel geometry). After the arrival of the second 
surge, where we applied a velocity factor (see Sect. 3.5.1) and where we 
measured a discharge between 11 m3/s and 16 m3/s, the discrepancy 
among different sections is ca. 2 m3/s, with a decrease in the measured 
discharge towards the check dam (i.e. from y = 15 to y = 5), an 
important observation that will be discussed later. 

The hillshade method provides discharge values of 17 m3/s – 20 m3/s 
(intermediate channel geometry) for the phase of the front arrival. The 
different sections agree reasonably well over the first phase of the event 
(i.e. up to 07:20), but the section at y = 5 m is consistently lower than the 
other two sections. During the arrival of the second surge, we measured 
greater values (17 m3/s – 19 m3/s) than for the camera1-ortho based 
discharge, which might also be related to the applied velocity factor of 
0.75, as will be discussed below. 

For the conventional event scale and surge scale discharge methods 
we considered the front and surge velocities provided in the Supple
mentary Information (Table SI 1 and Fig. SI 2) in combination with the 
cross-sectional area measurements provided above (Fig. 10). Both of 
these methods provide much lower peak discharges than that provided 
by the LiDAR-based method, with values for the first phase of around 8 
m3/s (Fig. 11c and Fig. 11d). For the second phase (i.e. after 07:20), the 
discharge amounts to roughly 7 m3/s for the front-velocity based esti
mates (Fig. 11c) and to ca. 16 m3/s for the surge scale analysis 
(Fig. 11d). 

4.5. Event volume 

We derived the volume of the 19 Sept. 2021 debris flow based on the 
discharge hydrographs presented in Fig. 11. The results are shown in 
Fig. 12. Based on the three different channel geometry scenarios for each 
of the three sections, we obtain three volume values for each section, as 
mentioned above. As we expect mass to be conserved over such a short 
distance, the most realistic volume is a value that is in agreement among 
the different sections. Therefore, as mentioned above, we derived the 
median of these volumes, which is a best fit value for the volume of this 

event at this location. These median volumes are also indicated in 
Fig. 12 and amount to 12,180 m3 for camera1-ortho and 14,680 m3 for 
the hillshade method. Reasons for this observed discrepancy of 2500 m3 

between the two velocity methods will be provided below. Fig. 12 also 
shows the volume estimates based on the conventional event scale and 
surge scale approaches. The mean (i.e. based on the intermediate 
channel geometry) volumes amount to 4960 m3 and 9600 m3 and are 
thus substantially lower than for the instantaneous, LiDAR-based 
discharge approach presented in this work. 

It is interesting to note that, for the camera1-ortho method, the 
median value is closest to the pre-event at y = 5 m, the intermediate at y 
= 10 m, and the post-event channel geometry at y = 15 m. The hillshade 
approach indicates a similar pattern, with the exception of the inter
mediate channel geometry at y = 5 m being closer to the median than the 
pre-event channel geometry (Fig. 12). We will discuss what we can infer 
from this observation about the evolution of the channel bed and its 
geometry below. 

5. Discussion 

5.1. Front and surge velocities 

Front velocity is an important parameter for conventional ap
proaches to estimate discharge. Our high temporal resolution manual 
and automatic measurements show an observed decrease in the front 
velocity by ca. 0.4 m/s (33%) over the investigated channel segment 
(Fig. 8). We explain this by a change in the channel slope and a widening 
of the channel cross section. For the 19 Sept. 2021 event, the mean 
channel slope in the segment 10 m to 20 m upstream of the sensor was 
4.2◦ and the channel width was 7 m–9 m, whereas in the segment from 0 
m to 10 m the slope reduced to 1.9◦ and the channel width increased to 
12 m–14 m (Spielmann, 2022). We observe that, during the first phase of 
the front arrival the automated method provided a roughly 0.1 m/s 
slower velocity than the manual approach. A possible explanation for 
this discrepancy between the two methods could be the selection and 
application of a (fixed) geometrical threshold. 

These observations show that the velocity of the front of a debris flow 
is strongly affected by the channel geometry, even over a relatively short 

Fig. 10. Cross-sectional area of the 19 Sept. 2021 event at different channel sections upstream of the LiDAR sensor (upstream of sensor distance y in meters; Fig. 5). 
The shown values are based on the intermediate channel geometry (Fig. 6) and were smoothed (mean over 1 s window) for visualization purposes. The full range of 
cross-sectional area values, based on the pre- and post-event channel geometry scenarios, can be found in Fig. SI 6. 
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channel segment. Such changes of the front velocity are usually not 
detected by conventional monitoring setups where the (mean) front 
velocity is assessed from the travel time between a pair of sensors, 
especially if they are located at a relatively large distance from each 
other (e.g. Hürlimann et al., 2019; Lapillonne et al., 2023). Further, 
estimating the velocity of the second surge based on conventional 
(stage) measurement techniques would require correlating changes in 
flow depth of around 10 cm to 20 cm. As show in Fig. 11, it is crucial to 
have this velocity for the derivation of discharge according to the surge 
scale approach (Lapillonne et al., 2023). 

5.2. Surface velocity 

Continuous measurements of the debris-flow (surface) velocity over 
the entire event are crucial for our new, LiDAR-based discharge 

methodology. Due to this importance, we developed and assessed two 
different methods (camera1-ortho and hillshade). We observed a 
decrease in surface velocity towards the check dam in the camera1- 
ortho-based measurements (Fig. 9a), which might be related to the 
change in the shape of the channel, described in the previous section. 
Similar to the front velocity, higher velocities are expected in the nar
rower and steeper segment of the channel (i.e. for the section at y = 15 
m) than in the wider and flatter segment (i.e. for y = 5 m and y = 10 m). 
This was not observed in the hillshade-based velocities (Fig. 9b), which 
is likely related to the field of view of the LiDAR sensor: whereas cam
era1 records the full width of the channel segment upstream of the check 
dam, the LiDAR sensor’s field of view – in particular close to the check 
dam – is limited to the channel middle where velocities are highest (see 
also Fig. 5 and Fig. SI 1). During the first phase of the event (up to 07:20, 
see Fig. 9b), the discrepancy among surface velocities at different 

Fig. 11. Discharge hydrographs for a) camera1-ortho (with a velocity factor VF = 1.00 before 07:20 and with VF = 0.75 after 07:20, i.e., plug-flow like and with 
internal shearing, respectively, as indicated with the conceptual velocity profiles on top and as described in Sect. 3.5) and b) hillshade (velocity factor = 1.00) based 
velocity measurements at different channel sections (Fig. 5). As a comparison, we show discharge estimates from conventional methods for a section below the sensor 
(y = 0 m) based on c) front velocity measurements (event scale approach) as well as d) front and surge velocity measurements (surge scale approach; see also 
Table SI 1). 
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sections was only minor, which indicates that the velocities must be 
relatively constant across the entire channel width so that the “sampling 
width” has no effect on the resulting hillshade velocities. 

This hypothesis is in good agreement with observations from Aaron 
et al. (2023), who suggested a change in the vertical velocity profile 
from block sliding to a velocity profile that features internal shearing for 
the 19 Sept. 2021 event. Even though further investigations of these 
debris-flow velocities are required, such a change in the vertical velocity 
profile could likely affect the horizontal (transverse) velocity profile (e. 
g. Han et al., 2014), and thus explain the abovementioned observation 
for the hillshade method. As suggested by Aaron et al. (2023), the 
change in the velocity profile itself could be linked to a change in the 
concentration of coarse particles and/or a change in the water content of 
the flow. 

5.3. Cross-sectional area 

Cross-sectional area is the second crucial parameter for estimating 
discharge, and we observe a surprising decrease in cross-sectional area 
towards the check dam (Fig. 10). This observed decrease exceeds the 
uncertainty related to changes in the channel bed (from pre-event to 
post-event; see Fig. SI 6). A potential explanation for this could be a 
decreasing flow depth close to check dams analogous to the hydraulic 
drawdown effect observed in river flow (e.g. Henderson, 1966). 
Nevertheless, this systematic decrease of cross-sectional area towards 
the check dam has important implications for conventional monitoring 
systems because flow depth sensors in many cases are located directly 
above check dams (cf. e.g. Hürlimann et al., 2019) and thus estimate the 
(equivalent) cross-sectional area at this location. Eventually, this will 
have an impact on conventional discharge estimates based on mea
surements from such sensors, as detailed below. 

Furthermore, we acknowledge that our cross-sectional method 
cannot account for situations where the debris flow erodes below the 
pre- and post-event channel geometry, and then subsequently deposits. 
Although this likely occurs in debris flows (cf. Berger et al., 2011a), we 
think it is a minor source of uncertainty in the present work as our cross 
sections are located immediately upstream of a check-dam, which 
should stabilize the channel bed (see Fig. 5). 

5.4. Discharge 

Discharge is a fundamental parameter for practical hazard assess
ment and to describe debris-flow motion, and we have measured it at 

very high spatial and temporal resolution using our LiDAR-based 
method. As a comparison, we furthermore estimated the discharge 
using more conventional methodologies based on event scale and surge 
scale velocity analyses (Fig. 11). 

For the discharge estimates from the camera-based velocities, our 
high-resolution discharge measurements show a surprising trend of 
decreasing discharge towards the sensor, i.e. towards the check dam 
over the entire duration of the event (Fig. 11a). This observation is 
paradoxical, as mass should be conserved over such a short distance (10 
m), and we could not observe any major deposition during the event in 
the videos. There are two main explanations for this observed discrep
ancy: 1) changes in the channel bed geometry during the event and/or 2) 
changes in the velocity profile along the channel. The first factor can 
account for the majority of this discrepancy if we consider the pre-event 
geometry for the channel section at y = 5 m, intermediate geometry for 
y = 10 m, and post-event geometry for y = 15 m (cf. Fig. 12). This would 
indicate that the channel geometry changed to its post-event configu
ration at each of these sections at different times during the event. 

However, a discrepancy of ca. 1 m3/s – 3 m3/s remains (between y =
5 m and y = 15 m), even if we consider the abovementioned scenarios. 
This discrepancy is likely related to the second factor, i.e. spatial (in 
addition to temporal) changes in the velocity profile along the channel. 
Such a spatial change in the vertical velocity profile, e.g. from shear with 
less basal slip at y = 15 m to shear with more basal slip and thus a greater 
depth-averaged velocity at y = 5 m (after 07:20), could explain the 
remaining discrepancy. A more quantitative analysis and further work 
are required to analyze such along channel velocity profile changes in 
more detail. 

The results of the hillshade-based discharge analysis show a smaller 
discrepancy among the sections (max. 1 m3/s for sections y = 5 m and y 
= 15 m, considering pre- and post-event channel geometries, respec
tively; cf. Fig. 12) and only during the first surge of the event (Fig. 11b). 
As the hillshade velocities likely approximate the depth-averaged ve
locity of the flow they account for temporal and spatial changes in the 
velocity profile (∕= camera1-ortho method). We can thus conclude that 
this remaining discrepancy is mainly related to channel bed geometry 
changes above or below the channel geometry scenarios assumed here. 

5.4.1. Comparison with conventional discharge methods 
We compare the results from our new LiDAR-based method to more 

conventional methodologies, which are based on mean velocity as
sumptions (either at the event scale or at the surge scale; Lapillonne 
et al., 2023). We find that the event scale analysis, where the front 

Fig. 12. Event volumes for the 19 Sept. 2021 debris flow, based on the discharge hydrographs presented in Fig. 11. The resulting median volumes are 12,180 m3 for 
camera1-ortho and 14,680 m3 for the hillshade method (dashed red lines), as well as 4960 m3 and 9600 m3 (intermediate value) for the event scale and surge scale 
discharge analysis (see Fig. 11c Fig. 11d). 
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velocity is used as mean velocity for the entire event, likely un
derestimates the discharge for most of the event (Fig. 11c). In particular, 
the peak discharges of the front and the second surge are roughly 10 m3/ 
s (60%) smaller than based on our instantaneous, LiDAR-based method. 
The underestimation of the peak discharge during the first phase using 
the (mean) front velocity is mainly related to the fact that the velocities 
behind the front are around 1.5× faster than the front itself, as docu
mented by Aaron et al. (2023) for this event and as observed similarly 
for other events by other researchers (e.g. Jacquemart et al., 2017; Suwa 
et al., 1993). For the surge scale analysis, we make the same observation 
for the first phase of the event, as we used the same front velocity to 
derive the discharge (Fig. 11d). For the second phase of the event, 
however, the agreement with the other two methods is better as we used 
the velocity of the second surge, which is substantially higher (2.5 m/s) 
than the front velocity (ca. 1.0 m/s). These differences in the discharge 
hydrographs have substantial implications for the volume derivation, 
which will be discussed below. 

5.5. Event volume 

Debris-flow volume is one of the most important parameters for 
hazard assessment and is often estimated using empirical equations 
(Rickenmann, 1999) or conventional discharge estimates (Lapillonne 
et al., 2023). In this work, we have presented volume estimates for the 
19 Sept. 2021 debris flow, which were derived from our detailed LiDAR- 
based discharge methodology. The different channel geometry scenarios 
resulted in a range of volume values for different sections (Fig. 12). 
However, as mentioned above for the discharge, it seems unlikely that 
the volume would change between these sections. We therefore assume 
that the median value over the different sections is the “best-fit” volume 
value among the sections, i.e. the best approximation of the actual event 
volume. As discussed above, considerations of conservation of mass 
allow us to conclude which of the channel geometry scenarios is the 
most appropriate for each channel section. Based on our findings, the 
post-event at y = 15 m and the intermediate channel geometry at y = 10 
m are the scenarios closest to the median value (cf. Fig. 12). We there
fore infer that the cross-sectional area at y = 15 m and y = 10 m was 
reduced in this event by deposition early in the event (see also Fig. SI 4 
and Fig. SI 5). For the section closest to the check dam, i.e. y = 5 m, the 
situation is less clear as the two different methods provide slightly 
different results. Nonetheless, we can infer that the channel geometry 
was (similar or equivalent) to a shape somewhere in between the pre- 
event or intermediate channel geometry scenario for most of the 
event, and deposition only occurred relatively late. Future analyses will 
investigate these preliminary findings further and expand them to more 
events. 

The median volume for the camera1-ortho method (12,180 m3) is 
smaller than the median volume for the hillshade based approach 
(14,680 m3). This discrepancy is mainly related to differences in the 
estimated discharge during the second surge, whereas the peak dis
charges for the first surge (front arrival) agreed quite well (cf. Fig. 11). 
The differences during the second surge could partially be due to the 
selected velocity factor during the second phase (VF = 0.75) for the 
camera-based approach. Even though this factor is based on velocity 
measurements, i.e. the velocity ratio between large, rolling boulders and 
woody debris of the 19 Sept. 2021 event (see Sect. 2.3, Fig. SI 2 and 
Aaron et al., 2023), some uncertainty remains in the selection of this 
value. Nonetheless, other researchers have used similar values (e.g. 0.6, 
cf. Cui et al., 2018; Suwa et al., 1993). In contrast, the hillshade method 
is not subject to this limitation, and might thus be the most reliable, 
however it is limited by the field of view of the LiDAR, as described 
above. 

5.5.1. Comparison with conventional event volume approaches 
As shown in Fig. 12, we compared the results from our LiDAR-based 

approach to volume estimates from conventional methods. No other 

independent comparison was possible, as the debris flows at the Ill
graben directly flow into the Rhone River (cf. Fig. 1) and the deposited 
volume cannot be measured after events. 

As expected from the hydrographs (Fig. 11), the conventional event 
and surge scale methodologies substantially underestimate the event 
volume (Fig. 12). The event scale analysis, which used the front velocity 
over the entire event, provides an event volume (intermediate scenario) 
which is over 10,000 m3 smaller than the hillshade-based (median) 
volume, i.e. only corresponds to 1/3 of that volume. The surge scale 
analysis, which in addition to the front velocity considered the velocity 
of the second surge to derive the hydrograph, provides a volume 40%, i. 
e. over 5000 m3 (intermediate scenario), smaller than the (median) 
hillshade volume (Fig. 12). The main cause for the discrepancy between 
this approach and the hillshade method is the substantial underesti
mation of the first phase of the event due to the small front velocity (cf. 
also Aaron et al., 2023 and Fig. SI 2). 

Furthermore, it should be mentioned that the inputs used in this 
work for the two conventional approaches, which are based on high- 
frequency LiDAR measurements, are likely much more accurate than 
in a traditional monitoring system with classical instruments such as 
geophones or depth sensors. In particular the cross-sectional area can 
usually not be measured directly in such great detail as in this study, but 
has to be inferred (indirectly) from a relationship between the flow 
height and the wetted area (cf. Lapillonne et al., 2023). Additionally, the 
identification of the second surge would likely not have been successful 
if geophones were used, as the second surge was a very subtle feature in 
terms of flow depth (flow height change of only a 10 cm − 20 cm), but 
not when it comes to velocity as the velocity more than doubled 
(compared to the front velocity). Therefore, the results for the conven
tional methodologies presented here represents a “best-case” scenario, 
but one that would be extremely difficult to achieve in the absence of a 
high-resolution 3D LiDAR sensor. 

6. Conclusions 

We used a new high-resolution, high-frequency 3D laser scanner 
(LiDAR) to record a debris flow that occurred on 19 Sept. 2021 in the 
Illgraben. We analyze sub-second timelapse point-cloud data from a 25 
m long channel segment upstream of a check dam on the debris-flow fan 
to measure important parameters such as i) front velocity, ii) surge ve
locity, iii) surface velocity and iv) cross-sectional area. Based on these 
detailed measurements, we derive instantaneous estimates of the 
discharge and calculate the event volume. The main findings of our work 
can be summarized as follows:  

1. Debris flow front velocity is sensitive to changes in both channel 
slope and channel width. These factors likely resulted in a decrease of 
the front velocity (from 1.2 m/s to 0.8 m/s) over a relatively short 
(~20 m) channel segment.  

2. In this event, the velocity of the second surge, which arrives at ~7 
min, had a substantially higher velocity than the front (2.5 m/s on 
average). This leads to a substantial underestimation of (peak) 
discharge if the front velocity is used to derive this parameter. 

3. Similar to Aaron et al. (2023), the new analyses and detailed com
parisons presented here suggest a temporal change in the vertical 
velocity profile from block sliding to a velocity profile that features 
internal shearing in the second phase. We further suggest a spatial 
change of this velocity profile (after 07:20) towards the check dam, e. 
g. from one with less basal slip to one with more basal slip and thus a 
greater depth-averaged velocity close to the check dam.  

4. We observe a surprising decrease in the cross-sectional area towards 
the check dam (e.g. by 40% from 25 m to 0 m upstream of the 
sensor), which exceeds the uncertainty related to the different 
channel geometry scenarios, likely explained by the hydraulic 
drawdown effect observed upstream of a free overfall open channel 
flow (e.g. Henderson, 1966). This observation has important 
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implications for conventional monitoring systems located at check 
dams (e.g. depth sensors suspended above the crest), as these systems 
usually consider (a virtual equivalent) of the cross-sectional area 
directly at the check dam and thus – based on the findings from this 
work and this event – likely underpredict the cross-sectional area and 
thus the discharge.  

5. We developed a new LiDAR-based methodology to derive discharge 
and compared it to conventional methods. These methods substan
tially underestimate the (peak) discharge of the event, e.g. by ca. 
60% for the front arrival. Using a surge scale approach, as suggested 
by Lapillonne et al. (2023), can improve this if surge velocities can be 
accurately estimated.  

6. We derived the volume of the 19 Sept. 2021 event based on the 
LiDAR-based discharge hydrographs for the different channel ge
ometry scenarios and channel sections, which provided an idea of the 
uncertainties. As mass should be conserved over such a short channel 
segment (10 m) and no signs of continuous material deposition are 
shown in the videos, we assume that the most representative volume 
is the median over all sections, and that deposition occurred early in 
the event for the more upstream channel sections.  

7. A comparison of our results (median volumes 12,180 m3 for 
camera1-ortho and 14,680 m3 for the hillshade method) to volume 
estimates based on the conventional approaches (intermediate 
values of 4960 m3 and 9600 m3 for the event scale and surge scale 
analysis, respectively) revealed that these methods substantially 
underestimate the volume for the event analyzed in this work. 

Even though the findings of the present study need to be assessed in 
the future by analyzing more events, our instantaneous, LiDAR-based 
method has the potential to provide much more detailed and accurate 
information on hazard-related debris-flow parameters. In particular, it 
allows for high spatial and temporal resolution field-scale measurements 
of (peak) discharge and volume, which are currently not available for 
debris flows. This will help us to improve our understanding of these 
hazardous processes and allow for a better hazard management in the 
future. 
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